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EAR Reader, it is our pleasure to present to you Pro-
ceedings of the 17th Conference on Computer Science

and Intelligence Systems (FedCSIS 2022), which took place
on September 4-7, 2022, in Sofia, Bulgaria, and in the hy-
brid mode.

D
The main Conference Chair of FedCSIS 2022 was Ste-

fka Fidanova, while Nina Dobrinkova acted as the Chair
of the Organizing Committee. This year, FedCSIS was or-
ganized  by  the  Polish  Information  Processing  Society
(Mazovia Chapter), IEEE Poland Section Computer Soci-
ety Chapter, Systems Research Institute Polish Academy
of Sciences, Warsaw University of Technology, Wrocław
University of Economics and Institute of Information and
Communication  Technologies,  Bulgarian  Academy  of
Sciences.

FedCSIS 2022 was technically co-sponsored by: IEEE
Bulgarian Section, IEEE Poland Section, IEEE Czecho-
slovakia Section Computer Society Chapter, IEEE Poland
Section Systems, Man, and Cybernetics Society Chapter,
IEEE Poland Section Computational Intelligence Society
Chapter,  IEEE Poland  Section  Control  System Society
Chapter, Committee of Computer Science of the Polish
Academy of Sciences,  Mazovia Cluster ICT, Poland and
Bulgarian Section of SIAM.

Moreover,  last  year  the  FedCSIS  conference  series
formed the strategic alliance with QED Software, a Polish
software company developing AI-based technologies and
acting as the technological  co-founder  in  the AI-driven
start-ups. This collaboration has been continued.

During FedCSIS 2022, the keynote lectures were deliv-
ered by:

 Krassimir Atanassov, Bulgarian Academy of Sciences,
Sofia, Bulgaria: “Remarks on Index Matrices”,

 Chris Cornelis, Ghent University, Department of Ap-
plied Mathematics, Computer Science and Statistics:
“Hybridization  of  Fuzzy  Sets  and  Rough  Sets:
Achievements and Opportunities”,

 Ivan Lukovic, University of Belgrade, Faculty of Or-
ganizational Sciences, “Organizational Capability for
Information Management – Do We Feel a Big Data
Crisis?”,

 Stefano Mariani on behalf of Franco Zambonelli (due
to serious health issues encountered right before the
conference), University of Modena e Reggio Emilia,
Italy: “Individual and Collective Self-development”.

Moreover,  this  year,  two special  guests  delivered in-
vited talks:

 Bogusław Cyganek, who was awarded the 2021 Wi-
ley-IEEE Press Award, for his recent book “Introduc-
tion to Programming with C++ for Engineers”,

 Andrzej  Skowron,  who  delivered  the  talk:  “Rough
Sets  Turn 40: From Information Systems to Intelli-
gent Systems”, which was devoted to the 40th anniver-
sary  of  introduction,  by  late  Professor  Zdzisław
Pawlak, of the theory of Rough Sets.

FedCSIS 2022 consisted of five Tracks and a special
event for Doctoral School Students. Within each Track,
topical  Technical  Sessions  have  been  organized.  Each
Technical Session was split into fully on site and fully on-

line sub-sessions. The on-site part of the conference took
place in the facilities of the Crisis Management and Dis-
aster Response Centre of Excellence in Sofia, Bulgaria.

Some of Technical Sessions have been associated with
the  FedCSIS  conference  series  for  many  years,  while
some of them are relatively new. The role of the technical
Sessions is to focus and enrich discussions on selected ar-
eas, pertinent to the general scope of each Track. The list
of  Tracks,  and  topical  Technical  Sessions  organized
within their scope, was as follows.

 Track 1: Advanced Artificial Intelligence in 
Applications (17th Symposium AAIA’22)
━ Artificial Intelligence for Next-Generation 
Diagnostic Imaging (1st Workshop AI4NextGenDI'22)
━ Artificial Intelligence in Machine Vision and 
Graphics (4th Workshop AIMaViG'22)
━ Personalization and Recommender Systems (1st 
Workshop PeRS'22)
━ Rough Sets: Theory and Applications (4th  
International Symposium RSTA'22)
━ Computational Optimization (15th International 
Workshop WCO'22)

 Track 2: Computer Science & Systems (CSS’22)
━  Computer Aspects of Numerical Algorithms (15th 
Workshop CANA'22)
━ Concurrency, Specification and Programming (30th  
International Symposium CS&P'22)
━ Multimedia Applications and Processing (15th  
International Symposium MMAP'22)
━ Scalable Computing (12th  Workshop WSC'22)

 Track 3: Network Systems and Applications 
(NSA’22)
━ Complex Networks - Theory and Application (1st 
Workshop CN-TA'22)
━ Internet of Things – Enablers, Challenges and 
Applications (6th Workshop IoT-ECAW’22)
━ Cyber Security, Privacy, and Trust (3rd International 
Forum NEMESIS'22)

 Track 4: Advances in Information Systems and 
Technology (AIST’22)
━ Data Science in Health, Ecology and Commerce (4th

Workshop DSH'22)
━ Information Systems Management (17th Conference 
ISM'22)
━ Knowledge Acquisition and Management (28th 
Conference KAM'22)

 Track 5: Software and System Engineering 
(S3E’22)
━ Cyber-Physical Systems (9th International Workshop
IWCPS’22)
━ Model Driven Approaches in System Development 
(7th Workshop MDASD'22)
━ Software Engineering (42nd IEEE Workshop 
SEW’22)

 7th Doctoral Symposium on Recent Advances in 
Information Technology (DS-RAIT'22)

Each contribution, found in this volume, was refereed
by at least two referees and the acceptance rate of regular
full papers was slightly below 19% (55 accepted contri-
butions, out of 290 general submissions).



During  FedCSIS  2022,  for  the  second  time,  the
Zdzisław Pawlak award was presented to the best papers
from across the whole conference. It was done to further
underscore the fact that scientific achievements of Profes-
sor Pawlak had gone far  beyond Artificial  Intelligence.
The following contributions have been awarded in three
categories:

 In the category Best Paper: Kamil Rybiński (Warsaw
University of Technology, Poland) and Michał Śmi-
ałek (Warsaw University of Technology, Poland) for
the paper: “Beyond Low-Code Development: Marry-
ing Requirements Models and Knowledge Represen-
tations”.

 In  the  category  Industry  Cooperation:  Ghada
Moualla (Orange Labs, France), Sebastien Bolle (Or-
ange  Labs,  France),  Marc  Douet  (Orange  Labs,
France) and Eric Rutten (INRIA, France) for the pa-
per: “Self-adaptive Device Management for the IoT
Using Constraint Solving”.

 In the category  Young Researcher:  Eyad Kannout
(University  of  Warsaw,  Poland),  Michał  Grodzki
(University  of  Warsaw,  Poland)  and  Marek  Grze-
gorowski (University of Warsaw, Poland) for the pa-
per: “Utilizing Frequent Pattern Mining for Solving
Cold-Start Problem in Recommender Systems”.

Moreover, the Award Committee decided to fund two
extra Young Researcher distinctions:

 Aleksandra Bączkiewicz (University of Szczecin,
Poland) for the paper: “Towards Temporal Multi-
Criteria Assessment of Sustainable RES Exploita-
tion in European Countries”.

 Aleksandra  Weiss  (Scientific  Circle  of  Robotics
UWM in Olsztyn, Poland), Marcin Młyński (Sci-
entific  Circle  of  Robotics  UWM  in  Olsztyn,
Poland)  and  Piotr  Artiemjew  (University  of
Warmia  and  Mazury,  Poland)  for  the  paper:
“About Classifiers Quality Assessment: Balanced
Accuracy Curve (BAC) as an alternative for ROC
and PR Curve”.

All  the  above  awards  and  distinctions  were  jointly
sponsored by the Mazovia Branch of the Polish Informa-
tion Processing Society and by QED Software.

FedCSIS’22 also hosted  the  Data Mining Competi-
tion (already for the 5th time during the history of the Fed-
CSIS conferences) co-organized by QED Software at the
online platform KnowledgePit, and sponsored by Control
System Software, a Polish company which develops deci-
sion  support  and  optimization  systems  in  the  areas  of
transportation, spedition, and logistics.

The competition attracted 130 teams from 24 countries.
The papers describing the most interesting solutions sub-
mitted to the competition were included in the FedCSIS
2022 proceedings in the special section of  Track 1. The
following papers represent the best solutions awarded by
Control System Software:

 Paper describing the winning solution: Dymitr Ruta
(Khalifa University, UAE), Ming Liu (Khalifa University,

UAE),  Ling  Cen  (Khalifa  University,  UAE),  Quang
Hieu  Vu  (VNG  Corporation,  Vietnam), “Diversified
gradient  boosting  ensembles  for  prediction  of  the
cost of forwarding contracts”

 Paper describing the 2nd best solution: Haitao Xiao,
(Chinese Academy of Sciences,  China), Yuling Liu
(Chinese  Academy  of  Sciences,  China), Dan  Du
(Chinese Academy of Sciences, China), Zhigang Lu
(Chinese  Academy  of  Sciences,  China), “An  Ap-
proach for Predicting the Costs of Forwarding Con-
tracts using Gradient Boosting”

 Paper describing the 3rd best solution: Quang Hieu
Vu  (VNG  Corporation,  Vietnam),  Ling  Cen  (Khalifa
University,  UAE),  Dymitr  Ruta  (Khalifa  University,
UAE), Ming Liu (Khalifa University, UAE), “Key Fac-
tors to Consider when Predicting the Costs of For-
warding Contracts”

 Paper describing  the most practical  solution:  Sła-
womir Pioroński (Adam Mickiewicz University, Poland),
Tomasz Górecki (Adam Mickiewicz University, Poland),
“Using gradient boosting trees to predict the costs of
forwarding contracts”

The program of FedCSIS 2022 required a dedicated ef-
fort of many people. We would like to express our warm-
est  gratitude to  all  Committee members,  of  each Track
and each Technical Session, for their hard work in attract-
ing and later refereeing 290 submissions.

We thank the authors of papers for their great contribu-
tion to the theory and practice of computing and intelli-
gence systems. We are grateful to the invited speakers for
sharing  their  knowledge  and  wisdom  with  the  partici-
pants.

Last, but not least, we thank Stefka Fidanova and Nina
Dobrinkova. It should be stressed that they made all the
preparations to  organize the conference in  Bulgaria  for
three years in a row, while only in 2022 the conference
actually happened there. They also worked with us dili-
gently to adapt the conference formula to organize it in
hybrid mode. We are very grateful for all your efforts!

We hope that you had an inspiring conference. We also
hope to meet you again for the 18th Conference on Com-
puter Science and Intelligence Systems (FedCSIS 2023)
which will  take place in Warsaw, Poland on September
17-20, 2023.

Co-Chairs of the FedCSIS Conference Series:
Maria Ganzha, Warsaw University of Technology, 
Poland, and Systems Research Institute Polish Academy 
of Sciences, Warsaw, Poland
Leszek Maciaszek, Macquarie University, Sydney, 
Australia and Wrocław University of Economics, 
Wrocław, Poland
Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, Warsaw, Poland, and Warsaw 
Management University, Warsaw, Poland
Dominik Ślęzak, Institute of Informatics, University of 
Warsaw, Poland, and QED Software, Warsaw, Poland



Proceedings of the 17th Conference on
Computer Science and Intelligence

Systems
September 4–7, 2022. Sofia, Bulgaria

TABLE OF CONTENTS

CONFERENCE INVITED CONTRIBUTIONS

KEYNOTE PAPERS

Two new operations over extended index matrices and their applications in Big Data 1
Krassimir Atanassov, Veselina Bureva

Hybridization of Fuzzy Sets and Rough Sets: Achievements and Opportunities 7
Chris Cornelis

Individual and Collective Self-Development: Concepts and Challenges 15
Marco Lippi, Stefano Mariani, Matteo Martinelli, Franco Zambonelli

ANNIVERSARY PAPER

Rough Sets Turn 40: From Information Systems to Intelligent Systems 23
Andrzej Skowron, Dominik Ślęzak
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Abstract—The Index Matrices (IMs) are extensions of the
matrices of algebra. Over the IMs different operations, relations
and operators are defined. In the present paper, two new
operations over IMs are defined and some of their properties are
studied. An application of these operations for describing of Big
Data procedure is discussed. Hortonworks Data Platform (HDP)
is used to provide capabilities for data warehouse processing
in the Big Data environment. Apache Hive is selected for data
warehouse construction and querying. Firstly, data warehouse
for product sells is implemented. The tables for employees,
customers, products and product sells are created. Thereafter
the new index matrix operations for difference between two IMs
are executed for the first time in the Big Data environment .
SQL queries are written to demonstrate the operations. The new
index matrix operations are executed using SQL JOIN notation
and logical operator NOT EXISTS.

Index Terms—Big Data, Extended index matrix, Operation.

I. INTRODUCTION

THE CONCEPT of Index Matrix (IM) was introduced in
1984 and in more details - in 1987 [2], but the full

description of the research over them was published in [3]
exactly 30 years later.

Different extensions and modifications of the concept of an
IM are described in [3]. One of them is an Extended IM (EIM),
introduced firstly in [4]. They include as partial cases standard
IM with elements of real or complex numbers, the (0, 1)-IM
with elements from set {0, 1}, the logical IM with elements
variables, propositions or predicates, the intuitionistic fuzzy
IMs. The elements of the EIM can be each objects, in this
number - whole IMs.

Different relations, operations and operators are defined over
IMs and more general - over EIM. Only part of them have
analogues in the theory of the standard matrices (see, e.g.,
[6], [7]).

Here, two new operations over EIMs are defined and some
of their properties are studied. It will be obvious that these
new operations can be transfer over each one of the partial
cases of the EIM.

Firstly, we give the definition of an EIM.

Let I be a fixed set of indices,

In = {ïi1, i2, ..., inð|("j : 1 f j f n)(ij * I)}

and

I7 = *1fnf>In.

Let X be a fixed set of some objects. In the particular cases,
they can be either real numbers, or only the numbers 0 or 1,
or logical variables, propositions or predicates, etc.

Let operations ç, 7 : X × X ³ X be fixed and let
(X , ç, eç) and (X , 7, e7) be groups with unit elements eç and
e7, respectively. For example, when operation “ç” is “+” or
“-”, eç will be 0, while when it is “×” or “:” – it will be 1.
In some cases, it is suitable to define the unit element by §
and it to be an empty object.

An EIM with index sets K and L (K,L ¢ I7) and elements
from set X is called the object (see, [4], [3]):

[K,L, {aki,lj}] c
l1 . . . lj . . . ln

k1 ak1,l1 . . . ak1,lj . . . ak1,ln
...

... . . .
... . . .

...
ki aki,l1 . . . aki,lj . . . aki,ln
...

... . . .
... . . .

...
km akm,l1 . . . akm,lj . . . akm,ln

,

where K = {k1, k2, ..., km}, L = {l1, l2, ..., ln}, for 1 f i f
m, and 1 f j f n : aki,lj * X .

In [3], for the IMs A = [K,L, {aki,lj}], B =
[P,Q, {bpr,qs}], operations that are analogous to the usual
matrix operations of addition and multiplication are defined,
as well as other, specific ones. Here, we give only three of
these operations, that will be used below.

Addition

A·(ç) B = [K * P,L *Q, {ctu,vw}],
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where

ctu,vw =ù
üüüüüüüüüüüüüüú
üüüüüüüüüüüüüüû

aki,lj , if tu = ki * K and vw = lj * L2Q
or tu = ki * K 2 P and vw = lj * L;

bpr,qs , if tu = pr * P and vw = qs * Q2 L
or tu = pr * P 2K and vw = qs * Q;

aki,lj ç bpr,qs , if tu = ki = pr * K + P
and vw = lj = qs * L +Q

0, otherwise

Structural subtraction

A¸B = [K 2 P,L2Q, {ctu,vw
}],

where here and below “2” is the set–theoretic difference
operation and

ctu,vw = aki,lj , for tu = ki * K 2 P and vw = lj * L2Q.

Projection

prM,NA = [M,N, {bki,lj}],
where M ¦ K, N ¦ L, and for each ki * M and each
lj * N , bki,lj = aki,lj .

II. DEFINITIONS OF THE TWO NEW OPERATIONS

Let the two EIMs A = [K,L, {aki,lj}] and B =
[P,Q, {bpr,qs}] are given.

The first, simpler, operation is defined by

A "
1 B = [K ÷ P,L÷Q, {cuv,wt

}],
where and below for every two arbitrary sets X,Y :

X ÷ Y = (X 2 Y ) * (Y 2X);

cuv,wt =ù
üüú
üüû

aki,lj , if uv = ki * K 2 P and wt = lj * L2Q

bpr,qs , if wt = pr * P 2K and wt = qs * Q2 L

§ otherwise

The second operation is defined by

A "
2 B = [K * P,L *Q, {cuv,wt

}],
where

cuv,wt =ù
üüüüüüú
üüüüüüû

aki,lj , if uv = ki * K 2 P and wt = lj * L
or uv = ki * K and wt = lj * L2Q

bpr,qs , if wt = pr * P 2K and wt = qs * Q
if wt = pr * P and wt = qs * Q2 L

§ otherwise

The geometrical interpretations of both operations are
shown on Figures 1 and 2.

From the definitions and geometrical interpretations of both
operations we see immediately that the following assertions
are valid.
Theorem 1. For every two EIMs A and B, for each operation
ç, and for operation 7 defined for every two x, y * X by
x 7 y = e7 there are follows:

A "
1 B = (A¸B)·(ç) (B ¸A),

A "
2 B = A·(7) B.

Proof. For the definitions of the operations ¸ and ·ç we
obtain

(A¸B)·(ç)(B¸A) = [K2P,L2Q, {ctu,vw}]·(ç)[P2K,Q2L, {def ,gh}
= [(K 2 P ) * (P 2K), (L2Q) * (Q2 L), {c2t2

u2 ,v
2
w2
}]

= [K ÷ P,L÷Q, {c2t2
u2 ,v

2
w2
}] = A÷B,

because

c2t2
u2 ,v

2
w2

=

 
ctu,vw = aki,lj , for t2u2 = tu = ki * K 2 P and v2w2 = vw =

def ,gh = bpr,qs , for t2u2 = ef = pr * P 2K and v2w2 = gh

Obviously, operation ç cannot be applied over the elements
of both EIMs because there are not at least two elements from
the both EIMs that have equal indices.

The second equality is proved by a similar way.
Theorem 2. For every two EIMs A and B, for each operation
ç:

A "
1 B = prK2P,L2QA·(ç) prP2K,Q2LB,

A "
2 B = prK2P,LA·(ç) prK+P,L÷QA·(ç) prP2K,QA

= prK,L2QA·(ç) prK÷P,L+QA·(ç) prP,Q2LA.

The proof is similar to the above one.
Let M be the set of all EIMs with elements from X 1.
Let

I' = [', ', {§}].

Theorem 3. (M, "
1 , I') is a commutative group.

Proof. From the definition of operation “ "
1 ” it follows directly

that for each two EIMs A,B * M, A "
1 B * M.

Using the well-known equality for every three sets X,Y
and Z:

(X ÷ Y )÷ Z = X ÷ (Y ÷ Z),

for every three EIMs A,B,C * M, where

C = [D,E, {cdf ,eg}]
we obtain

(A "
1 B) "1 C = ([K,L, {aki,lj}] "1 [P,Q, {bpr,qs}]) "1 [D,E, {cdf ,eg}]

= [K ÷ P,L÷Q, {xuv,wt}] "1 [D,E, {cdf ,eg}]
1When X is a set (class) in the sense of NBG-set theory of all predicates,

then M will be a set (class).
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2

(where each element xuv,wt is some element aki,lj or some
element bpr,qs )

= [(K ÷ P )÷D, (L÷Q)÷ E, {yαβ ,γδ
}]

(where each element yαβ ,γδ
is some element aki,lj or some

element bpr,qs ), or some element cdf ,eg )

= [K ÷ (P ÷D), L÷ (Q÷ E), {yαβ ,γδ
}]

= ([K,L, {aki,lj}] "1 ([P ÷D,Q÷ E, {zεζ ,ηθ
}])

(where each element zεζ ,ηθ
is some element bpr,qs ), or some

element cdf ,eg )

= [K,L, {aki,lj}] "1 ([P,Q, {bpr,qs}]) "1 [D,E, {cdf ,eg}]).

Now, for EIM I' we obtain

A "
1 I' = [K ÷ ', L÷ ', {cuv,wt}]

(where each element cuv,wt
coincides with the element aki,lj

from A for uv = ki, wt = lj)

= [K,L, {aki,lj}] = A.

Analogously is checked that

I'
"

1 A = A.

From the well-known equality X ÷ Y = Y ÷X it follows
that

A "
1 B = [K ÷ P,L÷Q, {cuv,wt}]

m = [P ÷K,Q÷ L, {cuv,wt}] = B "
1 A,

i.e., the operation "
1 is commutative.

Finally,

A "
1 A = [K ÷K,L÷ L, {xuv,wt

}] = [', ', {xuv,wt
}] = I',

because of lack of indices, element xuv,wt
must be §.

Theorem 4. (M, "
2 , I) is a commutative monoid.

The proof is similar to this of Theorem 3, without the
last part, i.e.,as above, we can check that (M, "

2 , I) is a
commutative monoid, but it is not a group because the fact
that there is not a set Y that for some non-empty set X to be
valid X * Y = '.

III. AN EXAMPLE OF DIFFERENCE OPERATIONSIN THE BIG
DATA ENVIRONMENT

Hortonworks Data Platform (HDP) is a an open source
framework for distributed storage and processing of huge
datasets retrieving from different sources. HDP is used to
discover insights from structured and unstructured data in the
cloud or on-premises.It includes Big Data tools as Hadoop,

KRASSIMIR ATANASSOV, VESELINA BUREVA: TWO NEW OPERATIONS OVER EXTENDED INDEX MATRICES AND THEIR APPLICATIONS 3



Fig. 3. Data warehouse bigdatadb view in Apache Hive environment

Yarn, MapReduce, Hbase, Hive, Flume, Kafka, Druid [5].
The example of the difference operations is performed in the
environment of Apache Hive. Apache Hive is a data warehouse
used for reading, writing, and managing large amounts of data
stored in distributed storage in SQL. Apache Hive flexibility
can be extended using the used-defined functions (UDF) [1].
In the current investigation a data warehouse for product sells
is implemented. The tables are uploaded using previously
prepared csv files. Apache Hive supports only the sets op-
erations Union All and Union [Distinct]. The Intersect
and Except (Minus) operations are not included. In the
current investigation for the first time the new index matrix
operations performing operation difference will be applied by
the analogy of the SQL JOIN clause and the logical operator
NOT EXISTS in the Big Data environment. The tables
Customers and Employees from bigdatadb data warehouse
(Fig. 3). The authors will not compare the indexed field
Number – the comparison will be performed using the columns
for the first name and the last name of the tables. There are
from the same data type. The tables Employees (Fig. 4) and
Customers (Fig. 5) have the following from:

An example of the standard JOIN operation has the follow-
ing form:

SELECT FName, Lname, CFname, CLName
FROM Employees JOIN ProductSales
ON Employees.Number=ProductSales.EmployeeN
JOIN Customers
ON Customers.CNumber=ProductSales.CustomerN

Fig. 4. Table of Employees

4 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Fig. 5. Table of Customers

Fig. 6. Execution of standard JOIN operation

Fig. 7. SQL query for difference operation – case 1

Fig. 8. SQL query for difference operation – case 2

Fig. 9. SQL query for difference operation – case 3

The result presents the names of the customers and the
employees. The SQL query in the Apache Hive environment
is presented on the Fig. 6.

The simulation of difference operation is performed using
the NOT EXIST logical operator in the SELECT state-
ment and comparison of the desired columns from the tables
in the sub-query (Fig. 7).

SELECT * FROM customers
WHERE NOT EXISTS (SELECT *
FROM employees
WHERE (employees.FName = customers.CFname

AND employees.LName = customers.CLname)
);

The result of the query presents customers not included in the list
of the employees. The columns for first names and last names are
compared.

The same query with replaced tables in the query and sub-query
can be executed to receive the employees not included in the table
of the customers (Fig. 8).

The result of the query is presented on the Fig. 10. It combines
the employees that are not customers and the customers that are not
employees.

The combination of the previous queries using the UNION oper-
ator is executed (Fig. 9).
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Fig. 10. Result of SQL query for difference operation – case 3

SELECTF Name, LName
FROM employees
WHERE NOT EXISTS (SELECT CFName, CLName
FROM customers
WHERE (employees.FName=customers.CFName

AND employees.LName=customers.CLName )
)

UNION
SELECT CFName, CLName
FROM customers
WHERE NOT EXISTS (SELECT FName, LName
FROM employees
WHERE (employees.FName=customers.CFName

AND employees.LName=customers.CLName )
);

IV. CONCLUSION

Two new operations are introduced in the paper. In future, other
properties of them will be studied and some other applications will
be discussed. A part of them will be related to Big Data and Data
Mining as continuation of the discussed in the present paper.
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Abstract—Fuzzy rough sets are the fruit of an intense and long-
lasting collaboration effort between fuzzy set theory and rough
set theory. Seminal research on the hybridization originated
in the late 1980’s, and has inspired generations of researchers
from around the globe to address both theoretical and practical
challenges. In this paper, we gauge the state-of-the-art in this
domain and identify opportunities for further development. In
particular, we highlight the potential of fuzzy quantifiers in
creating new robust fuzzy rough models, we advocate closer
integration with granular computing as a stepping stone for
designing rule induction algorithms, and we contemplate the role
of fuzzy rough sets vis-à-vis explainable artificial intelligence.

I. INTRODUCTION

FUZZY ROUGH SETS emerge as a combination of fuzzy
sets (Zadeh [62], 1965) and rough sets (Pawlak [43],

1982): while the former model vague information by recog-
nizing that membership to certain concepts, or logical truth of
certain propositions, is a matter of degree, the latter handle
potentially inconsistent information by providing a lower and
upper approximation of a concept, using the equivalence
classes of an indiscernibility relation as building blocks. Both
frameworks can be integrated from at least three different
perspectives:

1) Concepts may be fuzzy rather than exact, allowing
that objects belong to it to varying degrees. For exam-
ple, in a data set containing information about hotels,
one may be interested to characterize the concept of
hotels considered as “expensive”, an inherently vague
predicate. Then, each hotel’s membership to the fuzzy
concept “expensive hotel” will be expressed using a
value between 0 (not belonging to the concept at all,
i.e., not expensive) and 1 (fully meeting the concept’s
membership conditions, i.e., definitely expensive).

2) The indiscernibility relation, expressing that objects may
or may not be distinguished from each other, may be
gradual rather than strict; this reflects the intuitive idea
that some objects are more similar to each other than
others, and therefore they should be related to a higher
degree (again a value between 0 and 1).

This work was supported by the Odysseus programme (grant number
G0H9118N) of the Research Foundation – Flanders (FWO).

3) The condition for belonging to the lower and upper
approximation may be expressed using fuzzy quantifiers.
For example, classically an object is a member of
the lower approximation of a concept if all objects
indiscernible from it also belong to the concept. Here,
instead of the traditional universal quantifier ("), one
may use a fuzzy quantifier like “most”. The purpose of
such a relaxation is to introduce a measure of tolerance
towards inconsistency into the approximations, making
them more robust.

The first two principles were already present early on in
the work of Fariñas del Cerro and Prade [17], and Dubois
and Prade [16], while the third one was first explored in
2007 by the theory of vaguely quantified rough sets [5]
and recently revived by the introduction of Choquet-based
fuzzy rough sets [49]. In this paper, we want to highlight
the potential of fuzzy quantifiers in designing robust and
interpretable fuzzy rough set models, which are in particular
relevant for applications in data analysis [52]. The latter are
becoming more and more widespread, and include, amongst
others, feature selection [8], [13], [39], instance selection [29],
[50], [51], instance-based classification [25], [30], [32], [33],
cognitive networks [37], imbalanced classification [47], [54],
multi-instance classification [53] and multi-label classification
[35], [55].

Given that many of the aforementioned applications are
instance-based or greedy approaches, whereas most successful
applications of the rough set paradigm are rule based systems
(see e.g. [23], [24]), it may be argued that the full potential
of the hybrid theory has not yet been tapped (some notable
exceptions are [22], [65], [66]), taking into account also the
vast body of existing research on fuzzy rule based systems
[2], [18], [26]. An important key to this logical next step lies
in the field of granular computing [4], [59], an information
processing paradigm centered on the segmentation of complex
information into smaller pieces called information granules.
Both rough sets and fuzzy sets relate to granular computing;
it is well-known that the lower and upper approximation can
be represented as unions of simple sets or granules induced
from data [60], while Zadeh [64] identified fuzziness as a
key part of the granulation in human cognition, and with
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the help of fuzzy granules, a fuzzy rule based system may
be set up. An important advantage of fuzzy rules, and of
fuzzy logic in general, is that they allow for explanations
using linguistic expressions. This property can be utilized for
the development of interpretable machine learning algorithms,
a research direction which is currently attracting a lot of
researchers’ attention [36].

The remainder of this paper is structured as follows: in
Section II, we recall important preliminaries from both rough
set and fuzzy set theory, while in Section III, we outline
the main steps and results of the hybridization process. In
Section IV, we pay attention to robust fuzzy rough set models,
which play an important role for practical applications of the
theory. Finally, in Section V, we offer an informal discussion
of ongoing challenges and new opportunities for the hybrid
theory.

II. PRELIMINARIES: FUZZY SETS AND ROUGH SETS

A. Rough sets

We first recall Pawlak’s definition [43] of rough sets, which
is also called the Indiscernibility-based Rough Set Approach
(IRSA).

Definition 2.1: Let U be a set of objects and E an equiva-
lence relation expressing indiscernibility, i.e., E is

" reflexive: (u, u) * E,
" symmetric: if (u, v) * E then (v, u) * E,
" transitive: if (u, v) * E and (v, w) * E, then also

(u,w) * E.
For any A ¦ U , the lower and upper approximation of A are
defined as:

apr
E
(A) = {u * U : [u]E ¦ A} (1)

aprE(A) = {u * U : [u]E + A �= '} (2)

The couple (apr
E
(A), aprE(A)) is called the rough set of A.

The equations (1) and (2) can be expressed equivalently using
logical operators: for u * U ,

u * apr
E
(A) õ ("v * U)((v, u) * E ó v * A) (3)

u * aprE(A) õ (#v * U)((v, u) * E ' v * A) (4)

It is also easily verified that apr
E
(A) ¦ A ¦ aprE(A),

which justifies the terms “lower and upper approximation”.
Moreover, the rough set approximations satisfy various other
properties, for example set monotonicity:

A ¦ A2 ó apr
E
(A) ¦ apr

E
(A2) ' aprE(A) ¦ aprE(A

2) (5)

which expresses that if a concept becomes larger, its approx-
imations naturally should not decrease. On the other hand,
relation monotonicity:

E ¦ E2 ó apr
E
(A) § apr

E2(A) ' aprE(A) ¦ aprE2(A) (6)

states that when equivalence classes become larger (more
objects are indiscernible from each other), the lower approx-
imation gets smaller, while more objects populate the upper
approximation.

In case apr
E
(A) = aprE(A), we call A an exact set. An

equivalent way of expressing that A is exact is

A =
�

u*A

[u]E (7)

In other words, A can be seen as a union of basic building
blocks or granules, which correspond to equivalence classes
of E. We call (7) the granular representation of A, and A
is also called a granularly representable set. The following
proposition highlights the special role of the lower and upper
approximation as specific exact sets.

Proposition 2.2: For A ¦ U , the greatest granularly repre-
sentable set that is included in A is equal to apr

E
(A), while the

smallest granularly representable set that includes A is equal
to aprE(A).
On the other hand, the granular representation is also closely
connected with the notion of consistency.

Proposition 2.3: Set A ¦ U is granularly representable if
and only if it satisfies the consistency property, i.e., iff

("u, v * U)((v, u) * E ' u * A ó v * A) (8)

Consistency expresses that if two objects are indiscernible
and one of them belongs to a given concept A, the second
object should necessarily also be part of the concept. This
property is desirable in classification problems, where the goal
is to establish meaningful patterns that allow to decide the
membership of unseen objects to given decision classes. In this
context, objects are also called instances and are characterized
by their values for a number of attributes from a set A. The
domain of every attribute a * A consists of a finite number of
nominal values, and every instance u * U takes one of those
values denoted with a(u). Then, the equivalence relation E is
constructed as

(u, v) * E õ ("a * A)(a(u) = a(v)) (9)

The granular representation of rough sets is in particu-
lar very useful from the perspective of rule induction. The
problem of rule induction for classification tasks amounts
to generating a set of rules which relate descriptions of
objects by subsets of attributes with particular decision classes.
Basic granules, from which rough sets are composed, can be
interpreted as human readable “if..., then...” rules, and can be
used to construct a rule based inference system as a prediction
model. Well-known examples of rule induction algorithms are
LEM2 [23] and MODLEM [24].

Pawlak’s theory has been generalized in various different
ways. For example, dropping the symmetry requirement from
E leads to the Preorder-based Rough Set Approach (PRSA,
[40]), which contains as a special case the Dominance-based
Rough Set Approach (DRSA, [21]). In the latter, the domain of
attributes now contains ordinal values, and the indiscernibility
relation is replaced by a dominance relation. For clarity and
brevity of the exposition, in the remainder of this paper we will
focus on the indiscernibility-based approach, although many
of the presented results remain valid for more general settings.
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B. Fuzzy sets

Given a universal set U , Zadeh defined a fuzzy set A in
U simply as a mapping from U to the unit interval [0, 1],
where A(u) is called the membership degree of object u to
A. It expresses to what extent u satisfies the vague property
expressed by the fuzzy set A. For example, if U is a set of
hotels from a given area, we may evaluate their expensiveness,
based on their quoted nightly rate for a double room, as a fuzzy
set A in U . Clearly, the assignment of membership degrees is
both subjective and context-dependent, as it would depend for
example on the budget of the person making the booking, and
the area where the search is performed. However, an intuitive
constraint in this case would be that the higher the quoted rate,
the larger the membership degree should be. In this example,
as in most practical applications of fuzzy set theory, there is an
underlying numerical scale (a subset of the real numbers) on
which the evaluation is made, and the ordering on that scale
constrains the assignment of membership degrees.

In a similar vein, a binary fuzzy relation R in U is defined
as a fuzzy set in U2, i.e., for any two objects u and v
in U , R(u, v) expresses the degree to which they relate.
Fuzzy relations may be used for example to generalize the
equivalence relation E from Section II-A, to establish to what
extent two objects are similar (as opposed to a black-or-white
assessment whether they are indiscernible or not). Such a fuzzy
relation R should be at least reflexive and symmetric, i.e,

R(u, u) = 1 (10)
R(u, v) = R(v, u) (11)

should hold for any u and v in U . In order to accommodate
for the transitivity property, we first need an extension of the
classical conjunction operator '.

Definition 2.4: A triangular norm, or shortly t-norm, is a
mapping T : [0, 1]2 ³ [0, 1] that is commutative, associative,
increasing in both arguments, and that satisfies the boundary
condition T (1, x) = x for all x * [0, 1].

Well-known representatives of the class of t-norms include
the minimum, the product, and the Łukasiewicz t-norm defined
by TŁ(x, y) = max(0, x+y21) for x, y in [0, 1]. The choice
for a particular t-norm depends on the particular properties
that one is interested in; for a comprehensive overview, we
refer to [31].

Using a t-norm, we may now impose a kind of transitivity
on fuzzy relations, and therefore extend the notion of an
equivalence relation.

Definition 2.5: Let T be a t-norm. A fuzzy relation R in U
that is reflexive, symmetric and satisfies

T (R(u, v), R(v, w)) f R(u,w) (12)

for any u, v, w in U is called a fuzzy T -equivalence relation.
Apart from logical conjunction, we will also require an exten-
sion of the boolean implication operator ó.

Definition 2.6: An implicator is a mapping I : [0, 1]2 ³
[0, 1] that is decreasing in its first argument and increasing

in its second one, and that satisfies the boundary conditions
I(0, 0) = I(0, 1) = I(1, 1) = 1 and I(1, 0) = 0.
There exist numerous ways to construct implicators. Again,
a detailed overview is out of the scope of this paper, and
may be found in e.g. [3]. A popular approach is to associate
implicators to t-norms by means of residuation, leading to
the following definition of residuated implicators, or shortly
R-implicators.

Definition 2.7: The R-implicator IT associated to a t-norm
T is defined by, for x, y in [0, 1]:

IT (x, y) = sup{z * [0, 1] | T (x, z) f y} (13)

As an example, the R-implicator associated to the Łukasiewicz
t-norm can be obtained as ITŁ(x, y) = min(1, 12 x+ y).

Finally, we recall that subsethood for fuzzy sets is defined
as follows [62]: for fuzzy sets A and B in U ,

A ¦ B õ ("u * U)(A(u) f B(u)) (14)

III. HYBRIDIZATION: GENERAL FUZZY ROUGH SET MODEL

The equations (3) and (4) for determining membership to the
classical lower and upper approximations can be “fuzzified”
by making use of fuzzy logical connectives. This leads to the
following definition [48], [6], [11].

Definition 3.1: Let A be a fuzzy set in U , R a fuzzy relation
in U , I an implicator and T a t-norm. The lower and upper
approximation of A are defined as, for u * U ,

apr
R
(A)(u) = inf

v*U
I(R(v, u), A(u)) (15)

aprR(A)(u) = sup
v*U

T (R(v, u), A(u)) (16)

The couple (apr
R
(A), aprR(A)) is called the fuzzy rough set

of A. If apr
R
(A) = A = aprR(A), A is called an exact fuzzy

set.
Take note how these definitions extend their classical counter-
parts:

1) Object u belongs to the lower approximation of A to
the extent that for all objects v, if v is related to u by
R, then v should belong to A.

2) Object u belongs to the upper approximation of A to
the extent that there exists an object v, such that if v is
related to u by R, and v belongs to A.

In other words, the inf and sup operators naturally represent
the " and # quantifier from Eq. (3) and (4), respectively, while
the implicator I and t-norm T fulfil the role of the logical
implication ó and conjunction '. When A is a classical, non-
fuzzy set and R is a crisp equivalence relation, we again obtain
Pawlak’s model. Depending on the specific choice of fuzzy
connectives I and T , and the fuzzy relation R, some properties
of this original model may or may not be preserved (see [12]
for more details).

An important question is whether exact fuzzy sets possess a
granular representation analogous to Eq. (7), as it would allow
the above approximations to be used for generating fuzzy rules
in a similar way as is done with crisp granules. Degang et al.
[14] were the first to address this issue by formalizing the
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notions of a fuzzy granule and granular representability of
fuzzy sets.

Definition 3.2: Let R be a fuzzy T -equivalence relation in
U for a given t-norm T and λ * [0, 1]. The fuzzy granule
corresponding to R, λ and T is the fuzzy set Rλ in U , defined
by

Rλ(u) = {(v, T (R(v, u), λ)); v * U} (17)

We call a fuzzy set A in U granularly representable if

A =
�

{RA(u)(u);u * U} (18)

In other words, A is granularly representable if it is the union
of fuzzy granules Rλ(u), where λ = A(u) for each object u.
The following proposition reveals that for particular choices
of I and T , exact fuzzy sets indeed correspond to granularly
representable ones, and vice versa.

Proposition 3.3: Let A be a fuzzy set in U , T a left-
continuous t-norm and I its R-implicator. Then A is exact
if and only if it is granularly representable.
Along the same lines, we can also generalize Proposition 2.2
and 2.3.

Proposition 3.4: For a fuzzy set A in U and a fuzzy
T -equivalence relation, the greatest granularly representable
fuzzy set that is included in A is equal to apr

R
(A), while the

smallest granularly representable set that includes A is equal
to aprR(A).

Proposition 3.5: Let R be a fuzzy T -equivalence relation.
Fuzzy set A in U is granularly representable if and only if it
satisfies the fuzzy consistency property, i.e., iff

("u, v * U)(T (R(v, u), A(u)) f A(v))

Note how fuzzy consistency provides us with a softened
version of Eq. (8): the more similar u and v are, and the
higher u’s membership to A, the more v should also belong
to A.

IV. ROBUST FUZZY ROUGH SETS

The model of fuzzy rough sets described in the previous sec-
tion offers considerable strength and flexibility, and lends itself
very well for handling datasets with real-valued attributes,
where fuzzy T -equivalence relations can be constructed by
taking into account the distance between individual instances’
attribute values. However, it may still be too rigid when
applied in practical problems of data analysis, due to the
occurrence of outliers. By the latter, we mean instances that
do not follow the general data distribution, and which may
negatively impact the quality of the fuzzy-rough approxima-
tions. In extreme cases, the lower approximation of a concept
may be empty, while its upper approximation may contain all
instances fully.

The root of the problem lies in the use of the inf and sup
operators which, as we explained, correspond to the " and #
quantifier, respectively. Because of this, an instance u will be
fully excluded from apr

R
(A) as soon as there exists another

instance v such that R(v, u) = 1 and A(v) = 0, while on the
other hand u will fully belong to aprR(A) when an object

v can be found such that R(v, u) = 1 and A(v) = 1. This
will occur independently of the choice of the implicator I
and the t-norm T . While this effect may be mitigated by a
thoughtful choice of the fuzzy relation R, it cannot be ruled
out altogether as (partial) inconsistencies are commonplace in
real applications.

In classical rough set theory, researchers also faced this
problem, leading to probabilistic approaches like Ziarko’s
Variable Precision Rough Set (VPRS) model [67]. The latter
relaxes Eq. (3) and (4) into

u * aprp
E
(A) õ |[u]E + A|

|[u]E |
g p (19)

u * aprqE(A) õ |[u]E + A|
|[u]E |

> q (20)

where 1 g p > q g 0 are parameters of the model. In other
words, an object belongs to the VPRS lower approximation if
at least a fraction p of its equivalence class belongs to A, while
it belongs to the upper approximation if more than a fraction q
of [u]E is inside A. The model assumes that U is finite (which
is not a problem considering that its application is in data
analysis), and that p > q, to ensure that aprp

E
(A) ¦ aprq

E
(A).

When p = 1 and q = 0, we recover Pawlak’s original
equations (3) and (4). In general, probabilistic rough set
approaches have been exploited successfully for classification
purposes, most notably within Yao’s framework of three-way
decisions [61].

Ziarko’s VPRS model served as an inspiration source for
different robust fuzzy rough set proposals. One of them, the
Vaguely Quantified Rough Set (VQRS) model [5] softens the
membership criterion for an object u to belong to the lower
approximation of A into “most elements of [u]E are inside
A”. Similarly, u belongs to the VQRS upper approximation
of A to the extent that “at least some elements in [u]E belong
to A”. To formalize this idea, the inherently fuzzy quantifiers
“most” and “at least some” are modeled as specific fuzzy sets
in the unit interval [63]:

Definition 4.1: A fuzzy set Q in [0, 1] is called a regular
increasing monotone (RIM) quantifier if Q is non-decreasing,
Q(0) = 0 and Q(1) = 1.
The class of RIM quantifiers includes as special cases the
existential and the universal quantifier:

Q#(x) =

�
0, x = 0
1, x > 0

Q"(x) =

�
0, x < 1
1, x = 1

Examples of RIM quantifiers that also take on values from the
interior of the unit interval can be obtained using the following
parametrized formula [5], for 0 f α < β f 1, and x in [0, 1],

Q(α,β)(x) =

ù
üüüú
üüüû

0, x f α
2(x2α)2

(β2α)2 , α f x f α+β
2

12 2(x2β)2

(β2α)2 ,
α+β
2 f x f β

1, β f x

For example, Q(0.1,0.6) and Q(0.2,1) could be used to represent
the fuzzy quantifiers “at least some” and “most” from natural
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Fig. 1. The RIM quantifiers Q(0.1,0.6) (left) and Q(0.2,1) (right)

language. They are depicted in Figure 1. In general, assuming
RIM quantifiers Q1 and Q2 such that Q1 ¦ Q2, we may define
the VQRS approximations of A: for u * U ,

aprQ1

E
(A)(u) = Q1

� |[u]E + A|
|[u]E |

�
(21)

aprQ2

E (A)(u) = Q2

� |[u]E + A|
|[u]E |

�
(22)

The above definition has the peculiarity that although both
the set to be approximated and the equivalence relation are
non-fuzzy, the resulting approximations may well be fuzzy.
The reasoning behind this is that for example the membership
degree in Eq. (21) evaluates the degree of fulfilment of the
condition “Q1 elements of [u]E are in A”. Note that if Q1 =
Q" and Q2 = Q#, we again arrive at Pawlak’s lower and upper
approximation, while the VPRS equations (19) and (20) are
also special cases of (19) and (20) using the RIM quantifiers

Q1(x) =

�
0, x f p
1, x g p

Q2(x) =

�
0, x < q
1, x > q

The VQRS equations may be further generalized to a fuzzy
set A and a fuzzy relation R; for details, we refer to [5].
Despite its intuitive appeal, the VQRS model has an important
shortcoming which it shares with the VPRS model: it does
not satisfy relation monotonicity, Eq. (6). This is in particular
problematic in applications where the (fuzzy) indiscernibility
relation is iteratively refined by adding more information
(additional attributes). For example, in [7] it is shown how
this affects the operation of the greedy QuickReduct feature
selection algorithm.

A solution to this problem can be found by revisiting the
equations (15) and (16) and replacing the inf and sup operators
by less extreme ones. First note that for finite universes, inf
and sup correspond to min and max, respectively. So, the
lower approximation (15) is determined solely by the smallest
one among all I(R(v, u), A(u)) values, and the single largest
value T (R(v, u), A(u)) will set the upper approximation.
A more balanced evaluation is offered by using ordered
weighted average (OWA) operators [57]: given an input vector
of n g 1 real values �a1, . . . , an� and a weight vector

W = �w1, . . . , wn� such that each wi * [0, 1] and
n�

i=1

wi = 1,

we first order the input values ai from large to small obtaining
�c1, . . . , cn� and then compute

OWAW �a1, . . . , an� =
n�

i=1

wici (23)

This leads to the definitions of the OWA-based lower and
upper approximation [9]:

aprW1

R
(A)(u) = OWAW1 I(R(v, u), A(u))� �� �

v*U

(24)

aprW2

R (A)(u) = OWAW2 T (R(v, u), A(u))� �� �
v*U

(25)

Using W1 = �0, . . . , 0, 1� and W2 = �1, 0, . . . , 0�, we obtain
the original Eq. (15) and (16). Because of the monotonicity
properties of T , I and the OWA operator, relation monotonic-
ity is guaranteed, and moreover it always holds that

apr
R
(A) ¦ aprW1

R
(A) and aprW2

R (A) ¦ aprR(A) (26)

In other words, OWA-based fuzzy rough sets indeed relax
the original definitions, enlarging the lower approximation and
restricting the upper one. In [56], different weighting schemes
were discussed and evaluated experimentally.

Recently, in [41] it was shown that for certain choices
of the t-norm T (including the product and Łukasiewicz t-
norm, but not minimum), the OWA-based lower and upper
approximations of any fuzzy set A are exact sets, i.e.

apr
R

�
aprW1

R
(A)

�
= aprR

�
aprW1

R
(A)

�
= aprW1

R
(A) (27)

apr
R

�
aprW2

R (A)
�
= aprR

�
aprW2

R (A)
�
= aprW2

R (A) (28)

This means in particular that these approximations possess a
granular representation, and can be used as a basis for fuzzy
rule induction algorithms, as discussed in the next section.

V. DISCUSSION: CHALLENGES AND OPPORTUNITIES FOR
FUZZY ROUGH SETS

Even though the VQRS model, considering its violation of
the relation monotonicity property, has been mostly abandoned
in favour of the OWA-based approach, its interpretation of
membership to the fuzzy-rough approximations in terms of
fuzzy quantifiers expressing “most” and “at least some” is
arguably more intuitive and transparent than the one using the
rather less compact representation of OWA weight vectors.

Yet this does not mean that OWA fuzzy rough sets are
isolated from vague quantification. In fact, as explained in
[49], from any OWA weight vector W = �w1, . . . , wn�, a
corresponding RIM quantifier Q can be derived by setting

Q(x) =
�

ifxn

wi (29)

and, vice versa, for every RIM quantifier Q and n g 1, the
associated OWA weights wi (i = 1, . . . , n) are determined by

wi = Q

�
i

n

�
2Q

�
i2 1

n

�
(30)

As such, the weight vectors W1 and W2 featured in Eq. (24)
and (25) are mutually interchangeable with their VQRS coun-
terparts Q1 and Q2. The resulting membership degrees, how-
ever, carry a different meaning; for example, aprW1

R
(A)(u)

should be understood as the truth value of the statement “for
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most objects in U , it holds that if they are indiscernible from u,
then they also belong to A”; in other words, the quantification
also takes into account objects completely unrelated to u (i.e.,
fully discernible from u), while for the computation of the
membership to the VQRS lower approximation, these objects
are excluded.

A more serious limitation of the OWA fuzzy rough set
model lies in the fact that it treats all objects symmetrically
during the aggregation process, i.e., an individual object’s
impact is determined merely by its fulfillment of a specific
logical formula. In practice, this means that we hypothesize
that “a limited amount” of objects are outliers, and that their
effect will be cancelled out by the chosen weighting scheme.
Suppose however that we have specific knowledge that some
specific objects are in fact certainly outliers, e.g., based on an
outlier score that was calculated for them separately. Then, a
more natural way to evaluate whether an object u belongs to
the lower approximation of concept A is by checking if all
objects indiscernible from u, except perhaps those which are
considered outliers, belong to A.

In order to accommodate the above and other related use
case scenarios, new definitions were proposed for the fuzzy-
rough lower and upper approximation in [49] recently. They
are based on the Choquet integral, a generalization of the
classical Lebesgue integral to non-additive measures which
has become popular as an aggregation function in decision
making [20]. It was shown how the resulting Choquet-based
fuzzy rough sets (CFRS) contain the OWA-based model as a
special case, while inheriting some of its desirable properties,
including set and relation monotonicity. At the same time,
they also maintain the intuitive interpretation in terms of
vague quantification. Considering that most of the existing
fuzzy rough set models still rely on “traditional” approaches
to fuzzy quantifiers such as those proposed by Zadeh [63]
and Yager [58], which were shown to suffer from some
serious conceptual flaws [19], this opens up exciting research
opportunities involving more recent developments (see e.g.
[15] for an overview).

An important unresolved question about the new CFRS
model is whether it still conforms to the granular structure
that the OWA-based model from Eq. (24) and (25), and the
traditional fuzzy rough set model from Eq. (15) and (16)
exhibit, in other words: whether its approximations are exact
fuzzy sets in the sense of Eq. (18). While technical in nature,
if this question can be answered positively, it opens the doors
to fuzzy rule induction methods based on these fuzzy-rough
approximations. Indeed, the fuzzy granules corresponding to
the approximations can be used inside the antecedent part of
fuzzy rules, and an unseen test object’s membership in them
may be interpreted as the firing strength of the corresponding
rule.

As a concrete example, let us consider rule-based classifi-
cation. In this case, U is partitioned into a number of decision
classes (concepts). Let C be one such decision class, and
denote its lower approximation, computed according to one
of the models discussed in this paper, by apr(C). Then, if

apr(C) is granularly representable, by Eq. (18) a correspond-
ing decision rule will be generated for every training object u,
such that for a given test object v, the firing strength of this
rule is obtained as

T (R(v, u), apr(C)(u)) (31)

in other words, as a conjunction between R(v, u), the observed
similarity between u and v, and apr(C)(u), the membership
of the training object u to the lower approximation.

Decision rules based on the lower approximation are usually
called “certain” rules, while we refer to those based on
the upper approximation as “possible” rules, distinguishing
their relative strength. More generally, fuzzy decision rules
can be derived from any granularly representable fuzzy set
associated to decision classes, for instance from the so-called
granular fuzzy-rough approximation introduced in [42], which
is defined as the closest granularly representable fuzzy set
(w.r.t. a certain loss function) to a given concept, and which
is obtained as the result of a linear programming problem.

In practice, however, generating one rule per training object
is not a viable approach, and an important challenge is
therefore to design proper rule induction algorithm that can at
the same time reduce the number of rules, as well as maximize
the number of objects that each rule covers. Such a strategy
was already pursued in [28], where it was combined with fuzzy
rough set guided feature selection, and various other attempts
(see e.g. [22], [38], [65], [66]) have also been made to integrate
fuzzy rough sets and rule induction; yet, a convincing proposal
of a “fuzzy LEM” classification algorithm is still missing and
could represent a breakthrough in this domain, not in the least
from the perspective of interpretable machine learning.

Indeed, the generation of compact fuzzy rules benefits the
human understanding of classification algorithms based on
them, as rule-based models are some of the most interpretable
models, and they closely resemble human cognition [1]. In
[2], various criteria were distinguished for interpretability
at different levels of a fuzzy rule-based system, including
linguistic variables and fuzzy granules. An integration of these
criteria with fuzzy-rough rule induction is therefore at hand
to develop a coherent and compact model of interpretable
granular computing. Apart from the granules themselves, an
important role should again be reserved for fuzzy quantifiers,
as they are useful to summarize knowledge in a concise,
linguistic way.
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multicriteria decision analysis, European journal of operational research
129(1), 2001, pp. 1–47.

[23] S. Greco, M. Inuiguchi, R. Slowinski, Fuzzy rough sets and multiple-
premise gradual decision rules, International Journal of Approximate
Reasoning 41, 2005, 179–211.

[24] J.W. Grzymala-Busse, LERS-a system for learning from examples based
on rough sets, in: Intelligent decision support, Springer, 1992, pp. 3–18.

[25] J.W. Grzymala-Busse, J. Stefanowski, Three discretization methods for
rule induction, International Journal of Intelligent Systems 16(1), 2001,
pp. 29–38.

[26] Q. Hu, S. An, X.Yu, D.Yu, Robust fuzzy rough classifiers, Fuzzy Sets
and Systems 183(1), 2011, pp. 26–43.

[27] J. Hühn, E. Hüllermeier, FURIA: an algorithm for unordered fuzzy rule
induction, Data Mining and Knowledge Discovery 19(3), 2009, pp. 293–
319.

[28] M. Inuiguchi, W.Z. Wu, C. Cornelis, N. Verbiest, Fuzzy-rough hybridiza-
tion, in: Springer Handbook of Computational Intelligence, 2015, pp.
425–451.

[29] R. Jensen, C. Cornelis, Q. Shen, Hybrid fuzzy-rough rule induction and
feature selection, in: Proc. 2009 IEEE International Conference on Fuzzy
Systems, 2009, pp. 1151–1156.

[30] R. Jensen, C. Cornelis, Fuzzy-rough instance selection, in: Proc. 19th
International Conference on Fuzzy Systems (FUZZ-IEEE 2010), 2010,
pp. 1776–1782.

[31] R. Jensen and C. Cornelis, Fuzzy-rough nearest neighbour classification,
Transactions on rough sets, vol. XIII, 2011, pp. 56–72.

[32] E.P. Klement, R. Mesiar, E. Pap, Triangular norms, Springer, 2000.
[33] O.U. Lenz, D. Peralta, C. Cornelis, Scalable approximate FRNN-OWA

classification, IEEE Transactions on Fuzzy Systems 28(5), 2020, pp.
929–938.

[34] O.U. Lenz, D. Peralta, C. Cornelis, fuzzy-rough-learn 0.1: A Python
library for machine learning with fuzzy rough sets, in: Proc. International
Joint Conference on Rough Sets, 2020, pp. 491–499.

[35] M.J. Lesot, G. Moyse, B. Bouchon-Meunier, Interpretability of fuzzy
linguistic summaries, Fuzzy Sets and Systems 292, 2016, pp. 307–317.

[36] Y. Lin, Y. Li, C. Wang, J. Chen, Attribute reduction for multi-label
learning with fuzzy rough set, Knowledge-based systems 52, 2018, pp.
51-61.

[37] C. Molnar, Interpretable machine learning, Lulu.com, 2020.
[38] G. Nápoles, C. Mosquera, R. Falcon, I. Grau, R. Bello, K. Vanhoof,

Fuzzy-Rough Cognitive Networks, Neural Networks 97, 2018, pp. 19–
27

[39] A. Naumoski, G. Mirceva, K. Mitreski, Novel t-norm for fuzzy-rough
rule induction algorithm and its influence, in: ICT Innovations 2021.
Digital Transformation, Communications in Computer and Information
Science, vol. 1521. Springer, 2021, pp. 115–125.

[40] P. Ni, S. Zhao, X. Wang, H. Chen, C. Li, E.C.C.Tsang, Incremental
feature selection based on fuzzy rough sets, Information Sciences 536,
2020, pp.185–204.
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Abstract—The increasing complexity and unpredictability of
many ICT scenarios will represent a major challenge for
future intelligent systems. The capability to dynamically and
autonomously adapt to evolving and novel situations, with a
partial or limited knowledge of the domain, both at the level of
individual components and at the collective level, will become
a crucial need for smart devices acting in many application
domains. In this paper, we envision future systems able to self-
develop mental models of themselves and of the environment
they act in. Key properties will include: learning models of
own capabilities; learning how to act purposefully towards the
achievement of specific goals; and learning how to act in the
presence of others, i.e., at the collective level. In our work, we
will introduce the vision of self-development in ICT systems, by
framing its key concepts and by illustrating suitable application
domains. Then, we overview the many research areas that are
contributing or can potentially contribute to the realisation of
the vision, and identify some key research challenges.

Index Terms—Self-development, sense of agency, learning, self-
adaptation, self-organization.

I. INTRODUCTION

HUMAN infants, since their early months, start experi-
encing with their own body, moving hands, touching

objects, and interacting with people around. Such activities
are part of an overall process of self-development (a.k.a.
autonomous mental development), which lets them gradually
develop cognitive and behavioural capabilities [1]. These skills
include the capability to recognize situations around, the
sense of self, the sense of agency (i.e., understanding the
effect of own actions in an environment), the capability to
act purposefully towards a goal, and some primitive social
capabilities (i.e., knowing how to act in the presence of others).

The possibility of building ICT systems capable – as hu-
mans – of self-developing their own mental and social models
and to act purposefully in an environment, is increasingly
recognized as a key challenge in many areas of artificial
intelligence (AI), such as robotics [2], intelligent IoT and
smart environments [3], [4], autonomous vehicles manage-
ment [5], [6].

Indeed, for small-scale and static scenarios, and for simple
goal-oriented tasks, it is possible “hardwire” a model of the en-
vironment within a system, alongside some pre-designed plans
of action. However, for larger and dynamic scenarios, and for
complex tasks, individual components of ICT systems should
be able to autonomously (i.e., without human supervision): (i)
build environmental models and continuously update them as

situations evolve; (ii) develop the capability of recognizing and
modelling the effect of their own actions on the context (which
variables of the environment can or cannot be directly affected
by which actuators, which variables and actuators relate to
each other); and (iii) learn to achieve goals on this basis and
depending on the current situation; (iv) learn how to organize
and coordinate actions among multiple distributed components
whenever necessary.

The main contribution of this paper is to frame the key con-
cepts of self-development in ICT systems and to identify chal-
lenges and promising research directions. More in particular:
Section II introduces a general conceptual framework for the
(continuous and adaptive) process of self-development, both
at the individual and at the collective level, and sketches key
application scenarios; Section III analyzes the most promis-
ing approaches in the area of machine learning, multiagent
systems, and collective adaptive systems that can contribute
with fundamental building blocks towards realizing the vision
of self-development, each per se challenging; Section IV
identifies additional horizontal challenges to be attacked, em-
phasizing the key role that the self-adaptive and self-organizing
research community could play. Finally, Section V concludes
by sketching our current and future research work in the area.

II. FRAMEWORK AND APPLICATIONS

The term “self-development” is used to indicate the pro-
cess carried out by infants during the early stages of their
life [1] but, more generally, it can be also associated to the
developmental nature of agents that live and interact with a
novel environment. The idea of our framework is depicted
in Figure 1. At the individual level, the first contacts an
agent has with a new environment are through embodiment
and perception: it typically tries to move and interact, in
order to test the effect of its own action, so as to acquire a
sense of agency. Only after these skills have been sufficiently
developed, the agent can start behaving in a goal-oriented
way, by choosing the sequence of actions that can bring to
the fulfilment of a goal.

Clearly, the individual level quickly turns into a collective
one, where the agent has to face other agents, which are not
under its control: thus, the agent learns to recognize self and
non-self, as well as to develop strategic thinking, by choosing
its own actions by taking into account the behaviour of the
other agents. As the complexity grows, the agent will need to
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Fig. 1: The conceptual framework of self-development.

understand whether it can communicate with others, and with
which protocols, as well as coordinate in order to jointly act
towards a common goal, possibly through the creation of an
institution.

The whole development, at both the individual and col-
lective level, can be seen as a never-ending, cyclic process,
where agents have to continuously adapt to new situations and
environments.

A. The Individual Level

At the individual level, an agent X immersed in an en-
vironment can observe (or sense) a set of variables V =
{v1, v2, . . . , vn}. Internal variables that describe the status
of the agent are included in this set as well. The agent
can interact with the environment through a set of “actions”
A = {a0, . . . , an−1, null}, including the null action.

Embodiment and Perception. Initially, the agent needs to
autonomously identify and recognize the components of sets
A and V: this means that it should get acknowledged of its
actuating and sensing skills. Even without resorting to complex
AI techniques, methods from the reflective and self-adaptive
programming systems can effectively apply in this phase [7] to
let the agent dynamically self-inspect its capabilities and start
analyzing the observed variables. Still in this phase, the agent
can also start acquiring some understanding of the relations
between the observed variables over time, as well as some
simple prediction capabilities.

Sense of Agency. After the first phases that are mostly
dealing with perception, the agent needs to understand what
are the effects of each aj ∈ A on V . This can happen
even by chance, with random actions, thus trying to apply
actions, without any goal in mind, just to see their effects [2].
Throughout this process, the agent will eventually recognize
that, given a current state vt and the application of an action ai,
the environment will reach (with some probability) a different
state vt+1. This mechanism enables the construction of the
basic sense of agency [1], and of the sense of causality.

Goal-orientedness. As the agent acquires more sophisticated
skills, it can start applying A with a specific goal in mind.
Given the current state vt and a desired future state vg (the
desired “state of the affairs”), the agents applies the acquired
sense of agency by applying the actions that can possibly lead
to vg . This also involves achieving the capability of planning
the required sequence of actions to achieve a specific goal.

Self and Non-Self. After an individual agent starts inter-
acting with the environment and testing the effects of its
own actions A, it recognizes that such actions have effect
on the environment. As an immediate consequence, it also
understands that there are effects that are not under its own
control. That is, there are “non-self” entities acting in the
environment, too. By learning how to apply A, the agent also
learns the limits of such actions because of non-self entities
affecting vt.

Strategic Thinking. Once the agent has built a world model
(how A affects vt) and has included the mental models of
others (non-self) [8], it can start designing strategies. That is,
it can recognise that there are goals that it can possibly (or
hopefully) attain only by accounting for the actions of others.

Once again, we remark that self-development is not to be
conceived as a “once-and-for-all” process. Rather, it is a life-
long process: environments can be dynamic, new variables
may become available and thus enable more detailed observa-
tions. Also, new actions may become feasible or, the other way
round, be no longer be available. This requires the agents to re-
tune their learnt sense of agency, and re-think how to achieve
goals in isolation and in the presence of non-self entities.

B. The Collective Level

As multiple agents enter the arena, each of them quickly
recognizes that there are goals that cannot be achieved in
isolation or by simply applying strategic thinking, but they
rather need a deep interaction among all the actors. Therefore,
as part of their individual self-development, also need to
develop some forms of “autonomous social engagement”.
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Communication. A first, necessary, step is to identify the
way in which agents can communicate and exchange mes-
sages. Agents should thus be provided with a specific set
of “communication actions”, which could take the form of
explicit communication acts (messages) or implicit actions
that aim at influencing the others, i.e., by leaving signs in the
environment (stigmergy) or by acting in a way that is easily
noticeable by others (behavioural implicit communication)[9].
In some cases, the agent has to learn how to receive and send
such messages, as a social form of action and perception.

Coordination. When evaluating the possible communication
actions, each agent understands the way in which such acts can
be exploited to control some environmental variables, and even
those that are not (fully) controllable by itself alone. Therefore,
such explorative behavior enables the learning of basic forms
of coordination, which can be thought of as a social form of
learning the sense of agency.

Institution. After exploring coordination protocols, the agents
can eventually “institutionalize” their way of interacting. That
is, they will learn those acceptable social patterns of coordi-
nation, and the set of social norms and social incentives, that
enables them to systematically achieve goals together [10].

As in the single-agent setting, a dynamic environment or
an evolving agent population may require the above collective
process to assume a continuous cyclic nature. We hereby
remark that the communication, coordination, and institution
stages are not necessary to promote complex goal-oriented col-
lective actions [11]. Yet, whenever communication protocols
exist, the self-development process will naturally and gradually
learn how to exploit them.

C. Application Scenarios

There are diverse application scenarios that can potentially
take advantage of systems capable of self-development.

Robotics is the area which first identified the profitability of
building robots capable of self-development [12]. In particular,
it is necessary when the robot gets damaged while in operation,
and has to develop a novel understand of what it can do
according to its residual operational capabilities. At the col-
lective level, the autonomous evolution of communication and
coordination capabilities can be of fundamental importance to
acquire the capability of the collective to act in unknown and
dynamically changing scenarios [13].

Smart factories, as collective robotic systems, can be seen
as an aggregated group of components that act together in
order to achieve a production goal. Beside their basic scheme
of functioning, defined at design time, if one component of
the manufacturing system breaks or has some unexpected
behaviour, the manufacturing system should ideally adapt to
the new situation, and self-develop capabilities of acting so as
to overcome the problem without undermining production [14]
The need for adaptability and flexibility is indeed explicitly
recognized as a key challenge in Industry 4.0 initiatives [15].

Smart homes can facilitate our interactions with the envi-
ronment and increase our safety and comfort. We envision

that once a new home is built, its smart devices could start
exploring their own individual and collective capabilities, so as
to eventually learn how they can affect the home environment,
and apply such capabilities once users will start populating
it. This will also require to continuously adapt to habits and
preferences of users, accommodate new devices and services,
tolerate partial failures. Our preliminary experience suggests
the feasibility of the vision [3].

Smart cities as well can potentially take advantage of self-
development approaches [16]. However, unlike in a smart
home, a smart city is not a system free to explore the effect of
its actions and interactions, and eventually become capable to
act in a goal-oriented way. Thus, for this scenario (but most
likely also for smart factories), simulation-based approaches
should probably be exploited: system components will be
made self-developing in a simulated environment, before being
eventually deployed in the real world [6].

III. RESEARCH APPROACHES

The idea of self-development, at both the individual and
collective level, has been widely investigated in areas such as
cognitive psychology, neuroscience, philosophy, and ethics [2].
We hereby focus on the computational perspective, and in
particular on the most recent approaches that can contribute
to realise the self-development vision (Figure 2). Although
most of these approaches can play a fundamental role and are
already providing precious insights on the problems, they still
have to attack several challenges to become practical tools for
future self-developing systems.

We do not focus here on the basic levels of individual self-
development, i.e., perception and embodiment, in that tools
already exist to give agents sophisticated sensing abilities (e.g.,
convolutional neural networks to recognize objects, scenes,
and activities [17]) and the capability of controlling their own
actuators purposefully.

A. Goal-oriented Learning

The broad area of reinforcement learning shares with our
vision the objective of training machines to act in a goal-
oriented way in a specific context. However, despite the
amazing recent results in the area, in particular with deep Q-
learning [18], most current approaches do not aim at building
systems with a sense of agency and capable of developing an
interpretable world model, but rather at achieving goals based
on explicit, domain-based rewards, that are named extrinsic.
This makes most approaches highly ineffective in scaling up
to learning tasks in complex contexts, or across domains, or
despite the ever-changing dynamics of the environment.

Curriculum-based approaches to machine learning go some-
what in the direction of gradually developing the capability
to act in complex scenarios [19]. The agent is first trained
on simple tasks, and the gained knowledge is accumulated
and exploited in increasingly complex scenarios, where further
skills can thus be effectively learnt. Yet again, most of these
approaches do not focus on the development of a world model
and of an explicit sense of agency.
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Fig. 2: Key techniques for self-development.

Reinforcement learning approaches based on intrinsic re-
wards [20], instead, more closely exploit the idea of exploring
the world to develop a sense of agency. In fact, while extrinsic
rewards are typically designed by a “teacher” (e.g., the score
in a videogame) intrinsic rewards are developed by the agent
itself to satisfy its curiosity (i.e., when it discovers how to
achieve specific tasks). For example, in [21] intrinsic rewards
are computed as the error in forecasting the consequence of
the action performed by the agent given its current state.

Recent approaches based on the theory of affordances [22]
propose to have agents gradually learn the effects of their
actions. By having them act in constrained environments where
only a limited set of actions apply, they eventually develop an
explicit sense of agency, i.e., a model of how their actions
affect the environment.

In any case, all these approaches face the key challenge of
building general conceptual and practical tools to: (i) learn
to effectively act in an environment by exploiting the power
of model-free sub-symbolic (deep learning) approaches; and,
at the same time, (ii) learn incremental and reusable causal
models of the world. The latter being increasingly recognized
as a key ingredient for intelligence and self-development.

B. Learning causality

Understanding and leveraging causality is recognized as a
key general challenge for AI in the coming years [23]. Judea
Pearl [24] has proposed the idea of a “causal hierarchy” (also
named “ladder of causation”) to define different levels of
causality recognition and exploitation by an intelligent agent.
The first level consists in simply detecting causal relations as
associations, whereas the second one assumes the possibility
to intervene in the environment and observe the effects of the
taken actions. Finally, the third level enables reasoning and
planning on the basis of counterfactual analysis. Such layers
correspond to some of the phases of the self-development

loop we defined: the first one is mostly involved in the
perception phase, whereas the second one is associated to
the development of a sense of agency and to recognition of
self and non-self. The final layer clearly enables goal-oriented
behaviour, strategic thinking, and collective coordination.

Bayesian and causal networks are among the models that
are most widely exploited in order to build interpretable
causal models of the world [24]. A recent contribution that
is in line with the ideas we envision for self-development
is the application of curriculum learning to the problem of
learning the structure of Bayesian networks [25]. On a pure
sub-symbolic level, on the other hand, another recent work
proposes to learn causal models in an online setting [26], with
the aim to find (and strengthen) causal links between input and
output variables.

We argue that key challenges in this area concern, again,
understanding how to synergetically exploit symbolic and sub-
symbolic approaches to learn, represent, and evolve causal
models in self-development scenarios, and how to use them
to adaptively achieve goals.

C. Autocurricula

When multiple agents act in a shared environment, their ac-
tions and their effectiveness in achieving goals are affected by
what others do. Game-theoretic approaches to strategic think-
ing have deeply investigated this problem and the decision-
making processes behind [27]. In this context, it has also been
shown that agents can effectively learn in autonomy to improve
their performance in dealing with others [28].

However, when moving from theoretical settings (e.g., the
prisoner’s dilemma) to complex and realistic scenarios where
agents have complex goals (e.g., hide-and-seek in a building),
peculiar phenomena arise. The more one agent learns, the more
it challenges others, triggering a continuous increase in com-
plexity of behaviour, ultimately enabling to incrementally learn
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more sophisticated means to act. This somewhat resembles the
increase of complexity that agents face in curricula approaches
to reinforcement learning. The key difference being that, in
the presence of multiple agents, the increase in complexity
and capabilities of agents is promoted and self-sustained by
the system itself, hence the term autocurricula [11].

Recently, autocurricula-based approaches have produced
stunning results in multiagent environments, both cooperative
and competitive (e.g., in the hide and seek scenario [29]).
And we consider such approaches fundamental towards the
self-development of complex agent societies. However, a deep
understanding of the process that drives evolution of indi-
vidual and collective behaviours is still missing, and is a
key challenge for the next few year. To this end, providing
agents an explicit modelling (possibly in causal terms) of the
others’ behaviour and of the overall societal behaviour, may be
necessary [8]. Also, autocurricula approaches do not currently
account for the possibility of interact with other agents, which
may indeed fundamental to improve collective learning.

D. Learning to communicate and coordinate

As already mentioned, agents may communicate and co-
ordinate: by explicit messages , by leaving traces in the
environment, , or implicitly [9].

These forms of communication are already exploited in
multiagent learning, mostly to improve the individual learning
process by letting agents share information (e.g., for merging
their individual causal models of the world [30]) ) and
coordinate actions. However, these communication approaches
are usually assumed as an innate capability of agents, rather
than one to be learnt. That is, agents have an a-priori sense of
agency with respect to communication actions, whereas in our
self-development vision it should be developed by learning.

For example, with reference to explicit communication
acts, [31] proposes a voting game to let agents learn to
share a communication language and to develop a strategy to
communicate. In [32], it is shown that reinforcement learning
can be effectively applied to let agents learn how to com-
municate in order to achieve a specific effect. In the case of
implicit communication, instead, forms of implicit behavioural
communications have been shown to emerge in simple system
components that purposefully move in an environment [33],
as they learn to affect others with ad-hoc actions. Learning
to use stigmergy to effectively coordinate is under-explored in
the literature, which instead focuses on the opposite – using
stigmergy to boost learning.

In any case, the development of general approaches to let
agents developed fully-fledged forms of communication and
coordination is still an open challenge, which may call for
agents to develop not only a model of the world, but an overall
model of the society (i.e., a social sense of agency). as a sort
of social sense of agency.

E. Emergence of Institutions

Whereas learning to communicate is about understanding
how to use communication to coordinate actions with others,

enabling and sustaining global collective achievement of goals
requires “institutionalized” means of acting at the collective
level, i.e., a set of shared beliefs and of shared social con-
ventions and norms aimed at ruling collective actions [34].
The mechanisms leading to the spontaneous emergence of
institutions in human society, there included the mechanisms
to promote and sustain altruistic and cooperative behaviour
(e.g., reputation and shared rewards), have been widely inves-
tigated [35]. However, most approaches to building multiagent
systems assume such mechanisms as explicitly designed [34].

Yet, some promising studies related to the emergence of
institutionalised behaviour in multiagent systems have been
undertaken (see [10] for a recent survey). For instance, [36]
proposes a collective learning framework where agents learn to
adopt norms in repeated coordination, i.e., agents eventually
learn that a social norm has emerged, and “institutionalize”
their behaviour in their (social) decision making processes
by complying to the norm. Another interesting work [37]
integrates rational thought, reinforcement learning, and social
interactions to model norms emergence in a society: agents
incrementally develop a social behaviour (a social norm) while
internalising it within their cognitive model.

However, the development of general models and tools to
support the proper learning and evolution of institutionalised
mechanisms of coordination in ICT and multiagent systems is
still missing, and so are the solutions to the many problems
involved in this process. For instance: how to avoid that an
agent learns that free-riding is better than abiding norms; or
how to avoid inconsistencies and misunderstandings in their
interpretation.

IV. HORIZONTAL CHALLENGES

The presented approaches and techniques are still at the
research stage, and many research challenges have been iden-
tified for each of them. In addition, it is possible to identify
several additional “horizontal” challenges, i.e., of a general
nature independently of the specific approach.

The specific nature of such challenges, in our opinion,
makes them specifically suited for being pursued by the self-
adaptive and self-organising research community, i.e., the
ACSOS community at large.

Engineering. Many of the presented approaches are
grounded in machine learning, a discipline with plenty of years
of research behind, but in which good engineering practice is
often neglected, and traditional software engineering problems
are sometimes considered mundane. Systems are often devel-
oped ad-hoc for a specific task or problem domain, with little
attention to modularity, reusability, dependability, thus missing
the flexibility to adopt them across different domains, tasks,
datasets [38]. In addition, given that the diverse approaches
presented can each contribute important pieces to the overall
vision of self-development, sound engineering approaches are
needed to try to integrate such a heterogeneous plethora into a
coherent whole. These represent multi-faceted and horizontal
research challenges that, in our opinion, could and should
be profitably attacked by the self-adaptive and self-organising
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research community, due to its inherent software engineering
endeavour.

Controlling evolution. Self-development raises the issue of
somewhat controlling how behaviours evolve, as individual
learns new skills and tasks, and as the collective learns new
way of coordinating and acting together. How can we steer
a learning process towards desired outcomes without putting
bias in it? How can we constrain the boundaries within
which individual and collective behaviours should stay (e.g.,
in terms of safety)? What interventions can we make to re-
direct an agent or a collective that has taken an unpredictable
or unsafe self-development path? Experience in self-adaptive
components based on feedback, as well as in the study of
emergent behaviours in self-organising systems and definitely
help in finding proper technical answers, and – why not –
ethical ones [39].

Humans in the Loop. The more self-development technolo-
gies will advance, the more humans will have to actively
interact with them. This interaction will raise technical issues
(will we have “handles” to control or block such systems in
some ways and to some extent?) and ethical problems (will
we be rather “handled” by these systems and subjects to their
decisions?). Some of these problems already emerged, like
in the moral machine experiment [40] or in AI-based hiring
technology. Technical challenges will be meat for the HCI
and distributed systems communities (there included the self-
organising systems one). Ethical and moral ones will be meat
for politicians and lawyers, although deep joint work with
technical experts will always be necessary. A key ingredient
involves institutions, since they represent humans as a group:
laws and regulations need to be developed to regulate the
global actors into the day-by-day technology usage. Never-
theless, a deeper interaction between researchers in science
and technology and public institutions is needed to support
the regulation design phase.

Sustainability. Algorithms for self-development will most
likely require extensive computational resources. For example,
the mentioned “hide and seek’ experiment by OpenAI involved
a distributed infrastructure of 128,000 pre-emptible CPU cores
and 256 GPUs on GCP [29]: the default model optimised over
1.6 million parameters taking 34 hours to reach the fourth
stage over six of agents skills progression. This example is
a sort of best-in-class projects; anyway, it is clear that if
self-developing systems will be based on similar learning ap-
proaches, they will require massive amounts of computational
resources. Therefore, a key challenge for the community will
be to devise algorithmic and system-level means to make self-
development systems sustainable, and affordable by others
other then the big technology players.

Explainability. Being able to inspect and explain the de-
cision making process of AI systems is already a hot topic,
so much that an entire research field (XAI, from eXplainable
AI) has born. We already commented several times how such
problems should be compulsory accounted for also for self-
development, possibly with the help of causal models. This
is indeed a key challenge for self-adaptive and, especially,

for self-organising research, too, where explaining global
behaviours, patterns, and configurations emerging from local
interactions is mostly still considered the “holy grail”.

V. CONCLUSIONS, CURRENT AND FUTURE WORK

In this paper, we have elaborated upon the vision of self-
development, at both the individual and collective level. Al-
though the road towards fully-realizing the vision is still a long
one, several ideas in the areas of learning, causality, multiagent
systems, are already showing its potential feasibility.

From our side, we are currently experimenting with
Bayesian networks and causal models to learn dependencies
between variables that represent sensors and actuators within
a smart environment. In a simplified smart home setting,
we showed how an agent is able to learn the effect of
one of its own actions, thus acquiring the sense of agency,
the necessary precondition towards goal-orientedness [3]. The
training set consists of a collection of observations where
the agent performs random actions and observes their effect
on the rest of the environment. Once the learning phase is
completed, the agent is eventually able to understand what
to do to reach the desired state of affairs. At the collective
level, our preliminary experiments show how different agents
are able to learn to cooperate to achieve a goal they could not
achieve individually. We assumed that the agents can share
their observations, thus providing training examples to a single
data set that can be used to learn a single, general model. By
learning from the joint set of observations and actions, the
two agents learn that they need to cooperate and to coordinate
their actions.

As a continuation of this strand of research, we are now
moving to a distributed learning setting, where agents do not
fully share their observations to agree on a single global
(causal) model of their shared environment. Rather, they
cooperate to refine their own local causal models whenever
they recognize partial, missing, or wrong information, by or-
ganising a coordinated distributed intervention protocol meant
to obtain the additional information needed to disambiguate,
refine, complete, or correct their own local models.

As part of our future work we plan to investigate how
digital twins could enable the learning paradigms described so
far. In particular, in many application domains such as smart
factories, one could envisage a hierarchical architecture where
digital twins collect and integrate data coming from hetero-
geneous physical devices, building more and more abstract
models and representations.
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Cardinal Stefan Wyszyński University, Warsaw, Poland

Email: andrzejj.skowron@gmail.com

Dominik Ślęzak
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Abstract—The theory of rough sets was founded by Zdzisław
Pawlak as a framework for data and knowledge exploration.
His seminal paper titled “Rough Sets” was published in 1982,
in International Journal of Computer and Information Sci-
ences. One of the key aspects that lets us use rough sets in
practical scenarios is the notion of information system, which
comes from even earlier Professor Pawlak’s works. Information
systems are the means for data and knowledge representation.
They constitute the input to rough set mechanisms aimed at
computing approximations of concepts and deriving compacted,
interpretable decision models. In particular, the fundamental
notion of the indiscernibility relation is defined on the basis
of a given information system. Accordingly, we discuss to what
extent information systems can serve as the basis for intelligent
systems. We claim that in many cases it is not enough to treat
a data set – represented as an information system – as a purely
abstract object with no linkage to the data origins. Oppositely,
we should give ourselves a technical possibility to construct
information systems dynamically, taking into account interaction
with physical environments where the data comes from. With this
respect, we refer to the notions of interactive granular computing
and we generally consider together the paradigms of rough sets,
information systems, and information granulation.

Index Terms—Rough Sets; Information Systems; Data Mining;
Big Data; Interactive Granular Computing; Intelligent Systems

I. INTRODUCTION AND BASIC CONCEPTS

ZDZISŁAW Pawlak (1926-2006) founded the theory of
rough sets with the aim of analyzing incomplete infor-

mation by means of approximations [1]. His book published
in 1991 [2] established worldwide recognition of rough sets as
an approach which can model complex problems using simple
constructs. The idea of rough sets originated from earlier
Professor Pawlak’s research on knowledge representation and
information retrieval [3], [4]. The key observation was that
we often operate with objects (cases, instances) which are
indistinguishable from each other, so approximating the sets
of objects by using indistinguishable “blocks” is the most
reasonable thing we can do. A need for reaching such simple
solutions was important for Professor Pawlak during his entire
scientific career which included far more achievements than
just rough sets [5]. It is also interesting to note that the basic
models he used working in different fields, such as conflict
analysis [6] or concurrency [7], were based on information
systems. In the same time, his personal interests were going
far beyond computer science and science in general [8].

The updated (after 25 years) viewpoint on rough sets was
presented in [9], [10], [11]. As it happens with every theory,
it took time to understand the actual contribution of rough
sets with respect to other approaches. Firstly, rough sets were
compared with the theory of fuzzy sets [12]. Over the years,
it turned out that these two theories can be successfully com-
bined because they offer complementary granules understood
as computational building blocks for approximations [13],
[14]. In the next sections, one can see a number of examples
of such combinations. Another thread of comparisons was de-
voted to the principles of information granulation and granular
computing (GrC) [15], [16], whereby it is generally assumed
to operate on groups of objects / instances / items gathered
together into granules. In this case, the relationship turned out
to be even more natural because such granules (or generally,
various frameworks and layers of granular information) are a
natural input for calculations related to rough sets.

Nowadays, rough sets are particularly popular in the area
of learning decision models from the data. There are many
rough set methods aiming at feature selection and interpretable
decision model construction [17], [18], [19]. However, the
principles of rough sets have much broader influence. They
have an impact on various methodologies of decision making,
e.g. multi-criteria decision making [20] or three-way decision
making which strongly relies on rough set positive, negative
and boundary regions [21]. Moreover, rough sets are employed
to enhance expressive and algorithmic capabilities of many
approaches to data mining and knowledge discovery. A good
example here is an extension of standard data clustering toward
rough clustering (whereby we search and operate with lower
and upper approximations of rough data clusters) and its fuzzy
hybridizations [22], [23], [24]. Another example corresponds
to formal concept analysis [25] which has this year its 40th
anniversary exactly like rough sets. With that respect, there
are many approaches to constituting rough set approximations
of formal concepts or in other words, formal concepts which
comprise of rough set approximations [26]. Rough sets turned
out to be useful also in other fields of science and industry.
For instance, they were adopted in design of database engines
and solutions, with respect to query language extensions
(which can be referred as rough querying) and acceleration
of commercial database software performance [27], [28].
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In all above scenarios, rough set methods (or mechanisms
that adopt rough set principles) require an input to derive
approximations of concepts, relations, etc. In [1], Professor
Pawlak discussed several examples of domains, whereby the
inputs to rough set methods could take different forms. One
of those forms corresponded to the notion of an information
system [3]. In the framework proposed by Professor Pawlak,
information systems are aimed at representing the underlying
data, information or knowledge that we want to use to describe
(and approximate) the concepts of practical interest. An infor-
mation system comprises of objects, attributes and the values
of attributes over those objects. Information systems resemble
data tables in the theory of relational databases. It should be
noted that data tables, in particular decision tables, have been
studied and used in many applications since 60-ties of the XX-
century [29], [30]. Still, we need to remember that Professor
Pawlak’s goal to operate with information systems was to
represent information (including information derived from the
data) rather than focus on the data itself [2]. This topic is
actually wider and one can find analogies between information
systems and data / information / knowledge representation
frameworks in some other theories [25], [31], [32].

The complete idea of information systems has been created
thanks to cooperation of Professor Pawlak with other scientists
[4], [33]. At that time, there was a great demand for consti-
tuting the foundations for information representation and re-
trieval [34]. All those works were reaching beyond a standard
understanding of data storage and processing, particularly with
respect to incompleteness, imprecision and indeterminism of
information that one needs to handle in practice. Over the
years, the concept of non-deterministic information systems
evolved in many interesting directions [35], [36]. Going back
to the principles of information granulation [16], one may
say that such information systems comprise of descriptions
– also called signatures – of granules (composed in different
ways, specific to different applications) in terms of available
attributes, where those signatures are not always precise.

Operating with granules introduces a useful abstraction, a
kind of border between granules’ signatures (being the inputs
to further computations) and granules’ internals, whereby one
can locate guidelines about how and / or what for those
signatures are derived from physical data sources. This is
why in this paper, we are interested equally in: (i) rough sets
as the methodology for deriving concept approximations and
compacted decision models, (ii) information systems which
provide the input to those derivations, and (iii) the paradigms
of GrC and information granulation, as various forms of
granules can be “hidden right under” the abstract descriptions
that information systems consist of. We focus particularly on
the methodology of interactive granular computing (IGrC) [37]
and interactive information systems [38], where the above-
mentioned abstraction was explicitly introduced in terms of
complex granules (c-granules) with the embedded control
mechanisms that decide how their signatures are derived.

IGrC raised from the observation that traditional ways
of computing do not take into account how the process of

perceiving attribute values is realized, where and when to
access the concerned objects in a physical space, and why
particular attributes are selected. This kind of awareness /
attention / agency [39] is important for designing intelligent
systems which are supposed to deal with complex phenomena
in the real physical world [40]. This becomes even more
important when one realizes that unexperienced data scientists
often treat the available data sets as an ultimate baseline
without investigating how those sets were collected.

In the above considerations, we evolved from information
systems toward intelligent systems. We referred to the concepts
of awareness and perception (perceiving attribute values), we
can also refer to the concept of cognition. With this respect,
let us cite the following statement of Leslie Valiant1, which is
particularly relevant when extending GrC toward IGrC:

A fundamental question for artificial intelligence
is to characterize the computational building blocks
that are necessary for cognition.

The above computational building blocks can be treated
as a generalization of granules known from GrC [15]. (In
particular, indistinguishable blocks / indiscernibility classes
known from rough sets can be treated as atomic granules.)
Naturally, such granules / blocks / classes have been already
studied within GrC in the context of cognition [14]. However,
when moving from blocks to computational building blocks,
it is indeed useful to rely on IGrC because therein, the
aforementioned c-granules are aimed at more tasks than just
storing their signatures. Such c-granules build the relevant con-
figurations of physical objects, initiate and modify interactions
between them, so they are generally responsible for perceiving
the physical world. They link physical objects with abstract
objects used to represent the instances of decision making from
the viewpoint of models working on information systems.

In the next sections, we consider some examples of chal-
lenges with respect to which IGrC can be worth adapting.
For now, let us mention just one of them, namely hierarchical
learning [41], [42]. From a logical viewpoint, one can think
about it as learning satisfiability relations at different levels
of hierarchy [43], [44]. This includes learning logical struc-
tures (e.g. relational structures or models), as well as logical
formulas and their semantics expressed using those structures.
The current methods of hierarchical learning are often based
on GrC, with a special emphasis on designing hierarchies of
information systems by basing on domain knowledge [45],
[46]. However, granules on which the corresponding reason-
ing pipelines are performed, cannot neglect the underlying
hierarchies of physical objects that are crucial for perception
processes. Also, different layers of hierarchy can be connected
to different types of sensors and actuators. Thus, the IGrC
framework can be helpful indeed to embrace both, the rela-
tionships between information systems at different levels of
hierarchy and the relationships between particular systems and
the associated physical-object-related information sources.

1people.seas.harvard.edu/~valiant/researchinterests.htm
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In the rest of the paper, in Section II, we refer to some
selected literature on rough sets. This section is quite extensive
given the anniversary flavor of the paper. In Section III, we
go back to the discussion about the importance of information
systems. We emphasize a need of operating with information
systems (and the results of rough set computations over infor-
mation systems) considered in a wider context of interactions
between abstract and physical objects of different sorts. We go
through several aspects of applications, whereby this kind of
interaction is needed. We show to what extent the paradigms
of IGrC can be helpful. We also refer to some concepts known
from the domain of big data in order to put our discussion into
other contexts. In Section IV, we conclude the paper.

Let us reemphasize the retrospective context of this paper.
Besides the 40th anniversary of rough sets (which is our
major focus) and the 40th anniversary of formal concept
analysis (which was mentioned above), there are two more
celebrations worth mentioning. The first of them refers to
the rough set workshop series which “visited” the FedCSIS
conferences for the first time 10 years ago2 and which is now
back to the program of technical sessions3. Secondly, this
year’s FedCSIS hosts the 30th International Symposium on
Concurrency, Specification and Programming (CS&P 2022)4.
The topics related to rough sets and information systems have
been always visible at the CS&P events. In particular, the
above-cited papers [36], [40], [44] come from CS&P.

II. SELECTED RELATED WORK ON ROUGH SETS

In order to provide a better viewpoint of the theory and
applications of rough sets, we refer to two events from the
past. These references will also constitute a better background
for our major goal in this paper, which is the review of new
advances on rough-set-related information systems.

A. Rough Sets at FedCSIS 2012

The first considered event is FedCSIS 2012 held 10 years
ago in Wrocław, Poland5. As already mentioned, that was the
first time when rough sets occurred so intensively at a FedCSIS
conference. Let us start outlining the FedCSIS 2012 rough-set-
related publications from [47], [48]. The first paper equips the
Variable Precision Rough Set (VPRS) approach [49] with a
Bayesian background [50]. The second paper combines VPRS
with fuzzy rough set methods [24] in order to produce flexible
decision rules. In summary, both papers deal with information
imprecision – modeled by probabilities (which is the domain
of VPRS) and fuzziness (which can be used to work e.g. with
partial matching of rules’ antecedents) – and attempt to extract
interpretable decision models from the data [11].

The topic of rough-set-driven decision rules is considered
also in one more FedCSIS 2012 publication [51]. In general,
one will see throughout our whole paper that rough set
principles fit the field of rule induction very well [18], [31].

2fedcsis.org/2012/rsa.html
3fedcsis.org/2022/rsta
4fedcsis.org/2022/csp
5fedcsis.org/2012/

This relationship is evident not only at a technical algorithmic
level but also with respect to the common assumption of
looking at the data through the glasses of information granules
[16]. For more examples of connections between the worlds
of rules and rough sets, let us refer e.g. to [17], [52].

Going further, papers [53], [54] introduce new heuristic
measures that can be used during attribute reduction. It is
worth noting that attribute reduction – or in other words
algorithmic elimination of redundant attributes from the con-
structed set of attributes – is an important contribution of rough
set research to knowledge discovery and in particular to its
phase of feature selection [55]. As a complement to typical
feature selection algorithms which attempt to add the most
useful attributes, rough set methods take as input the sets of
attributes produced by those typical algorithms and attempt
to additionally compact them by eliminating unnecessary or
approximately unnecessary elements. The additional aspect of
attribute elimination occurs in just a few machine learning
methodologies worldwide [56], so we can indeed say that this
is an important rough sets’ contribution to this area.

Papers [57], [58] continue the topic of attribute reduction.
The first of them proposes greedy algorithms for deriving so-
called superreducts from data sets with multivalued decision
attributes (target variables). It is one more example of dealing
with information imprecision in rough set frameworks. Su-
perreducts are the subsets of attributes which are sufficient
to induce values (or as in this case, the sets of possible
values) of decision attributes. It is also important to note
that the notion of superreduct is equivalent to the notion of
test in the test theory [31]. The second paper compares the
notions of decision bireduct (aimed at deriving both the sets of
attributes and the sets of data objects for which those attributes
are sufficient to construct rule-based decision models) and
approximate reduct (aimed at eliminating as many attributes
as possible, even if the ability to induce decisions is not fully
preserved). This comparison was later extended in [17].

The next two papers extend the topic of feature selec-
tion toward some of modern data challenges, namely high-
dimensionality and large data volumes. Paper [59] combines
attribute reduction with attribute clustering. Attributes are first
grouped using some rough-set-inspired measures and then
the methods of attribute reduction work iteratively on cluster
representatives. This allows for decreasing the complexity of
attribute reduction for high numbers of attributes and it also
improves interpretability of results. These methods were later
extended to let them work with attribute groups which can
be set up for many reasons, including heterogeneity of data
sources that are required to derive attribute values [60].

Paper [61] copes with big data volumes by putting attribute
reduction and decision tree induction into a relational database
framework, whereby the corresponding algorithms are im-
plemented in SQL. The authors extend some previous ideas
in this field [19] and, in particular, employ an open source
database engine called Infobright Community Edition to run
experiments. Infobright Community Edition is an example of
using rough sets to optimize other types of data computations,
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in this case – query execution in relational databases6. This
emphasizes that rough sets can be successfully used not only
for machine learning and data mining but also for other tasks
of big data processing. We refer to [62] for current devel-
opments related to Infobright Community Edition. We also
refer to [63], where the Infobright’s technology performance
is explained in terms of rough set operations on specifically
aggregated (granulated) multivalued information systems.

The last two rough-set-related publications are interesting
from the information systems’ viewpoint as well. In [64], the
source of building an information system is a transformed
ontological graph which encodes our knowledge about a given
area [65]. The rules derived using the Dominance Rough
Set Approach (DRSA) [20] express useful regularities within
the original graph. This is actually an illustration of the
fundamental idea behind information systems, namely, that
such systems may contain not only the empirical data but they
may also integrate it with domain knowledge [11], [43].

Finally, paper [66] presents the real-world application of
rough sets to explore medical data. Herein, the information
system – the input for rough-set-based model learning methods
– does not correspond directly to the original data measure-
ments. It is rather a result of a sequence of time-window-driven
data aggregations which are typical for building hierarchical
information systems describing complex objects [45], [67].
This work applied in particular a rough-set-based software
system for machine learning and data mining – called RSES
– which is now available in a library format [68] (see also the
RSES extension targeted at spatio-temporal concepts7). It is
also one more practical use case of deploying the Infobright
Community Edition database engine to run the underlying
operations over granulated and compressed data sets.

B. Rough Set Contest at PP-RAI 2022

The second considered event is the PP-RAI 2022 conference
held this year in Gdynia, Poland8. The chairs of PP-RAI 2022
decided to celebrate the 40th anniversary of rough sets by
organizing the contest for the most influential article on rough
sets co-authored by Polish researchers in 2020 or later9. Let
us discuss below the articles submitted to this contest.

Papers [69], [70] operate at the edge of rough sets and for-
mal concept analysis [25]. The first paper adopts the principles
of attribute reduction (or more generally, model compaction)
to simplify so-called fuzzy concept lattices, introduced as the
means for representing patterns and regularities hidden in
numerical data [71]. The second paper is actually an extension
of the previously-cited work [36]. The authors attempt to put
classical rough sets, formal concept analysis and the DRSA-
style extensions of rough sets [20] into a unified conceptual
pipeline aimed at transforming the data – through various
forms of (possibly multivalued) information systems [33] –
to knowledge. Within such a universal framework, the authors

6en.wikipedia.org/wiki/Infobright
7mimuw.edu.pl/~bazan/roughice/?sLang=en
8pp-rai2022.umg.edu.pl/
9roughsets.org/newspage/events/

reconsider special cases of rough set operators known from
different approaches. Therefore, one may say that this paper
is a direct continuation of the ideas introduced in [1].

Papers [72], [73] link rough sets with logical foundations.
The first paper shows how to express reasoning based on
the VPRS-style extensions of rough sets [49] within the
framework provided by a probabilistic extension of PROLOG
[74]. The second paper shows how to reason about the
properties of various types of rough set approximations within
the framework provided by Mizar – a powerful system for
automated proving [75]. Needless to say, such foundations are
crucial for every theory, including reasoning within the theory
and reasoning about the theory. We refer to [76] for more
information about logical background of rough sets.

Papers [77], [78] present further advances in the previously-
discussed popular rough set approaches such as the above-
mentioned DRSA and fuzzy rough sets, respectively. The first
paper uses the statistical learning machinery [79] to give new
insights into parameters of probabilistic extensions of DRSA.
The second paper, somewhat analogously, attempts to provide
new interpretation of fuzzy rough set parameters. This is done
by considering a new form of fuzzy granules [80], which
consequently leads toward more intuitive derivation of fuzzy
rough decision rules. One can say that these two articles fall
into the same thematic categories as the previously-considered
FedCSIS 2012 publications [47] and [48], respectively.

Papers [81], [82] continue the topic of feature selection.
The first paper refers to heuristic attribute evaluation measures
and data discretization techniques analogous to those reported
in [10], [19]. The second paper seems to be particularly
interesting as it extends the already-discussed topic of rough
set software packages and libraries [24], [68] toward hardware
optimizations that are specific for high performance com-
puting. Such optimizations should be further compared and
integrated with other acceleration opportunities, e.g. adaptation
of MapReduce [60] and analytical database engines [61].

Papers [83], [84] refer to rough set software too. The first
paper reports one more package delivering rough set methods
for data mining and knowledge discovery. The second paper
is about the application of that package to biomedical data
mining. This second paper – besides its important experimental
results – touches the aspects of visual data analytics [85], [86]
and a need of understanding both, the analytical processes and
their outcomes by subject matter experts [87], [88].

Papers [89], [90], [91] illustrate more real-world appli-
cations of rough set methods in the area of biomedicine.
The first paper uses rough set approximations built over
neighborhood-based information granules [92]. The remaining
two papers confirm the expressive power of the DRSA-based
decision rules. They also compare the accuracy of rule-based
models with other approaches (such as random forests and
logistic regression [93]) and show how to derive the attribute
importance (see e.g. [94]) from the considered rules.

Papers [95], [96] continue the topic of rule induction. The
first paper can be compared to [35], as both of them deal with
deriving probabilistic rules from incomplete information sys-
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tems, assuming several types of incompleteness. The second
paper applies both rough-set-based [18] and fuzzy-set-based
[12] rules in the task of posture detection. This is an example
of real-world application, whereby the multi-stage solution
needs to integrate sensor calibration, sensor data acquisition,
inducing rules from the acquired data, as well as rule-based
inference. With respect to making all such layers working
together, this work can be compared to [43], [66], [67].

Papers [97], [98] deal with ensembles of decision models.
The first paper employs so-called Dominance-based Rough
Set Balanced Rule Ensemble for fraud detection. Herein,
it is worth adding that rough set methods and applications
include also examples of operating with ensembles of the
aforementioned approximate reducts [99] and bireducts [17],
[58] which correspond to bigger collections of rules. The
second paper shows how to negotiate between classifiers and
actually refers to the aforementioned conflict analysis model
proposed by Professor Pawlak [6], [100]. On the other hand,
the mechanism of voting in the third paper relies on the
aforementioned three-way decision making [21]. It is worth
emphasizing that solutions described in both papers attempt
to provide a deeper insight into the ensemble decisions.

Paper [101] remains in the area of ensembles of decision
models but it also touches an important aspect of incremental
learning in dynamic data environments [102]. Herein, it is
worth recalling a gentle difference between reasoning about
objects or states in a repetitive fashion (whereby the values
of attributes in information systems need to be cyclically
updated) and reasoning about temporal objects or phenomena
(which require different construction of information systems
with attributes reflecting changes and trends) [103], [104].

Finally, papers [105], [106] combine the principles of rough
sets and GrC with popular machine learning methods, referring
to decision model ensembles as well. The idea is to prepare
compacted data inputs – called granular reflections [15] – for
the algorithms responsible for learning decision models such
as e.g. neural networks or random forests (see [93] again).
From a conceptual perspective, it corresponds to the afore-
mentioned studies on aggregated / granulated / summarized
information systems [63], [66]. This topic has also interesting
relationships with some branches of approximate computing
[107] and compressed image recognition [108].

III. INFORMATION SYSTEMS AND IGRC

As we have already emphasized, rough sets are based on
data / information granulation. Both the original rough set
approach and its extensions, need granules (and their descrip-
tions / signatures) as inputs to compute approximations. The
same applies to rough set methods of constructing decision
models, e.g. rule-based models [52], [95]. On the other hand,
granules can take different forms and have different origins.
They can be partition blocks (induced by combinations of at-
tribute values or ranges), dominance classes or neighborhoods
[20], [89], relationships based on fuzzy (dis)similarity and
(in)discernibility [78], [80] and so on. In information systems,
granules can take different information signatures such as

precise values, value sets, ranges and distributions [35], [57].
Those signatures can be computed using different aggrega-
tion mechanisms, often assuming non-trivial interdependencies
with processes and devices that produce the data [63], [66].
The reliability and accessibility of information – therefore also
reliability and accessibility of the outcomes of calculations
over information systems – requires a careful analysis of all
phases of forming the contents of such systems.

In Section I, we highlighted that the IGrC framework [37],
[40] could be helpful to keep information systems aligned
with respect to practical needs of operations on them in
different contexts. In the next subsections, we will elaborate
on several aspects of such alignment. As already discussed,
IGrC uses so-called c-granules in order to create configurations
of physical objects and control interactions between them
so as to achieve computational objectives. Now let us add
that the control mechanisms embedded within c-granules rely
on one more type of granules – informational c-granules
(ic-granules) which include both abstract (informational) and
physical layers. They contain specifications how to link the
abstract and physical worlds, whereby the abstract world
corresponds in particular to (the networks of) information
systems. The perceived properties of physical objects can be
used to transform the current configurations of ic-granules,
i.e. to modify interactions between objects. Such mechanisms
require a design of new methods of reasoning about where,
when, what, and how to perceive using different sensors or
actuators. New methods for judging membership (alignment,
matching) of the perceived situations in (with) rough set
approximations of complex concepts are needed too.

A. Reliability of Information

This kind of reliability is studied in many fields. In the
domain of big data, it is referred as one of the “V’s” – Veracity
[109]. Actually, we have already dealt with some of other
“V’s” in the previous sections, e.g. Volume [61], Velocity
[101] and Variety [60]. However, without addressing Veracity,
i.e. assuring data quality that is transformed into information
reliability, any solutions focused on those other “V’s” cannot
guarantee anything useful. Another popular term related to
this problem is “garbage data”. It refers to the fact that if a
machine learning method is executed on improper data, then
the resulting models cannot be expected to work successfully.
The causes of data being garbage data may be connected to
problems with e.g. sensor measurements, data parsing, or even
data labels acquired from human experts [67], [110].

A technical solution to cope with garbage data is often to
filter them out by using validation procedures (e.g. checking
sensor scales) [99]. However, in many applications – such
as [66] (Subsection II-A), [96] (Subsection II-B) or just-
mentioned [67] – it would lead toward disqualifying too broad
data fragments, if any formalized validation is possible at
all. Another approach is to live with the unreliable data and
moreover, to take such unreliability into account while con-
ducting any computations. With this respect, non-deterministic
information systems have some tools to express uncertainty
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by replacing precise values with sets, intervals, etc. [35], [63].
However, (a degree of) reliability remains something different,
as it refers to the way the data was acquired from the physical
world rather than the specification of attribute values.

The IGrC framework is quite natural when it comes to
reasoning about such an additional layer of information. Inter-
active granular computations can be actually extended toward
adaptive searching strategies for the most relevant and reliable
data, spatio-temporal windows pointing out to fragments of
the physical world where the most reliable measurements
and / or actions should be performed, and so on. This kind
of reasoning may be also associated with the domain of
data governance which extends towards data and information
security, accessibility, as well as the protocols of interactions
between intelligent systems and humans [111], [112]. On the
other hand, the discussed physical-world-related aspects can
be an additional contribution of IGrC to data governance.
Moreover, IGrC can be helpful to operate with often softly
expressed regulations about data integrity and timeliness.

It is also worth referring the above discussion to the
meanings of aleatoric and epistemic uncertainties in machine
learning [113]. From this perspective, a limited reliability
of the contents of information systems can be treated as
one of ingredients of the epistemic uncertainty, as it puts
together both, the model and the data deficiencies. However,
we believe that these two sources of deficiencies should be
kept separately, with the third type of experimental / physical
uncertainty explicitly considered. The analysis of this third
type of uncertainty should be taken into account when assess-
ing the efficiency and stability of machine learning models,
especially given the fact that in some practical scenarios the
inputs to the learning algorithms can be unreliably extracted
for the purpose of e.g. accelerating computations [114].

B. Acquisition of Information

In order to talk about information reliability, we first need to
assure that information can be gathered at all. In practice, there
is often a great variety of data available but it does not mean
yet that the corresponding information is sufficiently complete
to perform any kind of analysis. (This relates to one more “V”:
Value.) Some promising approaches to data enrichment refer
to the paradigm of active learning [115], which can be further
extended toward establishing an interactive loop within which
subject matter experts label data objects that are of the highest
interest to the machine learning algorithms. One just needs to
think about controlling the quality of such labels [110].

Similarly, the data enrichment processes can rely on con-
necting information systems with physical systems [116].
Actually, it is worth pointing out that humans can be con-
sidered as a special kind of physical objects that interact with
decision support systems and / or intelligent systems. This
refers to a broader topic of the information and communication
technologies (ICT) systems [39] which put together the aspects
of hardware (e.g. sensors), software (e.g. machine learning
methods), the data (including domain knowledge), and the
system users (in particular subject matter experts).

The above ideas require a firm layer that connects in-
formation systems with the physical world where the data
comes from. In IGrC, every granule should have an access to
instructions how to compose the values of particular attributes
for particular objects [38], [40]. Moreover, it is important for
this layer to log a history of attempts to calculate particular
fragments of an information system. Such history may let
us avoid mistakes and misinterpretations related to the data
acquisition processes. That history may be also useful while
assessing reliability of the current contents of an information
system. Such mechanisms can be adopted also from the
architectures of granular database engines [62], [107], whereby
the aspects of information completeness and reliability are
equally important as in the field of machine learning.

Going back to the framework of active learning, let us
claim that subject matter experts can assist us not only in
enriching the data with labels but also enriching the data
mining algorithms with domain insights. As an example, let us
think one more time about the task of feature selection. There
are various techniques of measuring and visualizing attribute
importance [88], [90], [94] but they are usually applied to
report to humans the final results instead of “inviting” them
into a more interactive dialogue on feature selection process. In
this regard, we refer to [85] where incrementally constructed
information systems are employed to guide subject matter
experts through such an interactive process, letting them share
their recommendations about the most relevant attributes.

Last but not least, when it comes to decision problems re-
lated to complex phenomena, it is worth attempting – using the
elements of active learning and human-computer interaction –
to acquire from subject matter experts even more advanced
knowledge, expressed in terms of hierarchical structures and
dependencies. This fits the paradigm of computing with words
[117] (which also corresponds to the foundations of infor-
mation granulation with respect to decomposing complex
problems onto their smaller components) and, in particular,
the following challenge formulated by Judea Pearl [118]:

Traditional statistics is strong in devising ways of
describing data and inferring distributional parame-
ters from sample. Causal inference requires two ad-
ditional ingredients: a science-friendly language for
articulating causal knowledge, and a mathematical
machinery for processing that knowledge, combining
it with data and drawing new causal conclusions
about a phenomenon.

C. Accessibility and Cost of Information

In practical deployments, there is always a risk that some
of data sources – which are needed to calculate some of at-
tributes being inputs to a decision model – will be temporarily
unavailable (because of e.g. physical connection problems or
dissatisfaction of some data governance rules) or unreliable
(as discussed in Subsection III-A). Feature selection [56],
including contribution of rough set methods to elimination /
reduction of redundant attributes [10], can be a remedium to
this problem – less attributes require less aspects of data to be
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calculated. Moreover, it is possible to diversify data sources
needed to derive attributes that are used by particular models
in an ensemble [17], [55]. This increases a chance that at least
some of models would be usable in a given situation.

However, it is not only about the accessibility, sometimes
it is also about the cost. For instance, in the recent contests
organized at one of online data mining competition platforms10

[119], [120], the participants purposefully did not take into ac-
count some of the available data sources (modalities) because –
according to them – derivation of attributes from those sources
would be too expensive computationally. Going further along
this path, one may say that even if such “expensive” attributes
are included into a model, its deployed version should have
a choice to decide dynamically which of them (and at what
level of precision [114]) are necessary to be calculated. This
is important the more so as in intelligent systems dealing
with complex phenomena, the most adequate selections and
meanings of attributes can be changed over time [40].

Going even further, if appropriate metadata is maintained on
the side of an information system, the same attribute values
can be derived from different information sources or using
different data modalities, perhaps subject to different cost
and precision [43], [67]. This is well-aligned with the IGrC
assumptions discussed in the previous subsections. The point
is to pass to information granules the decision power in regard
to how they produce information that they are responsible for,
and make decision models responsible for timely asking those
granules for particular information pieces [38], [116].

The above discussion can be extended toward a broader
topic of whether the data / information updates should be
rather “pushed” or “pulled” in the computational pipelines
which involve learning and applying the learnt models. A
common assumption is that any change in the underlying
information should me more or less quickly transmitted to
the inputs of a model, causing its recalculation or at least
modification of its behavior [101], [102]. However, in big data
scenarios it is not so obvious – it may be safer to leave such
decisions in hands of information granules equipped with well-
designed triggers and internal cost models [37], [107].

D. Networks of Information Systems

Continuing with the topic of intelligent systems aimed at
reasoning about complex phenomena, we already know that
data sources required to learn the underlying decision models
cannot be acquired in a single-step process. It is necessary
to provide such systems with permanent links to relevant
fragments of the physical world and keep adapting (actively
but also reasonably, from the computational perspective) the
induced models following changes in the perceived situation.
Recalling our comments about logical reasoning related to
hierarchical systems [43] (see the end of Section I), one should
also be aware that these hierarchical structures are dynamically
changing in time and the relevant reasoning methods should
allow to the system to perform the necessary reasoning about

10knowledgepit.ai

such dynamical structures. This seems to be aligned with the
following opinion expressed by Frederick Brooks [121]:

Mathematics and the physical sciences made
great strides for three centuries by constructing
simplified models of complex phenomena, deriving,
properties from the models, and verifying those
properties experimentally. This worked because the
complexities ignored in the models were not the
essential properties of the phenomena. It does not
work when the complexities are the essence.

The starting point is to work with environments which create,
maintain and synchronize multiple dynamic information sys-
tems. Such networks of information systems would be still a
kind of abstraction of the real world but on the other hand,
they would reflect it more accurately than single systems.

Let us first focus on the aforementioned hierarchical sys-
tems. We have already referred to the approaches whereby
domain knowledge – expressed in terms of ontologies of
concepts associated with a particular decision problem – is
utilized to decompose that problem onto simpler components
located within a hierarchical schema and then, to aggregate
perceived information along that schema [45], [117]. To
facilitate such aggregation process, it is indeed convenient
to design a hierarchy of information systems whose objects
(and therefore also attributes) correspond to different levels
of conceptual granularity. This idea is actually analogous to
modeling the data by means of multi-table relational database
structures [114], [119], and it can be observed in quite a few
applications mentioned earlier [46], [66], [67], [103].

Somewhat “orthogonal” aspect of thinking about multiple
information systems refers to concurrency and distributed
computations. From this perspective, at each level of the
above-discussed hierarchies, we may actually imagine a group
of systems working collectively and exchanging information.
Herein, it is important to refer to the models proposed by Pro-
fessor Pawlak [7], as well as the history of the aforementioned
conferences on Concurrency, Specification and Programming
(CS&P). Furthermore, it is useful to refer also to the works
on the networks of information systems linked by so-called
infomorphisms [32], [122]. Some relevant realizations can
be found also in other domains. For instance, the already-
considered granular database engine [107] contained a mech-
anism of distributed execution of analytical queries, whereby
particular computational nodes could exchange with each
other some approximate partial answers and, basing on such
understood rough set approximations, decide autonomously
whether it is worth requesting for the precise results.

Once we have a hierarchy / distribution of information
systems, we can extend their network with the IGrC-based
connections to the physical world [38], [123]. This implies
a number of challenges, as the above-discussed coordination
between particular information systems needs to be combined
with coordination of each single system with its physical
“alter ego”. For instance, we can consider a more active
version of the tasks of attribute selection and extraction [56],
[60], whereby it is required to develop new methods of
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selection and construction of sensors. At a more general level,
the whole idea requires a distributed control of c-granules,
whereby specific reasoning methods (related to cooperation /
competition between granules) need to express the expected
behavioral patterns of the whole “society” of granules. Herein,
one can seek for inspirations in the previously discussed
conflict analysis [6]. The requirements of the aforementioned
ICT systems [39], web intelligence [65] or e.g. IoT analytics
[124] – whereby there are a number of federated learning
scenarios involving distributed agents (and their underlying
information systems) – can be a useful analogy as well.

IV. CONCLUSIONS AND FUTURE DIRECTIONS

The first goal of this paper was to expose the current
progress of the theory and applications of rough sets – the
methodology founded by Zdzisław Pawlak with the aim of
deriving and expressing important patterns and dependencies
subject to limited (incomplete, imprecise) information about
the concepts of practical interest [1], [9]. We examined
connections of rough sets with decision making [20], [21],
logics [73], [76], probability [47], [72], statistical / machine
learning [77], [105], data mining [19], [23], fuzzy sets [13],
[48], formal concept analysis [26], [69], and other data /
information / knowledge representation methodologies [31],
[32]. We discussed some of rough set techniques aimed at
attribute selection / reduction treated as a component of
knowledge discovery processes [10], [17], with particular em-
phasis on computational scalability challenges [60], [82]. We
paid special attention to rough set approaches to construction
of interpretable (explainable by design) rule-based decision
models [18], [48], [52], [97]. We referred to rough set software
packages for data mining and machine learning [24], [68],
[83], as well as other technologies which utilize rough set
approximation principles for their internal purposes [62]. We
also recalled several (out of many) applications of rough set
methods in real-world data analysis, including biomedical and
healthcare applications whereby interpretability of decision
models is of special importance [66], [67], [84], [91].

Our second goal was to address the progress in the area of
information systems [3], [4]. We referred to their extensions
[33], [70] and we outlined a number of applications which
use specifically formed information systems as the means for
representing (granulated / aggregated) data, (uncertain / impre-
cise) information, and (appropriately transformed) knowledge
structures [35], [43], [63], [89]. We pointed out that informa-
tion systems – especially their hierarchies and networks – con-
stitute the means for reasoning about complex spatio-temporal
phenomena [45], [104]. We also claimed that information
systems can be a medium to conduct interactive data analytics
involving subject matter experts [85] and support interactions
between multiple data exploration processes [123]. That led
us toward discussing the current challenges (often referred as
the big data “V’s”) in front of information systems understood
as the means for representing and delivering data required for
the learning processes [102], [109], [110], [119]. Accordingly,
we examined whether the principles of so-called interactive

granular computing (IGrC) [37], [116] can help us to face
those challenges and to what extent they are aligned with some
of emerging trends in machine learning [115], [124].

It was important for us to discuss the principles of granular
computing – including IGrC – together with rough sets and
information systems, as these three domains interfere with
each other in many interesting ways [11], [14], [15], [40]. In
particular, IGrC may have future implications for the design of
intelligent systems, e.g. when it comes to so-called perceptual
rough sets11. If one wants to build rough set approximations
of complex concepts in real-world environments, then it is
required to design a dynamic space of granules which are able
to reason about complex approximation constructions. The
corresponding reasoning methods will need to be far richer
than the ones considered so far in rough set applications.

Some other future directions for rough sets and information
systems refer to continuation of development of real-world
applications, focused on e.g. images and video recordings [22],
[46], [120], as well as signals and sensor measurements [99],
[96], [103]. This kind of development should emphasize strong
assets of rough sets, such as straightforward interpretability of
the derived decision models, even when it comes to modeling
very complex and dynamic situations [11], [101]. Needless
to say, interpretability is now the key objective for a great
majority of machine learning applications [87], [88].

When thinking about the future it is also worth referring to
the history. That reflected one more objective: acknowledging
the 40th anniversary of rough sets [1], their founder [5], as well
as some of relevant past and present events such as FedCSIS
2012 (rough set papers published exactly 10 years ago) [47],
[48], [51], [53], [54], [57], [58], [59], [61], [64], [66], the PP-
RAI 2022 rough set contest [69], [70], [72], [73], [77], [78],
[81], [82], [83], [84], [89], [90], [91], [95], [96], [97], [98],
[101], [105], [106] and celebration of the 30th CS&P – the
event series whereby this paper’s topics have been regularly
addressed [36], [40], [44], [103], [116], [123].

In the end, let us recall that this is not the first anniversary
corresponding to rough sets in the history of the FedCSIS
conferences. Indeed, FedCSIS 2016 (Gdańsk, Poland) hosted
the international panel discussion in memoriam of the 90th
anniversary of the birth and the 10th anniversary of the death
of Professor Pawlak12. The previously-cited publications [4],
[8], [100] were prepared specially for that panel.
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[17] S. Stawicki, D. Ślęzak, A. Janusz, and S. Widz, “Decision Bireducts
and Decision Reducts – A Comparison,” International Journal
of Approximate Reasoning, vol. 84, pp. 75–109, 2017. [Online].
Available: doi.org/10.1016/j.ijar.2017.02.007

[18] J. W. Grzymała-Busse, “Rule Induction,” in Data Mining and
Knowledge Discovery Handbook, 2nd ed, O. Maimon and L. Rokach,
Eds. Springer, 2010, pp. 249–265. [Online]. Available: doi.org/10.
1007/978-0-387-09823-4_13

[19] H. S. Nguyen, “Approximate Boolean Reasoning: Foundations and
Applications in Data Mining,” Transactions on Rough Sets, vol. 5, pp.
334–506, 2006. [Online]. Available: doi.org/10.1007/11847465_16

[20] S. Greco, B. Matarazzo, and R. Słowiński, “Rough Sets Theory for
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Complex Granules,” in Proceedings of the 22nd International
Workshop on Concurrency, Specification and Programming, Warsaw,
Poland, ser. CEUR Workshop Proceedings, M. S. Szczuka, L. Czaja,
and M. Kacprzak, Eds., vol. 1032. CEUR-WS.org, 2013, pp.
206–218. [Online]. Available: ceur-ws.org/Vol-1032/paper-18.pdf

[41] T. A. Poggio and S. Smale, “The Mathematics of Learning: Dealing
with Data,” Notices of the American Mathematical Society, vol. 50,
no. 5, pp. 537–544, 2003.

[42] P. Stone, Layered Learning in Multi-Agent Systems: A Winning Ap-
proach to Robotic Soccer. MIT Press, 2000.

[43] P. Doherty, W. Łukaszewicz, A. Skowron, and A. Szałas, Knowledge
Representation Techniques – A Rough Set Approach, ser. Studies in
Fuzziness and Soft Computing. Springer, 2006, vol. 202. [Online].
Available: doi.org/10.1007/3-540-33519-6

[44] S. Dutta and P. Wasilewski, “Dialogue in Hierarchical Learning of
a Concept Using Prototypes and Counterexamples,” in Proceedings
of the 24th International Workshop on Concurrency, Specification
and Programming, Rzeszów, Poland, September 28-30, 2015, ser.
CEUR Workshop Proceedings, Z. Suraj and L. Czaja, Eds., vol.
1492. CEUR-WS.org, 2015, pp. 126–133. [Online]. Available:
ceur-ws.org/Vol-1492/Paper_12.pdf

[45] J. G. Bazan, “Hierarchical Classifiers for Complex Spatio-Temporal
Concepts,” Transactions on Rough Sets, vol. 9, pp. 474–750, 2008.
[Online]. Available: doi.org/10.1007/978-3-540-89876-4_26

[46] S. H. Nguyen, T. T. Nguyen, M. S. Szczuka, and H. S. Nguyen,
“An Approach to Pattern Recognition Based on Hierarchical Granular
Computing,” Fundamenta Informaticae, vol. 127, no. 1-4, pp.
369–384, 2013. [Online]. Available: doi.org/10.3233/FI-2013-915

[47] I. Düntsch and G. Gediga, “Weighted Lambda Precision Models in
Rough Set Data Analysis,” in Federated Conference on Computer
Science and Information Systems – FedCSIS 2012, Wrocław, Poland,
9-12 September 2012, Proceedings, M. Ganzha, L. A. Maciaszek,
and M. Paprzycki, Eds., 2012, pp. 287–294. [Online]. Available:
fedcsis.org/proceedings/2012/pliks/89.pdf

[48] T. Fan, C. Liau, and D. Liu, “Variable Precision Fuzzy Rough Set
Based on Relative Cardinality,” in Federated Conference on Computer
Science and Information Systems – FedCSIS 2012, Wrocław, Poland,
9-12 September 2012, Proceedings, M. Ganzha, L. A. Maciaszek,
and M. Paprzycki, Eds., 2012, pp. 43–47. [Online]. Available:
fedcsis.org/proceedings/2012/pliks/398.pdf

[49] W. Ziarko, “Variable Precision Rough Set Model,” Journal of
Computer and System Sciences, vol. 46, no. 1, pp. 39–59, 1993.
[Online]. Available: doi.org/10.1016/0022-0000(93)90048-2

[50] Z. Pawlak, “Rough Sets, Decision Algorithms and Bayes’ Theorem,”
European Journal of Operational Research, vol. 136, no. 1, pp.
181–189, 2002. [Online]. Available: doi.org/10.1016/S0377-2217(01)
00029-7

[51] B. Zielosko, “Sequential Optimization of γ-Decision Rules,” in
Federated Conference on Computer Science and Information Systems
– FedCSIS 2012, Wrocław, Poland, 9-12 September 2012, Proceedings,
M. Ganzha, L. A. Maciaszek, and M. Paprzycki, Eds., 2012, pp. 339–
346. [Online]. Available: fedcsis.org/proceedings/2012/pliks/87.pdf

[52] M. Kryszkiewicz, “ACBC-Adequate Association and Decision Rules
Versus Key Generators and Rough Sets Approximations,” Fundamenta
Informaticae, vol. 148, no. 1-2, pp. 65–85, 2016. [Online]. Available:
doi.org/10.3233/FI-2016-1423

[53] L. G. Nguyen, “Metric Based Attribute Reduction in Decision Tables,”
in Federated Conference on Computer Science and Information Systems
– FedCSIS 2012, Wrocław, Poland, 9-12 September 2012, Proceedings,
M. Ganzha, L. A. Maciaszek, and M. Paprzycki, Eds., 2012, pp. 311–
316. [Online]. Available: fedcsis.org/proceedings/2012/pliks/311.pdf

[54] L. G. Nguyen and H. S. Nguyen, “On Elimination of Redundant
Attributes from Decision Table,” in Federated Conference on Computer
Science and Information Systems – FedCSIS 2012, Wrocław, Poland,
9-12 September 2012, Proceedings, M. Ganzha, L. A. Maciaszek,
and M. Paprzycki, Eds., 2012, pp. 317–322. [Online]. Available:
fedcsis.org/proceedings/2012/pliks/324.pdf

[55] R. Polikar, J. DePasquale, H. S. Mohammed, G. Brown, and L. I.
Kuncheva, “Learn++.MF: A Random Subspace Approach for the
Missing Feature Problem,” Pattern Recognition, vol. 43, no. 11, pp.
3817–3832, 2010. [Online]. Available: doi.org/10.1016/j.patcog.2010.
05.028

[56] M. Dash and H. Liu, “Consistency-based Search in Feature Selection,”
Artificial Intelligence, vol. 151, no. 1-2, pp. 155–176, 2003. [Online].
Available: doi.org/10.1016/S0004-3702(03)00079-1

[57] M. Azad, I. Chikalov, M. Moshkov, and B. Zielosko, “Tests for
Decision Tables with Many-Valued Decisions – Comparative Study,” in
Federated Conference on Computer Science and Information Systems
– FedCSIS 2012, Wrocław, Poland, 9-12 September 2012, Proceedings,
M. Ganzha, L. A. Maciaszek, and M. Paprzycki, Eds., 2012, pp. 271–
277. [Online]. Available: fedcsis.org/proceedings/2012/pliks/140.pdf

[58] S. Stawicki and S. Widz, “Decision Bireducts and Approximate
Decision Reducts: Comparison of Two Approaches to Attribute Subset
Ensemble Construction,” in Federated Conference on Computer
Science and Information Systems – FedCSIS 2012, Wrocław, Poland,
9-12 September 2012, Proceedings, M. Ganzha, L. A. Maciaszek,
and M. Paprzycki, Eds., 2012, pp. 331–338. [Online]. Available:
fedcsis.org/proceedings/2012/pliks/348.pdf
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Concept of Rough Calculations on Granulated Tables for the Purpose
of Accelerating Modern Data Processing Frameworks,” in 2020 IEEE
International Conference on Big Data (IEEE BigData 2020), Atlanta,
GA, USA, December 10-13, 2020, X. Wu, C. Jermaine, L. Xiong,
X. Hu, O. Kotevska, S. Lu, W. Xu, S. Aluru, C. Zhai, E. Al-Masri,
Z. Chen, and J. Saltz, Eds. IEEE, 2020, pp. 5405–5412. [Online].
Available: doi.org/10.1109/BigData50022.2020.9378233
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[85] D. Ślęzak, M. Grzegorowski, A. Janusz, and S. Stawicki, “Toward
Interactive Attribute Selection with Infolattices,” in Rough Sets –
International Joint Conference, IJCRS 2017, Olsztyn, Poland, July 3-7,
2017, Proceedings, Part II, ser. Lecture Notes in Computer Science,
L. Polkowski, Y. Yao, P. Artiemjew, D. Ciucci, D. Liu, D. Ślęzak,
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Abstract4Computers are one of the most important inventions

in  human  history,  and  computer  languages  enable  human-

computer communication.  Undoubtedly, C++ is one of the most

important  and  influential  in  this  group.  Nevertheless,  new

technologies and related industry challenges place high demands

on C++ and foster the development of new computer languages

that  meet  new  needs.  For  this  reason,  and  thanks  to  the

dynamically  operating  ISO  standardization  group,  C++  is

constantly updated while maintaining its backward compatibility.

However, all this complicates and hinders not only the teaching of

beginners  but  also  the  use  by  professionals.  In  this  article,  we

briefly discuss the goals  as well  as proposed methodologies and

techniques  for  teaching  contemporary  C++  in  the  age  of  new

technologies and challenges. 

Index Terms4C++,  modern technologies,  compilers,  teaching

programming, computer science curricula

I. INTRODUCTION

++ is a multi-paradigm, imperative, procedural, functional,
object-oriented, generic, and modular language invented in

early 1980s and further developed by Bjarne Stroustrup [5][10]
[29].  Since 1991 standardization of C++ is supported by the
ANSI   International  Organization  for  Standardization  (ISO),
with the latest standard version published in December 2020
[21]. With performance and efficiency in mind, C++ extends
and is compatible with the C programming language, while to
incorporate the object-oriented and abstraction mechanisms it
draws from Simula. This hybrid approach has proven extremely
useful over the years, especially in such domains as systems
programming,  embedded  systems,  resource  constrained  plat-
forms, large computing and simulation libraries, machine learn-
ing & artificial intelligence (ML/AI) and many others. 

C

Nevertheless, there are industries such as web applications
that favor the development of other languages  as well. While
the popularity rankings of programming languages are in some
ways  superficial  and may be  misleading,  they  provide  some

insight  into  future  trends  in  the  IT  industry  and  can  help
students decide which language they want to learn. From these
the  TIOBE  Programming  Community  index  shows  the
popularity  of  programming  languages  based  on  25  search
engines  [16]. At its top are Python, C, Java, and C++, which
together are well ahead of the others, as shown in Fig. 1. In the
last two years, Python and C have swapped between 1st  and 2nd

places in the ranking. Also C++ is gaining in popularity and
tends to surpass Java.

Fig.  1 An  excerpt  from  the  TIOBE  list  of  the  top-ranked  programming

languages in 2022 (from [16]). 

On  the  other  hand,  in  the  PopularitY  of  Programming
Language  Index  (PYPL),  which  shows  how  often  language
tutorials are searched on Google, C/C++ are ranked 5th together
(Aug.  2022)  [17].  However,  neither  of  the  above indexes is
about the best programming language or the language in which
most lines of code have been written.

A  detailed  analysis  of  various  languages  and  their
applications is far from the scope of this paper, nevertheless we
can observe that while scripting tasks surely fall into the realm
of Python, and web development for Java, then vast majority of
high performance applications falls into the domain of C/C++.
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The latter are also the only languages in this group that compile 

their code directly into the machine language. Although, there 

are contenders such as Rust and the recent Carbon [11][12], 

C++ endowed with hundreds of libraries, tools, and many years 

of experience, and a superset of C in a sense, is and will 

probably be the most important and productive language today, 

especially for large and performance demanding systems. 

Therefore, C++ is surely worth learning. However, the more 

extensive the specification of modern C++ becomes, the more 

critical the requirement to properly teach modern C++ to new 

generations of programmers becomes. In this article, we tackle 

this issue in an attempt to shed more light on why and how to 

teach modern C++. 

There are relatively large Internet resources [30][10][13] and 

literature [27][20][23] about C++ and its features. However, 

when it comes to teaching modern C++, the situation is not 

bright. There are only few online presentations [2][3][4], web 

services and books to recommend [28][29]. Nevertheless, even 

these are a bit dated considering new C++17 and C++20 

standards. To fill this gap the new book was written, 

Introduction to Programming with C++ for Engineers, which 

was published by Wiley-IEEE Press in 2021 [6]. It contains 

teaching materials, from elementary to advanced level, intended 

for the three-semester study cycle. Based on this, this article 

provides an overview of methodology and techniques for 

teaching modern C++.  
It is worth mentioning that the problem of teaching and 

disseminating knowledge about modern C++ also found wide 
interest in the language committee. In this context, the SG20 
group arose, whose aim is to prepare and provide guidelines for 
content to be covered by C++ courses [31]. Their main 
document is a resource for instructors to assist in the preparation 
of C++ courses in a variety of environments, including 
universities, colleges, and industry. 

The rest of the paper is organized as follows. An overview 
of the methodologies and techniques of teaching the C++ 
language in presented in Section II. It is organized into four 
subsections. Section III provides scenarios for the different 
levels of C++ learning. Section IV discusses the role of good 
examples in the teaching process. Section V deals with the issue 
of teaching for real life challenges. The paper ends with 
conclusions in Section VI. 

II. AN OVERVIEW OF TEACHING METHODOLOGIES & 

TECHNIQUES 

 In this section the basic methodologies and techniques for 

teaching modern C++ are outlined. The main issue is to list the 

most important steps in class preparation and to focus on the 

most important factors. 

A. Preparing for Teaching 

First, there are some key factors to consider before starting 

your class. The following is a list of them: 

÷ Get to know your students 3 what are their backgrounds, 

what are their motivations, whether they are kids or 

students of electronics and telecommunication, 

computer science students, or students of non-technical 

faculties (biology, humanistic, etc.); or professionals 

who want to expand their skills in modern C++? What 

have they already learned, math, python, basics of 

computer science? 

÷ Organize your classes well 3 individual or group work 

(some activities such as lectures can be for a group, but 

some 3 such as tutorial 3 should be individual), group 

sizes, etc. Have a plan but actively respond to students9 
progress and expectations, have close contact and react 

actively, similarly to the agile methodology for software 

development. But also control the attitude and 

experience of other fellow teachers in the group (in 

many universities often the lecturer and laboratory 

teacher are different people).  

÷ Plan your time 3 how many hours for a lecture, for a lab, 

for joint work, and for an individual project. Consider 

time for individual consultations. 

÷ Organize the class work well 3 consider exercises for 

personal work as well as projects for team work. 

÷ Teaching materials 3 students have access to various 

sources, but they rely on your opinions, therefore the 

correct selection of book(s), internet materials, video(s), 

etc. is very important.  

Certainly, these are only propositions based on many years 

of our observations and conducted classes. However, for 

different groups and teachers, the list and importance of each 

factor may differ.  

B. Choice of the Vital Language Features 3 the 20/80 Rule 

What works well in our 25 years teaching experience is 

getting the right preparation and then focusing on the most 

important and productive features of the language at the given 

teaching stage that allow students to quickly comprehend and 

become proficient in basic programming techniques. As a 

result, it allows the students to create useful and well-organized 

programs as quickly as possible. The choice of features can be 

arbitrary, but is best if these are based on the experience of the 

teacher(s). As we have noticed, for this purpose the Pareto 

20/80 principle is worth considering [14][6]. 

 

Fig. 2 The 20/80 rule states that many activities are not evenly distributed and 

some contribute more than others. This idea can be used to prepare 20% of the 

most important C++ features for the students9 classes.  
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The 20/80 paradigm, known also as the Pareto rule or law 

of the vital few, states that in many life situations, 20% of 

causes is responsible for roughly 80% of consequences, or 

results, as shown in Fig. 2. This heuristic observation was 

probably first noticed by the mentioned Italian economist 

Vilfredo Pareto, who noted that at that time 80% of the land in 

Italy was owned by 20% of the population. Interestingly, this 

can also be observed in computers, which is usually manifested 

that 20% of bugs contribute 80% of crashes, or that 80% of the 

CPU time is spent on 20% of the code, etc.  

Hence, the idea is to use this rule to prepare the most 

important 20% of features to be taught in the beginning. This 

approach can result in much better productivity and allows 

students to faster reach the level of solid understanding of basic 

programming constructs and techniques, compared e.g. to the 

linear approach, as shown in Fig. 2. 

C. The Spiral Development Model 

As originally proposed by Boehm [1][15], the spiral model 

of software development is associated with iteratively repeated 

processes while managing risk for its active reduction, as shown 

in Fig. 3. 

 

Fig. 3 The spiral model, originally proposed by Boehm for development of 

software, can be also applied to the C++ teaching process (from [1]).  

However, it appears that the C++ teaching process is in 

many ways similar to this spiral model. Namely, many topics 

are, and should be, repeated with wider scope and level of 

details. Risk management in this case means strict control of the 

students' absorption of previous material before presenting an 

advanced version of a topic. This also applies to the gradual 

increase in the complexity of student developed projects. 

III. EXEMPLARY TEACHING SCENARIOS 

Some scenarios for teaching modern C++ are discussed 

here. Assuming classes organized in the semester periods 

(14/15 weeks per semester), and organized in the form of 

a lecture per week, a laboratory per week for the half of the 

semester, as well as the student9s own project and consultations 

for the remaining part of the semester, the following scenarios 

are presented for the entire three-semester C++ teaching cycle: 

1. Introduction to programming with C++ (the 

beginners program), followed by basics of C++. 

2. Object-oriented design & programming with C++, 

followed by advanced memory management. 

3. Advanced C++ concepts, followed by basics of 

parallel programming. 

A possible organization of classes in the form of a state 

diagram is shown in Fig. 4. Each of the three semesters consists 

of two building states 3 the idea here is that the second state in 

a semester is optional, i.e. it is undertaken if there is enough 

time and the group have achieved good results in the first state. 

State 1

 INTRODUCTION TO 

PROGRAMMING 

State 2

C++ BASICS

State 3

DELVING INTO THE OBJECT-

ORIENTED PROGRAMMING

Auxiliary A

COMPUTER ARITHMETIC 

State 5

ADVANCING 

OBJECT-ORIENTED 

PROGRAMMING

State 4

MEMORY MANAGEMENT

State 6

BASICS OF PARALLEL 

PROGRAMMING 

Auxiliary B

INTRO TO C

& AUX LIBRARIES

SEMESTER 1

SEMESTER 2
SEMESTER 3

 

Fig. 4 Possible C++ teaching scenarios organized for the three semesters. Each 

semester consists of two stages 3 compulsory and optional, which is carried out 
if there is enough time and the group has demonstrated significant progress in 

learning.  Also visible are auxiliary topics <A= for computer arithmetic and <B= 

for low-level features, such as the C programming language and introduction to 

additional libraries. 

These are supplemented with the auxiliary states, which can 

be included to the program of teaching semesters depending on 

the needs and progress of the students. Supporting topics 

include: <A= computer arithmetic and <B= introduction to 

programming in C and a supplemental introduction to using 

libraries such as QT, FLTK, OpenGL, OpenMP, OpenCV, etc., 

depending on the students9 needs and the profile of their 
faculties. 

However, before providing some more concrete lists of 

features for each teaching scenario, let9s highlight the following 

issues and hints that should be considered: 

÷ Well define the main goals of the classes. 

÷ For each semester well define a minimal set of C++ 

features to be acquired by students; for this purpose the 

20/80 rule can be applied. 

÷ Throughout the term: stick to the developed teaching 

plan (the curriculum) but actively respond to students9 
progress 3 this resembles the agile concept, applied to 

the teaching process.  
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Not surprisingly, the aforementioned teaching scenarios 

follow chapter layout in the book [6]. The more detailed 

teaching scenarios are outlined in the following subsections. 

A. Scenario for Beginners 

Following the plan outlined in Fig. 4 let9s analyze a possible 

minimal set of C++ features. This can be defined as follows. 

1. Introduction to the computer API and the basic C++ 

development tools (editor, compiler, linker, IDE, etc.). 

2. The main function. 

3. Minimal libraries (#include), using directive. 

4. Printing texts std::cout. 

5. Defining and initializing variables: int and double 

(explain the difference). 

6. Entering values to the variables std::cin. 

7. Conditional statement if and how to provide a logical 

condition. 
8. std::vector 
9. std::string 

10. The loop: =classical= for and =range= for 

 

Especially for beginners it is important to provide diagrams 

and ready recipes for project organization, tools, build process, 

particularly compiling and dealing with compilation errors as 

well as basics of debugging. Active support from the teacher is 

essential at this stage. A possible diagram of an exemplary 

program in the single main function is shown in Fig. 5. 

int main()

{

List of header files with 

predefined declarations
#include <cmath>

}

double x { 0.0 } ;  // set x to 0

std::cin >> x ; 

#include <iostream>

 another_statement ;

if( x >= 0.0 ) 

Each statement ends 

with a semicolon ;

Logical condition, 

returns true or false

 No semicolon here

A function std::sqrt, declared in 

cmath, is called to compute a 

square root of xstd::cout << std::sqrt( x )  ;

int in front of a function 

defines its return value 

(only formally here)

#include is a 

preprocessor directive

Definition of a variable x 

of type double

Enter x from the 

keyboard represented 

by the std::cin

Conditional statement if

Open function block

Close function block

The main function is where the 

program starts. It takes no 

arguments, therefor empty ()

Comments start with // 

They convey additional 

information for people  

 

Fig. 5 A diagram showing basic constructions of a C++ program for absolute 
beginners (from [6]). Many projects for beginners can be written on the canvas 

of a single main function. 

Although very simple, the code based on a single main 

function can be used successfully in many beginner projects. 

B. Scenario for C++ Basics 

A possible scenario for teaching the basics of C++ may 

include the following topics. 

1. The most common built-in data types, their 

applications and initialization. 

2. Code debugging techniques. 

3. Basic members and applications of std::vector. 

4. A matrix as a vector of vectors. 

5. Basics of std::string. 

6. auto and when to use it. 

7. Common standard algorithms (std::copy, 
std::find, std::generate, 

std::accumulate, etc.). 

8. Structures as data containers with struct. 

9. References. 

10. Statements (the role of braces). 

11. Functions (argument passing, recursive, lambdas). 

12. Intro to (separate) classes: struct vs class + 

constructor and member functions.  

13. Basic of software testing. 

14. Operators. 

The beginners and basics scenarios constitute teaching 

material for the 1st semester (Fig. 4).  

C. Scenario for Object-Oriented Programming in C++ 

A natural follow up is introduction to the OOP domain with 

C++. At this stage a possible list of topics can look as follows. 

1. Intro to OOP. 

2. Anatomy of a class (e.g. extended matrix class). 

3. Right references. 

4. Classes with all special functions 3 move semantics 

explained (e.g. extending matrices into tensors). 

5. Templates and generic programming (functions, 

classes, member templates). 

6. Virtual mechanism. 

7. Some design patterns (e.g. wrapper, handle-

bode/bridge, proxy). 

8. Memory management (RAII, std::unique_ptr, 

std::shared_ptr, std::weak_ptr). 

The virtual mechanisms and polymorphism should be 

shown on class hierarchies. However, the more complex are 

postponed to the advanced level, as discussed in the next 

section. Nevertheless, the introduction to the OOP and topics of 

memory management constitute material for the 2nd semester. 

D. Teaching Advanced Topics of C++ 

After completing the OOP and memory management parts 

of the course, the last stage can be coined <advanced C++=. 
However, it is not less difficult to define what actually should 

be included and how to teach such advanced concepts. 

Nevertheless, a possible list of topics can be formed as follows. 

1. Designing class hierarchies. 

2. C++ filesystem. 

3. Forward/universal references. 

4. Regular expressions (std::regex). 

5. Graphical user interface (various libraries, QT, MFC, 

FLTK, & ). 
6. System clock and time measurement 

(std::chrono). 

7. Intro to functional programming and the 

std::ranges. 

8. Intro to expression parsing 3 the interpreter DP, 

building the syntax trees, composite DP, visitor DP. 

9. State machine pattern. 

10. Advanced generic programming techniques.  
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11. Basics of parallel programming (std::par, 

std::thread, OpenMP). 

Certainly, all the aforementioned teaching scenarios are just 

simple propositions [6]. They can be easily adjusted to best suit 

the level and needs of the students as already discussed.  

IV. THE IMPECCABLE ROLE OF GOOD EXAMPLES 

As it is not possible to teach swimming without entering the 

water, it is also not possible to teach programming without 

writing code and developing projects by students. Hence, the 

role of good code examples cannot be overestimated. However, 

let9s consider what factors should be taken into account when 

preparing code examples for teaching. A good example of code 

should be: 

÷ comprehensible, 

÷ not too long, 

÷ touch on 9real9 problems, 

÷ can serve as a starting point for student9s project; i.e. it 

can be used in an incremental development and the spiral 

model in action. 

The examples are very important because not only do they 

illustrate some code concepts, but they provide "thought 

patterns" that the developer evokes and then modifies while 

working on a similar problem. 

There are different ways students can use the code 

examples, for instance: 

÷ Compile, make it run, debug to observe the results. 

÷ Re-type an example and make it run. 

ADMIN

Currency exchange project

Exchange for 
buying a 
currency

Exchange for 
selling a currency

USER

System setup

Actors

Use 

cases

 

Fig. 6 Teaching software development is about more than showing C++ code. 

The entire process should be presented, starting e.g. with the UML diagrams 

and the complete development process, from design, till code unity tests and 

deployment. Here is a UML use case diagram of the currency exchange 

exemplary project (adopted from [6]). 

÷ Don9t use the example 3 create your own version, 

instead; then compare. 

÷ Use as a 9startup9 for your own project/example. 
It is also important for educators to realize that teaching 

programming should encompass the deeper context of software 

development. This means that instead of showing only parts of 

C++, a teacher should present the entire development process, 

starting with problem analysis, resulting UML diagrams such 

as in Fig. 6, software design, code unity tests, deployment, etc.  

However, we9d like to emphasize that not less important is 
the process of consultations between the student and her/his 

teacher. Such a code refinement process enables 

comprehension of proper coding techniques.  

V. TEACHING FOR THE REAL-LIFE CHALLENGES 

The world did not start today, and there are millions of lines 

of the legacy code that still need to be maintained, deployed, 

refactored or extended. Therefore, teachers should ask 

themselves questions such as how to prepare students to cope 

with the existing code, as well as how to respond to the 

expectations of employers. The problem is even deeper 3 there 

is an ongoing discussion on mismatch between computer 

science curricula and industry needs [22][24][25][26][32], 

which generally is out of the scope of this paper. However, 

when confining this to teaching modern C++ the teachers 

should be aware of the what to address and how to go about, as 

well as of the short time span issues. 

Returning to the task of teaching modern C++ in the light of 

the legacy code, we need to introduce the lower-level 

constructions of C++ (such as pointers, unions, raw 

memory/string operations, etc.), sometimes also at least the 

basics of C. Certainly, the set of these low-level features 

depends on the needs of the students. However, the most 

important are the proper moments in the teaching scenarios 

when these low-level features are taught. That is, low-level 

features should be introduced after instilling good 

programming habits in using modern features of C++, not the 

other way around.  

The low-level features will be inevitable when preparing 

students to work with operating systems such as Linux or 

FreeRTOS, or to use many common libraries, such as OpenMP, 

OpenCV, OpenGL, QT or games with Unreal Engine, etc. But 

even to explain at some point what is int main( int 

argc, char ** argv )the teacher has to face how to 

introduce the pointers. So the question is not <if= but <when=. 

VI. CONCLUSIONS 

The paper contains a short overview of the challenges related 
to promoting the interest in modern C++, as well as in teaching 
modern C++ to various groups of learners in the era of new 
technological challenges. The subject is very wide and we only 
scratched the surface.  

Every three years, the C++ standardizing committee, 
supported by thousands of enthusiasts, publishes a new 
specification for the language. Thanks to this, it gained dozens 
of new features, which makes it very efficient and effective. 
However, such a dynamically changing environment also raises 
some problems especially in terms of the stability of language 
features as well as their presentation and acceptance from the 
world C++ programming community.  

This also makes teaching modern C++ a real challenge. 
Accordingly, this paper introduces some teaching 
methodologies and techniques, such as the 20/80 principle, as 
well as some modifications to the software development 
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methodologies,  such  as  the  spiral  model  and  agile  approach,
which were brought into the teaching domain. Further on, the
overviews of some teaching scenarios for different groups of
learners were provided. More detailed versions are available in
the book Introduction to Programming with C++ for Engineers
[6],  whereas  the  code  examples  and  additional  materials  are
available from the Internet [8][9]. 

In the end, the following list summarizes the main postulates
and guidelines for effective teaching of modern C++:

÷ As C++ programmers we are all students and many of
us are, or become, teachers.

÷ When teaching, get to know your students, get to know
their needs and wishes, then organize the classes well.

÷ At each stage think about selecting the appropriate C++
features for teaching, keeping in mind the 20/80 rule.

÷ Provide  good and practical  examples!  They constitute
<mental patterns= for your students. 

÷ Keep things simple and in right order 3 but be agile and
actively react to students9 progress.

÷ Teach  in  a  repeated  way,  gradually  introduce  more
advanced concepts  and techniques,  raising the  level  3
apply the spiral development model.

÷ Teach not only C++ itself,  but C++ across  the entire

computer  science  framework:  show  steps  of  software
design,  UML,  data  structures,  algorithms,  design
patterns, development tools, software testing, etc.

÷ Do not forget about the programmers/companies reality,
the legacy code, etc. Provide information on lower-lever
features, teach basics of C if necessary, but at the right
time.

÷ Pay attention to the self-education, always improve the
skills of not only your students, but also yourself and
your  team,  watch/participate  in  lectures,  conferences,
read books, etc.

With the increasing demands on high performance systems,
the embedded world moving from C to C++, the revolution in
big data,  parallel  computations,  etc.,  undeniably  C++ is,  and
probably  will  be,  the  most  powerful  modern  computing
language for many years to come. Therefore, there is no doubt
that  C++  should  be  taught  to  a  wide  range  of  students,
especially of technical faculties. However, this should be well
organized  as  one  of  the  important  topics in  wisely  prepared
computer science curricula, containing a combination of various
programming languages, that respond to the needs of industry
in the era of new technologies and challenges.

As a concluding remark let's remember that: The quality of
the software of the future depends on the quality of education
today.
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Abstract—This paper presents a novel approach towards link
prediction in clinical knowledge graphs. They play a central
role in linking data from different data sources and are widely
used in big data integration, especially for connecting data from
different domains. We present a knowledge graph initially built
on data from a clinical trial on Spinocerebellar ataxia type 3
(SCA3), which is a rare autosomal dominant inherited disorder.
The contributions of this paper are (1) to create a feasible data
representation schema capable of handling clinical imaging data
in a knowledge graph and to (2) convert the data efficiently
into a knowledge graph. Due to the limited amount of patient-
nodes usually common methods for link prediction and graph
embeddings are problematic and thus we will (3) present a
novel approach for link prediction utilising graph structures
and Conditional Random Fields. In addition, we present (4)
an extensive evaluation underlining the importance of (a) data
management and (b) further research on link prediction using
graph structures.

I. INTRODUCTION

KNOWLEDGE graphs have been shown to play an im-
portant role in recent knowledge mining settings, for

example in the fields of life sciences or bioinformatics. Con-
textual information is widely used for NLP and knowledge
discovery tasks since it highly influences the exact meaning
of expressions and also queries on data. Here we will present
some results on link prediction in knowledge graphs in the
field of personalised medicine which aims for matching certain
risk groups and possibly yet unknown subgroups to treatments,
ultimately optimising patients’ responses, mainly to available
drugs. For this purpose, collected primary data of the examined
persons have to be linked with data from secondary sources
like publications or databases in an application-oriented way.

As part of the European Spinocerebellar Ataxia Type 3
Initiative (ESMI), SCA3 mutation carriers, their first-degree
relatives, and healthy controls were prospectively studied using
standardised clinical assessment as well as MRI imaging and
biosampling.

Spinocerebellar ataxia type 3 (SCA3) is a rare autosomal
dominant inherited disorder. The onset of the disease is in
adulthood. Patients develop ataxia, which is a disorder of
coordination of target movements that affects gait, fine motor
skills and speech. The disease is progressive and patients
in the advanced stages are usually dependent on the use of
first a walking aid and later a wheelchair. Not only the gait

disorder has a strong influence on everyday activities. Also
the independent preparation of meals, tool use of e.g. eating
utensils and an increasingly unclear speech severely restrict
the patients in their everyday life. Although SCA3 mutation
carriers are not yet symptomatic, disease activity is already
evident, for example, in atrophy of certain areas of the brain
where neuropathological changes are predominant, as well as
elevated blood levels of non-specific markers for neuron loss.
The data set contains not only patient data but also digital
imaging data [1], [2].

The goals of this paper are (1) to create a feasible data
representation schema capable of handling clinical imaging
data in a knowledge graph, see Figure 1, and to (2) convert
the data efficiently into a knowledge graph. Since the overall
amount of participants in clinical trials is usually not high,
employing common methods for link prediction and graph
embeddings is problematic [3]. We will (3) present a novel
approach to link prediction utilising graph structures and (4)
its evaluation.

This paper is divided into six sections. After an introduction,
the second section gives a brief overview of the state of
the art, related work and backgrounds used for our novel
approach. Therefore, we will refer to both knowledge graphs
and dedicated algorithms. In the third section, we present our
approaches regarding data integration and data schema. The
fourth section describes the novel approach to link prediction,
with the experimental results on both artificial and real-world
scenarios in the subsequent section.

Our conclusions and outlooks are drawn in the final section.
We will propose a novel CRF-field based approach which
presents promising performance. While the results at first
glance do not seem to be a significant improvement for
new algorithms for knowledge discovery on clinical data they
clearly show the importance of (a) data management and (b)
further research on link prediction using graph structures. We
also provide a short outlook for extensions of our work.

II. RELATED WORK AND BACKGROUND

Clinical research is more and more relying on data-intensive
approaches, thus facing increasingly complex challenges. Ex-
pert systems, for example, provide users with several methods
for knowledge discovery. They are widely used to find relevant
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Fig. 1. An example of the nodes and edges in the graph database after import is complete: a General Image node and its immediate neighbourhood are
shown.

or novel information. A popular example in biomedical re-
search is the attempt to find molecular pathways; controlled re-
action mechanisms within biological organisms, which might
be misregulated in pathogenic states. Obviously, understanding
these cascades, their players and relations to diseases is key
to designing and applying drugs in a targeted way.

Being confronted with patients’ clinical data and with expert
knowledge in the back of their minds, clinical researchers
usually consider an initial idea and start integrating external
content such as scientific papers. The most common approach
is inquiring with a search engine about some terms to find
closely related information. Effectively, users most frequently
query for additional documents or patient files to adjust the
search query. Similarly, for a given set of documents or
patients the question might be on commonalities considering
a certain topic. Both approaches are heavily related to the
context of data points, see for example [4] for PubMed data.
Topic labelling – or cluster labelling – and longitudinal data
are constantly being explored in several research fields, see
[5], [6], [7].

Graph structures and in particular knowledge graphs provide
several advantages for the integration of knowledge and its tar-
geted re-extraction. According to their generic character such
integrative knowledge graphs are important for life sciences,
medical research and associated fields, not least by supporting
their interconnection on a formal level. Considering systems
medicine applications, knowledge graphs provide grounds for
holistic approaches unravelling disease mechanisms. In these
and other common settings pathway databases play an impor-
tant role. As a basis, biomedical literature and text mining are

used to build knowledge graphs, see [8]. As part of the studies
on integrative data semantics within clinical research, data on
patients suffering from certain diseases have been collected
by various institutions. Some studies also integrate data from
several databases and ontologies which can implicitly form
a knowledge graph. For example Gene Ontology, see [9],
DrugBank, see [10] or [11] cover large amounts of relations
and references which other fields can refer to.

Link prediction on graphs, for example on knowledge
graphs and social networks, is usually done using embeddings
which form a low-dimensional representation of the graph. The
main assumption is that they provide an accurate reconstruct of
the graph, see [3], [12], [13]. In general, factorisation, random
walk and deep learning approaches are used, see [14]. While
these approaches have also been considered for applications
in other domains, see for example [15], a general approach
towards learning links solely based on graph structures is yet
missing. Some researchers have tried to propose features based
on graph structures and found promising results based on a
large amount of features modelling “different aspects of the
graph structure”, see [16]. According to our knowledge no
more work has been carried out in this field.

In [17] 27 real world clinical questions and queries
in scientific projects were collected to test the perfor-
mance and output of the knowledge graph. The authors
revealed that the performance of several queries was very
poor and some of them did not even terminate. Their
research is based on biomedical knowledge graphs as
described in [8] containing mainly scientific documents
and extracted data from PubMed. In [18] this approach
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was generalised to achieve interoperability with clinical
data.

In our case, the first step taken is the integration of data from
a very complex clinical trial. We will provide a data integration
schema in the next section. The data schema should be capable
of further data integration, for example Gene Ontology or data
from scientific documents like PubMed. The software importer
should be as generic as possible to work on multiple data
sources. This helps to provide experimental results on data
which is not affected by data protection regulations.

The experimental results are carried out using a Neo4j graph
database on a HPC environment utilising parallel learning
on several machines. We have provided a generic importer
capable of handling different data sources. It makes use of a
configurable ini-file which offers a predefined structure and
is read-in by the generic importer. All software is available
online1.

III. DATA INTEGRATION AND DATA SCHEMA

The actual data schema for the graph on which this work
is based is presented in Figure 2. For this purpose, the data
used was first considered, taking into account the underlying
data structure. This data structure is formalised and published
in the Registry of DICOM Data Elements2. There the dif-
ferent categories of objects within the DICOM metadata are
listed, described and linked. The underlying tree structure of
the information object definitions (IOD) and their sub-trees
consisting of other IODs, modules and attributes is very well
displayed in the DICOM Standard Browser3. Our data schema
was significantly influenced by these sources and represents
the inherent data structure using nodes, edges and attributes.
The given selection and arrangement of the individual nodes
has been made by the author as an exemplary instance. By
adjustments in the configuration file also other schemes arise.
However, for the graph used in this work it was necessary to
decide on a schema. First, it was important to keep the four-
level hierarchy of the DICOM data. This can be observed in
Figure 2 in the middle strand. Each patient has his or her own
node linked to his or her studies. These in turn contain the
associated series, which then contain the images. In addition
to this main strand within the schema, additional information
is then annotated. All modules classified as mandatory (M)
are included. In addition, at least one module from the classes
conditional (C) and user optional (U) was also used. For (C)
the class Contrast/Bolus is chosen, for (U) we decided on
Patient Study. Within the data schema, the IOD modules
used, which form their own node groups, are highlighted in
yellow for visualisation, and the attributes in red. The blue
line Node Group = True implies that the nodes listed below
belong to the node group of the heading. These are repre-
sented as triangles in the graph, but are shown here as node
groups for clarity. As an example, the Manufacturer node

1See https://github.com/TbsHbnthl/master-s-thesis-link-prediction-on-lar
ge-scale-knowledge-graphs.

2See https://dicom.nema.org/medical/dicom/current/output/chtml/
3See https://dicom.innolitics.com/ciods

can be considered. It belongs to the node group General
Equipment and forms a triangle in the graph with the node
General Equipment and the node General Series.
An example is shown in Figure 3.3. In contrast, the General
Series node, for example, has attributes such as Modality,
Series Instance UID, and others stored as node-owned
attributes rather than as separate nodes.

However, such specifications can be freely designed and
modified via the configuration file, as explained in the section
before. In addition to the data contained in the DICOM files,
two more nodes have been added. Source specifies the
source of the data. For the given data, this is stored under
the tag (0013, 1010). File stores the file name of the image
and therefore serves as a kind of provenance, allowing the
nodes to be uniquely assigned to a respective file. To ensure
that said two nodes can be included, it is important for the
configuration of the importer that the patient is contained in
the graph as a node. This means a minor restriction in the
sense of free configuration, however, such a graph without
patients should be difficult to justify in terms of content.

Due to data protection rules, we will present results using a
second data source, which is open-source and also supports
the generic usability of the importer. The SIMBA Image
Management and Analysis System4 is used as our source. From
the projects listed there, the ELCAP Database and from it
again the Zero-Change Dataset were selected. The data comes
from the Public Lung Database to Assess Drug Response,
as can be seen from the website. A second configuration file
named dev2.ini is created for them, which partly contains
different nodes from the first one. Since the only purpose is
to show conceptually that the script works for other data sets
and configurations, only a much smaller total number of node
types is used in the configuration file.

IV. LINK PREDICTION

A. Scores based on the topology of the graph

Link prediction belongs to the field of computational analy-
sis of a network, where the nodes represent persons or entities
and the edges represent relations. These networks are dynamic
and change over time. The link prediction problem deals with
a section of such a network at a time t0 and asks for the most
accurate predictions possible for edges that do not yet exist at
time t0 and will be added at a later time t. Among other things,
the network’s own topology plays a crucial role. To be able to
quantify this topology different neighbourhood measures from
graph theory and their relative effectiveness are investigated.

In [13] a so-called score is used for the measure of this
effectiveness. It is calculated in different ways. Examples are:

• Common Neighbours: Given a graph G = (V,E),
Score(x, y) := |Γ(x) ∩ Γ(y)| describes the number of
common neighbours of two nodes x, y ∈ V . Here, Γ(v)
denotes the direct neighbourhood of a node v ∈ V . [13]

4See Simba database - public lung database. http://www.via.cornell.edu/vi
sionx/simba/.
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Fig. 2. Data schema for the import of DICOM files.
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Fig. 3. Partial section of the graph: Exemplary triangle in the graph between the named example nodes Manufacturer (red), General Equipment
(blue) and General Series (orange).

• Preferential Attachment: Given again a graph G =
(V,E). The underlying premise is the assumption that the
probability that a new edge contains the node x ∈ V is
proportional to |Γ(x)|. Since the measure was originally
conceived for predicting future collaborations between
two authors, this yields Score(x, y) := |Γ(x)| · |Γ(y)|.
This builds on the idea that nodes with many edges have
a higher probability of even more edges. [13]

• Adamic/Adar: The coefficient found here originally yields
a measure that two homepages are strongly connected.
For this purpose, features z are computed from a feature
base set F of the two nodes, here web pages, and the
commonality is defined as:

�

z:features shared by x,y

1

log(frequency(z))

This gives less weight to more frequent features than
to less frequent ones. If features are to be left out and
only the topology of the graph is to be considered, the
following score is used for two nodes x, y ∈ V of a graph
G = (V,E):

Score(x, y) =
�

z∈Γ(x)∩Γ(y)

1

log(|Γ(z)|)

These measures belong to methods based on node adja-
cency. [13]

They are presented in the Neo4j database in two ways as
the basis of link prediction within the graph used there. First,
there is the possibility of making the addition of a new edge
conditional on whether the above score exceeds a pre-specified
bound. If it does, the edge is added. On the other hand, the
scores can be combined with supervised learning: They are
used as features to train a binary classifier. This then predicts
whether a particular pair of nodes will be connected by an
edge with high probability in the future. To train and evaluate
the classifier, the graph used is divided into training, testing
and validation sets. Then training is performed within the
training graph and the result is applied to the test graph. During
validation, promising results are shown for the use case. With
this work, as will be explained later, a different approach is

taken, but one that also uses these scores as features or as a
criterion for choosing a label.

B. Link prediction for paths based on node attributes

The approach adopted in this paper makes use of Con-
ditional Random Fields. Therefore, their origin is briefly
examined here and an introduction is given.

a) Markov chain: First, a simple Markov chain of order
n is considered. The idea is to be able to calculate the
probability of future states occurring. The order indicates on
how many previous states the next one depends. In a first-order
Markov process, the next state depends only on the current
state. At the beginning, the system is in the initial state. [19]

Definition IV.1. A Markov process is understood to be a tuple
(S,A, δ). Here S describes the finite set of states, A the set
of possible actions, and δ the state transition function. [19]

For each pair (st, at) with st ∈ S, at ∈ A the state st
transitions via δ(st, at) to the state st+1. The transitions in
this case are usually given in probabilities. The choice of
action depends on the current state and can be represented
as a function π : S → A; π(st) = at . It is also called a
strategy. [19]

b) Hidden Markov models: Hidden Markov models are
used to represent probability distributions over sequences of
observations. A distinction is made between the observation
Xt and the state Zt at time t. The latter is hidden, hence the
name of the model. Here, as in the 1-step Markov chains, the
so-called Markov property is assumed: Zt at time t depends
only on Zt−1 at time t − 1. An example of this can be seen
in Figure 4. The time t need not be an explicit time and can
also be implicitly considered as a location within the sequence.
The overall probability distribution of a sequence of states and
observations can be expressed as an equation as follows:

P (Z1:N , X1:N ) = P (Z1)P (X1|Z1)
N�

t=2

P (Zt|Zt−1)P (Xt|Zt)

Since the states are hidden and only the observations are
considered, which in turn depend on the states, the probability
of an N-element sequence is represented by a product of
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Fig. 4. Example of a hidden Markov model: Zt describes the state and Xt the observation dependent on it at time t.

conditional probabilities. Moreover, except for the initial state,
each state depends on the previous one. [20], [21], [22]

According to [20], [21], there are five elements that char-
acterise a hidden Markov model:

• the number K of states that can be assumed in the model.
The states are represented as K × 1 vectors with binary
values such that the k-th state at time t takes the value 1
in the k-th row and 0 everywhere else.

• the number Ω of distinct observations that can be ob-
served in the model. Analogous to the states, an Ω × 1
vector is used.

• the state transition model A: This is also called the
state transition probability distribution and describes the
probability of changing from a state Zt−1,i to a state Zt,j

within one time step. Here i, j ∈ 1, ...,K. This can be
formulated as follows:

Ai,j = P (Zt,j = 1|Zt−1,i = 1)

Each row of A sums up to 1 in this case.
• the observation model B is an Ω×K matrix whose ele-

ments Bj,k give the probability of making the observation
Xt,k given the state Zt,j :

Bj,k = P (Xt = k|Zt = j)

• the initial state distribution π is a K × 1 vector with
πi = P (Z1,i=1).

The model is often abbreviated in literature as λ =
(A,B, π). [20], [21]

c) Markov Random Fields: Let G = (V,E) be an
undirected graph. The nodes v ∈ V correspond to the random
variables which can assume the states. Here, these depend only
on the states of the random variables u of their Markov cover
Bv := {u : (v, u) ∈ E}. This is expressed in the following
equation:

P (x1, ..., xn) =
1

Z

�

c∈C

Fc(xc)

Here C is the set of maximal cliques of the graph.
The functions F are non-negative and depend on the vari-
ables within a clique c. For normalisation, a function Z =�

x1,...,xn

�
c∈C Fc(xc) is used so that the distribution sums

up to 1 overall. [23]

d) Conditional Random Fields: Conditional Random
Fields are a special case of Markov Random Fields and belong
to the field of supervised learning. Instead of only considering
the probability for a label sequence y, here the probability of
a label sequence y, conditioned by an observation sequence
x, is determined:

P (y|x) = 1

Z(x)

�

c∈C

Fc(xc, yc),

Z(x) =
�

y∈Y

�
c ∈ CFc(xc, yc)

The normalisation function Z(x) now also depends on x.
In other literature, the definition of a (linear chain) Condi-

tional Random Field is the conditional probability

p(y1:n|x1,n) =
1

Z
exp

�
N�

n=1

F�

i=1

λifi (yn−1, zn, x1:N , n)

�
.

Within the exponential function, the first sum is over
n = 1, ..., N , which indicates the position of a word, or
here a node, within the sequence. The second sum iterates
the features fi weighted by the scalars λi, i = 1, ..., F .
The values for the weights must be given or learned by the
CRF model. They ensure that certain labels are preferred or
even avoided. [24] For a given sequence, several features
can be active at the same time, i.e., not equal to 0. This is
called overlapping features. This can happen because, unlike
in hidden Markov models, it is also possible to look at
subsequent or previous elements of the sequence. [24] To train,
fully labelled training sequences (x(1), y(1)), ..., (x(m), y(m))

are required, where x(i) = x
(i)
1:Ni

∀i ∈ 1, ...,m. Thus, the
conditional probability of the training data is maximised:

m�

j=1

log p
�
y(j)|x(j)

�

This is computed by default employing algorithms that use
the gradient descent method. [24]

To assess the quality of the prediction, the F1-score (also
balanced F-score or F-measure) is used. This can be regarded
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Fig. 5. The input path p consists of the nodes vi, i = 1, ..., n highlighted in
grey. The white nodes uj , j = 1, ...,m serve as labels of the nodes of p.

as a weighted average of the precision and the recall. The best
value is 1 and the worst value is 0. The formulas used for this
are:

F1 = 2 · Precision · Recall
Precision + Recall

,

Precision =
TPR

APR
,

and:

Recall =
TPR

APS
.

Here TPR means true positive results, APR means all posi-
tive results and APS are all samples that should have been
identified as positive.

e) Learning Paths: Link prediction is used to predict
possible, initially non-existent edges for the previously con-
structed graph. For this purpose, the graph is imported from
Neo4j into Python via the py2neo library5. Then, using a query,
paths are read in from the graph to be used as input for
the conditional random fields and link prediction. The paths
are converted to NER-compatible (named entity recognition)
form. Thus, a path p is considered first. Then, for each node v
contained in p, all neighbouring nodes u ∈ Γ(v) are taken as
possible labels. Thus, each node can be used both as a node
of a path and as a label for other nodes, see Figure 5.

In the next section, we describe and evaluate different
scenarios.

C. Creating one-node paths

The simplest form offers a path of length one, i.e. a single
node and its direct neighbourhood. For this purpose, these one-
node paths are read from the graph. It is specified which node
type is considered, e.g. patients or images. Then a graph query
is used to find the direct neighbourhood Γ(v) of these nodes
v ∈ G and Γ is stored as a set of labels l(v) for v. Since
the CRF library can only assign one label to each node v at
a time, criteria must be used for selection. For this purpose,
section IV-A is used here to select nodes with, for example,

5see https://py2neo.org/2021.1/

TABLE I
EXCERPT FROM THE OUTPUT OF QUERY Q1. THE TERM SCORE REFERS TO

THE VALUE CALCULATED FOR THE NODE AND ITS LABEL BY NEO4J’S
COMMON NEIGHBOURS ALGORITHM.

patientNode labelNode score
CT-Training-BE001 SPIE-AAPM Lung CT Challenge 251.0
CT-Training-BE001 1.2.840.113704.1.111.2112.1167842143.1 2.0

CT-Training-BE001g Patient_Study 2.0
CT-Training-BE001 073Y 1.0
CT-Training-BE001 1-001.dcm 1.0

...

the highest score in one of the link prediction algorithms
available in Neo4j. Later, alphabetical sorting is also given as
an alternative. The choice of the method for probing the labels
on the one hand influences the result and on the other hand
also the runtime of the queries. First, single patient nodes are
considered. As their label the neighbour with the highest score
first at Common Neighbours and then at Total Neighbours
is chosen. Afterwards we consider two other nodes, namely
General Image and Date. The queries used for this are
the following (Since some queries did not terminate they are
left out):
(Q1) MATCH (p:Patient)-[]-(a) RETURN p.nodeUID
as patientNode, a.nodeUID as labelNode,
gds.alpha.linkprediction.commonNeighbors(p,a)
AS score ORDER BY p.nodeUID,score
DESC,a.nodeUID
(Q2) MATCH (p:Patient)-[]-(a) RETURN p.nodeUID
as patientNode, a.nodeUID as labelNode,
gds.alpha.linkprediction.totalNeighbors(p,a)
AS score ORDER BY p.nodeUID,score,a.nodeUID
(Q4) MATCH (p:General_Image)-[]-(a) RETURN
p.nodeUID as imageNode, a.nodeUID as labelNode
ORDER BY p.nodeUID,a.nodeUID
(Q5) MATCH (p:Date)-[]-(a) RETURN p.nodeUID
as dateNode, a.nodeUID as labelNode ORDER BY
p.nodeUID,a.nodeUID

See table I for an example output for query Q1. The
algorithm we use for applying the CRFs to the paths from
the graph consists of the following steps:

Algorithm 1 INTEROPERABLE-DATA

Require: Graph G in Neo4j
Ensure: Label prediction, Measurement of prediction success

1: readNodePathsFromGraph(G)
2: splitValidationAndTrainingData()
3: for all P in AP:
4: assignFeaturesToNodesInPaths(N(P))
5: assignLabelsToNodes(N(P))
6: trainUsingCRFs(AP)
7: evaluateResultByComparingToValidationData()
8: return predictionVector, F1-Score, Precision, Recall

Here N(P) denotes the set of nodes in path P while AP
denotes the set of all paths read from the graph. The set of
output values consists of a prediction vector as well as the F1
score, the precision and recall.
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TABLE II
DETAILS FOR QUERY Q1

node precision recall f1-score support
SPIE-AAPM Lung CT Chall... 1.0000 1.0000 1.0000 14
accuracy 1.0000 14
macro avg 1.0000 1.0000 1.0000 14
weighted avg 1.0000 1.0000 1.0000 14

V. EVALUATION

A. Runtime

This subsection deals with the consideration of the
achieved runtimes of the link prediction programmes. First,
the runtime result of the queries Q1 - Q5 is presented.
Within the programme, times are measured for all individ-
ual sections. The problematic part of the programme is the
sent2features() method. For illustration the runtime of
the time-relevant parts is shown in Figure 6. All other parts
of the programme have a negligible very small runtime. This
is especially evident for Q4. In this query, the General
Image node is in the centre, which compared to other nodes
such as Patient has already got a lot of neighbours due
to the structure of the graph. The runtime, which is almost
completely generated by sent2features(), amounts to a
total of slightly less than 11 hours.

B. Quality

The first attempts at link prediction are carried out with
single-node paths. Here the focus is initially on the patient. For
Q1 link prediction shows the association of the data with the
associated study SPIE-AAPM Lung CT Challenge. In this case
a F1-score of 1 is obtained. This prediction is very accurate,
however this is not surprising given the data. The patient node
has a very limited type and number of neighbours. Sorting by
number of common neighbours leaves only the source. This
is also reflected in the detailed look at the labels, as can be
seen in Table II.

In these tables, available labels are shown under the heading
node. Precision, recall and the F1-score are shown to the right.
The value at support indicates the frequency of the find. The
opposite results are obtained for sorting by Total Neighbours.
Here a F1-score of 0 is obtained. Thus, the prediction has
completely failed here. The result can be seen in Table III.
Again, the actual result is not surprising considering the data.
The patients have different ages and due to the small group
of individuals, clustering is unlikely.

The penultimate one-node path query is Q4. Here labels for
the node General Image are being examined. The label
selection is based on alphabetical order. From a biological
point of view, a different weighting may be more appropriate,
but several methods of label selection should be tried for sci-
entific reasons. For Q4, a nominally very good value of 0.7737
was obtained for the F1-score. The detailed consideration of
the result is presented in excerpts in Table IV. It shows that
different labels were selected for the images in the prediction,
with priority given to the label -1024. For the last query Q5

TABLE III
DETAILS FOR QUERY Q2

node precision recall f1-score support
1-414.dcm 1.0000 1.0000 1.0000 0.0
1.2.840.113704.... 1.0000 1.0000 1.0000 0.0
... ...
060Y 1.0000 0.0000 0.0000 2.0
061Y 1.0000 0.0000 0.0000 1.0
063Y 1.0000 1.0000 1.0000 0.0
... ...
accuracy 0.0000 0.0000 0.0000 8.0
macro avg 0.9730 0.8108 0.7838 8.0
weighted avg 1.0000 0.0000 0.0000 8.0

TABLE IV
DETAILS FOR QUERY Q4

node precision recall f1-score support
-0.10 1.0000 1.0000 1.0000 0
... ...
-100.70 1.0000 1.0000 1.0000 0
-1000 1.0000 0.0000 0.0000 653
-1000.00 1.0000 1.0000 1.0000 0
... ...
-1024 0.8417 1.0000 0.9141 3786
accuracy 0.8417 0.8464 0.8441 4473
macro avg 0.9988 0.7664 0.7658 4473
weighted avg 0.8660 0.8464 0.7737 4473

there is only a limited set of available nodes and edges of
the graph due to the node selection and the given data. The
programme nominally returns a very high value with an F1-
score of 0.9819. The label predicted for the node Date is
SOP_Common. The values of precision and recall compared
to the F1-score are shown for the queries Q1 - Q5 in Figure 7
and Figure 8. The former relates precision and recall to each
other. The contour lines provide a visual impression of the
corresponding F1-score. The latter shows the three values for
precision, recall and F1-score side by side,

VI. CONCLUSION AND OUTLOOK

Our studies pursued several goals. The first and second
were to create a feasible data representation schema capable
of handling clinical imaging data in a knowledge graph and
the generic approach for importing imaging data into a graph.
Neo4j provides an easy way to import large amounts of data
with bulk import and we provide the source code of our
solution online. This can be individually configured by the user
with the help of the script presented here and the associated
configuration file. The design of the graph can be very much
defined by the user. For the combination with already existing
graphs and data systems an interface can be formed with few
lines of code. To do so, only the possibly overlapping node
types have to be identified. The corresponding CSV files of
the programme presented here can be read in a subsequent
programme and the node IDs can be stored in sets. Thus, our
solution could also be integrated in analysis workflows, for
example utilising text mining.

The third goal was to present a novel approach for link
prediction utilising graph structures and applying NER and
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Fig. 6. Average runtime (in seconds) of the relevant parts of the queries Q1 - Q5.

Fig. 7. Precision recall diagram for queries Q1 - Q5.

Fig. 8. Comparison of precision, recall and F1-score of queries Q1 - Q5.
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CRFs to paths from a graph. For single-node paths, excellent
results were obtained for the selected nodes. But we could
also show the importance of data management and further
research on link prediction using graph structures. For Q1 we
could provide trivial results and this clearly underlines the need
for data literacy, understanding the structures is essential. Our
proposed approach also states the importance of an evaluation
with state-of-the art graph embedding technologies to prove
the advantage of keeping graph structures for AI approaches
on graphs as [16] proposed.

The next step would be considering multi-node paths which
will show an increasing runtime for large data sets. Querying
features from the graph in our experimental setting turned out
to be very time consuming and scales accordingly with the
amount of data. The second problem is the increasing runtime
for machine learning as the number of nodes used in the
input path grows. At the same time, the requirements for the
available main memory also increase enormously. However,
both are related not only to the length of the input path,
but also to the local environment of the paths. We assume
that sparsely populated locations of the graph allow better
predictions and provide faster results.

While our proof of concept is both functional and generic,
extending the knowledge graph, e.g. with data from text
mining on scientific documents, is feasible and just a matter of
modelling connectors to the relevant sources since the software
is prepared for running in a workflow.
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 Abstract4This paper reports on the evaluation of Deep Learn-

ing  (DL)  transformer  architecture  models  for  Named-Entity

Recognition (NER) on ten low-resourced South African (SA)

languages. In addition, these DL transformer models were com-

pared to other Neural Network and Machine Learning (ML)

NER models. The findings show that transformer models sub-

stantially  improve  performance  when  applying  discrete  fine-

tuning  parameters  per  language.  Furthermore,  fine-tuned

transformer models outperform other neural network and ma-

chine learning models on NER with the low-resourced SA lan-

guages.  For  example,  the  transformer  models  obtained  the

highest F-scores for six of the ten SA languages and the highest

average F-score surpassing the Conditional Random Fields ML

model.  Practical  implications include developing high-perfor-

mance NER capability with less effort and resource costs, po-

tentially  improving downstream NLP tasks such as  Machine

Translation  (MT).  Therefore,  the  application  of  DL  trans-

former  architecture  models  for  NLP  NER  sequence  tagging

tasks on low-resourced SA languages is viable.  Additional re-

search could evaluate the more recent transformer architecture

models on other Natural Language Processing tasks and appli-

cations, such as Phrase chunking, MT, and Part-of-Speech tag-

ging.

Index   Terms4Named-Entity  Recognition,  Natural  Language

Processing, Neural Networks, Sequence Tagging, XLM-R, Ma-

chine Learning, Transformer Models.

I. INTRODUCTION

ATURAL Language Processing (NLP) which has been

in existence for more than 70 years, is a branch of Arti-

ficial  Intelligence [7].  NLP uses  computational techniques

for  the  analysis  and  representation  of  naturally  occurring

texts to achieve human-like language processing for various

applications and tasks.  Machine Translation (MT) was the

first computer-based NLP application [7]. Thereafter, appli-

cations utilizing NLP such as Information Retrieval, Infor-

mation Extraction (IE), and Question-Answering (QA) were

introduced [7]. These IE applications include sequence tag-

ging  tasks  such  as  Named-Entity  Recognition  (NER)  and

Part-of-Speech (POS) tagging.

N

NER is a task that processes natural language, classifying

and  grouping,  for  example,  words  into  categories  (also

known as phrase types) [20]. With the advent of big data and

large datasets, classifying natural language in these datasets

has become increasingly important. For example, organiza-

 This work is based on the research supported by the National Research

Foundation of South Africa (Grant Number 138325).

tions are able to  apply NER in customer support,  content

classification, and search and recommendation engines [21].

Furthermore, NER findings may be transferred to other NLP

tasks such as MT, automatic text summarization, and knowl-

edge base construction [20]. Lack of data severely impedes

performance  on  NER  tasks  with  low-resourced  lan-

guages [20].

Recently, within NLP research, the use of Neural Network

(NN) architectures, also referred to as Deep Learning (DL)

architectures, has generated state-of-the-art results for MT,

IE, and QA tasks [2], [8]. NN has seen several additions in

the past few decades, from Convolutional Neural Networks

(CNN)  and  Recurrent  Neural  Networks  (RNN)  to  Trans-

former  architectures  [3],  [4],  [8].  CNN  is  an  extensively

studied  DL architecture  inspired  by  the  visual  perception

mechanisms of living creatures [11]. RNN is concerned with

sequential data that display correlations between data points

within  a  time  sequence  [12].  Transformers  are  prominent

NN  architectures  in  NLP  research,  surpassing  RNN  and

CNN in model performance [13].

Transformers facilitate the creation of high-capacity mod-

els that are pre-trained on large corpora. These transformers

capture long-range sequence features that facilitate parallel

training,  and the  pre-trained models  are  easily  adapted to

specific  tasks  with  good performance [13].  XLM-Roberta

(XLM-R) is  a  recent  transformer  model  that  has  reported

state-of-the-art results for NLP tasks and applications, such

as NER, POS tagging, phrase chunking, and MT [2], [9].

NLP  sequence  tagging  tasks  such  as  NER  and  POS

tagging have been extensively researched [1]-[7], [9], [10].

However,  within the past  few years,  new DL transformer

architecture  models  such  as  XLM-R,  Multilingual

Bidirectional  Encoder  Representations  from  Transformers

(M-BERT),  and  Cross-Lingual  Language  Model  (XLM)

lower the time needed to train large datasets through greater

parallelization. This allows low-resourced languages to be

trained and tested with less effort and resource costs while

achieving state-of-the-art results for sequence tagging tasks

[1], [2], [9]. M-BERT, a single language model pre-trained

from  monolingual  corpora,  performs  cross-lingual

generalization  very  well  [14].  Furthermore,  M-BERT  is

capable of  capturing multilingual representations [14].  On

the  other  hand,  XLM  pre-training  has  led  to  solid
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improvements in NLP benchmarks [15]. Additionally, XLM 

models have contributed to significant improvements in NLP 

studies involving low-resourced languages [15]. These 

transformer models are usually trained on very large corpora 

with datasets that are terabytes (TB) in size. 

II. BACKGROUND 

A recent study by [1] researched whether NN9s are viable 

for NLP sequence tagging (POS tagging and NER) and 

sequence-to-sequence (Lemmatization and Compound 

Analysis) tasks for resource-scarce languages. These 

resource-scarce languages are ten of the 11 official South 

African (SA) languages, with English being excluded. The 

languages are considered low-resourced, with Afrikaans (af) 

being the more resourced of the ten [1], [10]. This recent 

study compared two Bidirectional Long Short-Term Memory 

with Auxiliary Loss (bi-LSTM-aux) NN models to a baseline 

Conditional Random Fields (CRF) model. The annotated 

data used for the experiments are derived from the National 

Centre for Human Language Technology (NCHLT) text 

project. The results suggest that NN architectures such as bi-

LSTM-aux are viable for sequence tagging tasks for most SA 

languages [1]. However, within the study by [1], NN9s did 

not outperform the CRF Machine Learning (ML) baseline 

NER model. Rather the CRF model performed better on 

NER than the bi-LSTM-aux models. Loubser and 

Puttkammer [1], therefore, advised further studies to be 

conducted using NN transformer models on resource-scarce 

SA languages. Additionally, because of the considerable 

variation in performance per language during their study, [1] 

suggests conducting further research on the variation in 

performance per language.  

Similarly, a previous study by [18] evaluated XLM-R 

transformer models for NER on low-resourced languages. 

However, the fine-tuning of the transformer models was at 

the model level and not the language level. In other words, a 

transformer model was fined-tuned on, for example, the 

Afrikaans (af) language. Thereafter, the model with the fine-

tuned parameters for the Afrikaans (af) language was applied 

to the other remaining nine SA languages. The reason for 

this decision was due to resource capacity constraints. As a 

result, the study by [18] produced only a couple higher F-

scores than the CRF and bi-LSTM-aux baseline models. 

Albeit, the CRF model retained the highest average F-score 

for the ten languages.  

For this reason, this study builds upon these previous 

studies by evaluating the performance of DL transformer 

architecture for NER on low-resourced languages with fine-

tuning of the model applied at the language level. Therefore, 

the purpose of this study is to evaluate the performance of 

the NLP NER sequential task using two XLM-R transformer 

models applying fine-tuning to each model and language 

combination. In addition, the experiment results are 

compared to previous research findings. 

A. Research Hypotheses 

H1 3 There is a performance improvement for NER on the 

low-resourced SA languages using fine-tuned XLM-R 

transformer models. 

H2 3 Fine-tuned XLM-R transformer models outperform 

other neural network and machine learning models on NER 

with the low-resourced SA languages. 

B. Paper Layout 

The remainder of this paper comprises of the following 

sections: Sect. III provides information on the languages and 

datasets while Sect. IV presents the language model 

architectures. The experiment settings are presented in Sect. 

V. The results and a discussion of the research findings are 

provided in Sect. VI and Sect. VII respectively. Section VIII 

concludes the paper, providing practical implications, 

limitations of this study and recommendations for future 

research. 

III. LANGUAGES AND DATASETS 

As mentioned by [1], SA is a country with at least 35 

spoken languages. Of those languages, 11 are granted 

official status. The 11 languages can further be broken up 

into three distinct groups. The two West-Germanic 

languages, English and Afrikaans (af). Five disjunctive 

languages, Tshivenda (ve), Xitsonga (ts), Sesotho (st), 

Sepedi (nso) and Setswana (tn) and four conjunctive 

languages, isiZulu (zu), isiXhosa (xh), isiNdebele (nr) and 

Siswati (ss). A difference between SA disjunctive and 

conjunctive languages is the former has more words per 

sentence than the latter. Therefore, disjunctive languages 

have a higher token count than conjunctive languages. For 

further details on conjunctive and disjunctive languages and 

examples thereof, see [1]. 

The datasets for the ten evaluated languages are available 

from the South African Centre for Digital Language 

Resources online repository (https://repo.sadilar.org/). These 

annotated datasets are part of the NCHLT Text Resource 

Development Project, developed by the Centre for Text 

Technology (CTexT, North-West University, South Africa) 

with contributions by the SA Department of Arts and 

Culture. The annotated data is tokenized into five phrase 

types. These five phrase types are: 

1. LOC - Location 

2. MISC - Miscellaneous 

3. ORG - Organization 

4. OUT - not considered part of any named-entity 

5. PER - Person 

The LOC, ORG and PER phrase types are entity names 

and are the main named entity category used in this study. 

The MISC phrase type as explained by [10] are for phrase 

types that form part of either the number expressions or 

temporal named entity categories so as not to lose the 

opportunity to annotate the data, which can be further 

annotated in the future [10].  
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It is important to note that this annotated data is the same 

dataset used by the previous studies [1], [10], [18]. However, 

the studies by [10] and [18] clearly indicates the inclusion of 

the MISC phrase type whereas, the study by [1] does not.  

The previous studies made use of the CoNLL-2003 shared 

task protocol for data tagging [19]. Additionally, the named 

entities are further annotated with the beginning [B], inside 

[I], and outside [O] labelling scheme, which is posited to be 

ideal for sequence tagging training [10]. 

The datasets consist of SA government domain corpora. 

Therefore, the SA government domain corpora are used to 

do the experiments and comparisons. Eiselen [10] provides 

further details on the annotated corpora. 

IV. LANGUAGE MODEL ARCHITECTURES 

A. XLM-R 

XLM-Roberta (XLM-R) is a transformer-based 

multilingual masked language model [2]. This language 

model trained on 100 languages uses 2.5 TB of 

CommonCrawl (CC) data [2]. From the 100 languages used 

by the XLM-R multilingual masked language model, it is 

noted that Afrikaans (af) and isiXhosa (xh) are included in 

the pre-training. 

As indicated by [2], the benefit of this model is training 

the XLM-R model on cleaned CC data increases the amount 

of data for low-resourced languages. Further, because the 

XLM-R multilingual model is pre-trained on many 

languages, low-resourced languages improve performance 

due to positive transfer [2]. 

The study by [2] reports the state-of-the-art XLM-R model 

performs better than other NN models such as mBERT and 

XLM on QA, classification, and sequence labelling. For this 

research study, two transformer models are used for NER 

evaluation. The XLM-RBase NN model and the XLM-RLarge 

NN model. The XLM-RBase model has 12 layers, 768 hidden 

states, 12 attention heads, 250 thousand vocabulary size, and 

270 million parameters. The XLM-RLarge model has 24 

layers, 1024 hidden states, 16 attention heads, 250 thousand 

vocabulary size, and 550 million parameters [2]. Both pre-

trained models are publicly available (https://bit.ly/xlm-

rbase, https://bit.ly/xlm-rlarge).  

These pre-trained models (XLM-RBase and XLM-RLarge), as 

mentioned in Sect. I allow low-resourced languages to be 

trained and tested with fewer resource costs and effort. 

Therefore, they were fed into this study9s DL transformer 

architecture NER model as part of the NER evaluation 

process. The model was developed with the Python 

programming language, the PyTorch ML framework, the 

Facebook AI Research Sequence-to-Sequence Toolkit 

(written in Python), and the PyTorch Transformers library. 

The developed model incorporated the AdamW PyTorch 

algorithm (optimizer) with warm-up scheduling was trained, 

validated and then evaluated on the test data. Section V 

discusses the model9s experimental settings. 

B. CRF 

Conditional Random Fields (CRF) is used for building 

probabilistic models for segmentation and labelling of 

sequence data [5]. CRF as ML models are simple, yet, 

successfully used for NLP sequence tagging tasks, such as 

NER and POS tagging [4]. Before the use of CRF, Hidden 

Markov Models (HMM) and stochastic grammars were 

widely used probabilistic models for tagging tasks [5]. The 

benefit of using CRF as a sequence modelling framework is 

it addresses label biases much better than HMM [5]. 

Additionally, CRF also provides for better stochastic 

context-free grammar generalization. More information on 

the CRF ML model is provided by [5]. 

Eiselen [10] used a CRF ML model for NER on the ten 

low-resourced SA languages, and [1] included this model as 

the baseline to compare their two bi-LSTM-aux NN 

architecture models. Loubser and Puttkammer9s [1] findings 

show that the bi-LSTM-aux models were almost on par with 

the CRF model, meaning that the NN models did not 

outperform the ML model. For this reason, this study 

includes the CRF model as it would be good to compare the 

DL models with ML models that consistently performs well 

on NLP sequence tasks. The code for this model is publicly 

available (https://taku910.github.io/crfpp). 

C. bi-LSTM-aux 

Bidirectional Long Short-Term Memory with Auxiliary 

Loss (bi-LSTM-aux) NN models have been reported as 

successful with NLP sequence modelling tasks [3]. 

Modelling tasks include POS tagging, NER, sentiment 

analysis, and dependency parsing [3]. While both LSTM and 

bi-LSTM models are classified as RNN, bi-LSTMs 

implement a backward and forward pass through the 

sequence before proceeding to the next layer within the 

network [3]. The inclusion of the auxiliary loss function in 

the model is to help improve performance gains for rare 

words used within the corpora [3]. The bi-LSTM-aux model 

was trained on 22 languages, using polyglot embeddings, and 

data obtained from the Universal Dependencies project [3]. 

Additional details on the model are obtainable from [3]. The 

findings from the study by [3] using their novel bi-LSTM-

aux model for POS tagging suggests that the model is as 

effective as HMM and CRF tagging models. Loubser and 

Puttkammer [1] used bi-LSTM-aux and bi-LSTM-aux with 

embeddings model variations for their study. The code for 

these models is publicly available 

(https://github.com/bplank/bilstm-aux). 

V. EXPERIMENTAL SETTINGS 

The experimental settings for the XLM-RBase and XLM-

RLarge models are described next, followed by the evaluation 

metrics and the corpora descriptive statistics. 
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A. XLM-R Settings 

The training, validation, and test dataset split was 80%, 

10%, and 10%, respectively. Table I provides the fine-tuned 

parameters at the model and language level while the shared 

settings across the models and languages are as follows: 

¯ Gradient accumulation steps: 4 

¯ Maximum sequence length: 128 

¯ Training batch size: 32 

¯ Training epochs: 10 

B. Evaluation Metrics 

Precision, Recall and F-score are evaluation metrics used 

for text classification tasks, such as NER. These metrics are 

used to measure the model9s performance during the 

experiments. The formulas for these metrics leave out the 

correct classification of true negatives (tn) and false 

negatives (fn), referred to as negative examples, with greater 

importance placed on the correct classification of positive 

examples such as true positives (tp) and false positives (fp) 

[16]. For example, correctly classified spam emails (tp) are 

more important than correctly classified non-spam emails 

(tn). In addition, multi-class classification was used for the 

research experiments to classify a token into a discrete class 

from three or more classes. The metric9s macro-averages 

were used for evaluation and comparison. Macro-averaging 

(M) treats classes equally, while micro-averaging (µ) favors 

bigger classes [16]. Each evaluation metric and its formula 

as described by [16] are listed below. 

PrecisionM: <the number of correctly classified positive 

examples divided by the number of examples labeled by the 

system as positive= (1). 

 

                                                                        (1) 

           

RecallM: <the number of correctly classified positive 

examples divided by the number of positive examples in 

the data= (2). 

(2) 

 

 

FscoreM: <a combination of the above= (3). 

(3) 

 

 

C. Corpora Descriptive Statistics 

Table II provides descriptive statistics for the language9s 
training data. As mentioned earlier, disjunctive languages 

have a higher token count than conjunctive languages. 

Albeit, the unique phrase type and named entity count for 

conjunctive languages are, on average, higher than the 

disjunctive languages. 

VI. RESULTS 

Fig. 1 depicts the precision scores for the ten low-

resourced SA languages under the five NER models. The 

Afrikaans (af) language has the highest precision score with 

81.74% for the XLM-RLarge model, while the Sesotho (st) 

language has the lowest precision score of 50.31% for the bi-

LSTM-aux emb model. Table III displays the precision 

scores of the two XLM-R transformer models compared to 

 ��ÿ��ÿ + �ÿÿýÿ=1 ý  

 ý2
+ 1 ÿÿÿýÿ�ÿ�ÿýýÿýÿýýýý2 ÿÿÿýÿ�ÿ�ÿý + ýÿýÿýýý  

TABLE I. 

FINE-TUNED PARAMETERS PER LANGUAGE AND MODEL COMBINATION 

Language Model Learning 

Rate 

Warmup 

Proportion 

Dropout 

Afrikaans 

(af) 

Base 6e-5 0.0 0.0 

Large 6e-5 0.0 0.2 

isiNdebele 

(nr) 

Base 6e-5 0.0 0.0 

Large 6e-5 0.0 0.0 

isiXhosa (xh) Base 6e-5 0.0 0.2 

Large 6e-5 0.1 0.2 

isiZulu (zu) Base 6e-5 0.1 0.2 

Large 6e-5 0.0 0.2 

Sepedi (nso) Base 7e-5 0.1 0.3 

Large 7e-5 0.1 0.3 

Sesotho (st) Base 6e-5 0.0 0.2 

Large 6e-5 0.1 0.2 

Setswana (tn) Base 6e-5 0.1 0.3 

Large 6e-5 0.0 0.0 

Siswati (ss) Base 6e-5 0.0 0.2 

Large 6e-5 0.0 0.2 

Tshivenda 

(ve) 

Base 6e-5 0.0 0.2 

Large 6e-5 0.0 0.2 

Xitsonga (ts) Base 6e-5 0.0 0.2 

Large 6e-5 0.0 0.0 

TABLE II. 

THE TEN LANGUAGES TRAINING DATA DESCRIPTIVE STATISTICS 

Language Writing 

System 

Tokens Phrase 

Types 

Named 

Entities 

af Mixed 184 005 22 693 21 100 

nr Conjunctive 129 577 38 852 25 030 

xh Conjunctive 96 877 33 951 15 185 

zu Conjunctive 161 497 50 114 25 216 

nso Disjunctive 161 161 17 646 19 163 

st Disjunctive 215 655 18 411 19 211 

tn Disjunctive 185 433 17 670 18 993 

ss Conjunctive 140 783 42 111 21 403 

ve Disjunctive 188 399 15 947 14 119 

ts Disjunctive 214 835 17 904 24 376 
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models used by [1] and [10]. The XLM-R models share five 

of the ten highest precision scores, with the highest average 

score belonging to the CRF model with 75.64%. The bold 

scores in Tables III, IV, V and VI show the highest 

evaluation metric score for each language and the model 

with the highest average score. 
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Fig.  1 The precision % for the 10 low-resourced SA languages visual 

representation 

 

 Fig. 2 depicts the recall scores for the ten SA languages 

under the five NER models. As with the precision evaluation 

metric, the Afrikaans (af) language has the highest recall 

scores for three of the five models, with an 87.07% for the 

XLM-RLarge model. Sesotho (st) has the lowest recall score of 

55.56% for the bi-LSTM-aux model. Table IV displays the 

recall scores for the ten low-resourced SA languages. The 

XLM-R models share the highest recall scores for seven of 

the ten languages, with the highest average score belonging 

to the XLM-RBase model with 76.34%. 
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Fig.  2 The recall % for the 10 low-resourced SA languages visual 

representation 

  

Fig. 3 depicts the F-scores for the ten languages under the 

five NER models. The Afrikaans (af) language has the 

highest F-scores for three of the five models, with 84.25% 

for the XLM-RLarge model. Sesotho (st) has the lowest F-

score of 53.77% for the bi-LSTM-aux emb model. Table V 

displays the F-score comparison. The XLM-R models 

produced the highest F-scores for six of the ten languages, 

with the highest average score belonging to the XLM-RBase 

model with 73.64%. 
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Fig.  3 The F-score % for the 10 low-resourced SA languages visual 

representation 

VII. DISCUSSION 

This section discusses the research findings concerning 

hypotheses testing. The first alternate hypothesis is accepted 

or rejected based on the XLM-R transformer model9s 
performance using the three-evaluation metrics. The second 

hypothesis is accepted or rejected based on the XLM-R 

transformer model9s performance compared to the CRF and 

bi-LSTM-aux models used in previous SA NER studies. 

H1 3 There is a performance improvement for NER on the 

low-resourced SA languages using fine-tuned XLM-R 

transformer models. 

The XLM-RLarge and XLM-RBase transformer models 

produced F-scores that ranged from 53.77% for the Sesotho 

(st) language to 84.25% for the Afrikaans (af) language. In 

addition, many of the models recall scores were greater than 

75% whereas, the precision scores were averaging at 70%. 

Remember, in this instance, the recall metric emphasizes the 

average per-named-entity effectiveness of the classifier to 

identify named entities, and the precision metric compares 

the alignment of the classifier9s average per-named-entities 

to the named entities in the data. All F-scores were above 

60% except the Sesotho (st) language, which for both XLM-

R models were below 60%.  

A previous study by [18] was only able to achieve F-

scores of 39% for the Sesotho (st) language and proposed 

that using different hyper-parameter tuning (fine-tuning) and 

dataset splits could produce higher F-scores. Further, [18] 

also suggested that further studies could implement the 

transformer models with discrete fine-tuning parameters per 

language to produce higher F-scores. The findings of this 

study show that transformer models with discrete fine-tuning 

parameters per language generate higher F-scores (see Table 

VI). The fine-tuned transformer models produced an average 

F-score 6% higher than the previous transformer models. 
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TABLE V. 

THE F-SCORE % COMPARISON BETWEEN TRANSFORMER MODELS AND PREVIOUS SA LANGUAGE NER STUDIES 

F-score 

 CRF* bi-LSTM-aux** bi-LSTM-aux emb** XLM-RBase XLM-RLarge 

af 75.86% 75.85% 75.74% 83.47% 84.25% 

nr 75.10% 78.89% n/a*** 81.69% 76.44% 

xh 77.08% 71.52% 70.88% 68.85% 68.80% 

zu 69.93% 72.54% 73.87% 73.48% 73.17% 

nso 74.46% 77.74% 74.79% 79.82% 79.83% 

st 73.09% 54.40% 53.77% 58.78% 58.72% 

tn 78.06% 75.74% 74.07% 78.70% 79.54% 

ss 64.29% 70.72% 71.35% 74.91% 75.19% 

ve 73.43% 66.92% 65.41% 60.68% 61.99% 

ts 70.93% 71.88% 71.14% 76.03% 76.97% 

Average 73.22% 71.62% 70.11% 73.64% 73.49% 

* As reported by [10]. ** As reported by [1]. *** No embeddings were available for isiNdebele. 

 

TABLE III. 

THE PRECISION % COMPARISON BETWEEN TRANSFORMER MODELS AND PREVIOUS SA LANGUAGE NER STUDIES 

Precision 

 CRF* bi-LSTM-aux** bi-LSTM-aux emb** XLM-RBase XLM-RLarge 

af 78.59% 73.61% 73.41% 80.35% 81.74% 

nr 77.03% 78.58% n/a*** 80.74% 74.73% 

xh 78.60% 69.83% 69.08% 67.94% 68.46% 

zu 73.56% 72.43% 73.44% 71.26% 71.91% 

nso 76.12% 75.91% 72.14% 77.90% 77.75% 

st 76.17% 53.29% 50.31% 55.67% 55.62% 

tn 80.86% 74.14% 73.45% 76.58% 78.65% 

ss 69.03% 70.02% 69.93% 72.98% 72.84% 

ve 73.96% 67.97% 63.82% 58.85% 60.61% 

ts 72.48% 72.33% 71.03% 74.18% 75.15% 

Average 75.64% 70.81% 68.51% 71.64% 71.74% 

* As reported by [10]. ** As reported by [1]. *** No embeddings were available for isiNdebele.  

 

TABLE IV. 

THE RECALL % COMPARISON BETWEEN TRANSFORMER MODELS AND PREVIOUS SA LANGUAGE NER STUDIES 

Recall 

 CRF* bi-LSTM-aux** bi-LSTM-aux emb** XLM-RBase XLM-RLarge 

af 73.32% 78.23% 78.23% 86.89% 87.07% 

nr 73.26% 79.20% n/a*** 82.92% 78.27% 

xh 75.61% 73.30% 72.78% 71.05% 70.48% 

zu 66.64% 72.64% 74.32% 75.92% 74.58% 

nso 72.88% 79.66% 77.63% 81.85% 82.05% 

st 70.27% 55.56% 57.73% 65.04% 65.04% 

tn 75.47% 77.42% 74.71% 81.38% 80.74% 

ss 60.17% 71.44% 72.82% 77.20% 77.88% 

ve 72.92% 65.91% 67.09% 63.24% 64.22% 

ts 69.46% 71.44% 71.25% 77.99% 78.90% 

Average 71.00% 72.48% 71.84% 76.34% 75.92% 

* As reported by [10]. ** As reported by [1]. *** No embeddings were available for isiNdebele.  
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Therefore, the alternative hypothesis is accepted as there 

is a performance improvement on NER with the low-

resourced SA languages using fine-tuned XLM-R 

transformer models. It is important to note that the previous 

study by [18] was not included in the comparative analysis  

with previous SA NER studies because the experimental 

results were insignificant when compared to the average F-

scores of the [1] and [10] studies (see Table V).  

H2 3 Fine-tuned XLM-R transformer models outperform 

other neural network and machine learning models on NER 

with the low-resourced SA languages. 

The fine-tuned transformer models (see Table I) were also 

compared to the findings of previous studies. In particular, 

[10] used the CRF ML model to do NER sequence tagging 

on the ten resource-scarce SA languages. Furthermore, [1] 

implemented bi-LSTM-aux NN models both with and 

without embeddings on the same datasets. The comparative 

analysis reveals the performance improvement of 

implementing DL transformer architecture for NLP sequence 

tagging tasks such as NER. For example, when analyzing the 

F-scores, the XLM-R models have the highest F-scores for 

six of the ten languages, and the CRF model has three of the 

highest F-scores (see Table V). Meanwhile, the bi-LSTM-

aux models had only one of the highest F-scores (see Table 

V).  

This study's result is an improvement for NER research in 

the SA context because the previous studies by [1] and [18] 

could not outperform the CRF ML model implemented by 

[10] until now. Albeit, not all the SA languages are good 

candidates for DL architectures. For example, the isiXhosa 

(xh) and Tshivenda (ve) languages consistently 

underperform compared to the CRF ML model. 

Additionally, the comparative analysis identified the Sesotho 

(st) language as the lowest-performing language across the 

NN models, with an average F-score of 56%, making it an 

outlier and an unviable language for current DL architectures 

for NER. 

Therefore, the alternative hypothesis is accepted as fine-

tuned XLM-R transformer models outperform other neural 

network and machine learning models on NER with the low-

resourced SA languages (see Table V and Table VI). 

This study reveals that the fine-tuned XLM-R transformer 

models perform relatively well on low-resourced SA 

languages with NER sequence tagging. Noticeably, there is 

no distinct performance difference between disjunctive and 

conjunctive languages. In addition, Afrikaans (af) 

outperform the other languages using the transformer 

models. As mentioned earlier, the outlier is the Sesotho (st) 

language, with the CRF baseline model F-score being 14% 

more than the XLM-R models and 18% more than the bi-

LSTM-aux models. In confirmation with [18], including a 

language, such as isiXhosa (xh) during the transformer 

model pre-training does not guarantee good performance 

during evaluation.  

Further, [10] suggested excluding the MISC phrase type to 

determine whether recall can be improved upon, however, 

this study revealed that even with the inclusion of the MISC 

type, the transformer models increased the recall scores 

considerably. Nonetheless, this is not to say that re-

evaluation using an updated list of named entities will not 

produce higher metric scores. 

VIII. CONCLUSION 

This research reports on the implementation of Neural 

Network (NN) and Machine Learning (ML) models to 

evaluate Named-Entity Recognition (NER) sequence tagging 

on the ten low-resourced languages of South Africa (SA). 

The models were trained, validated, and tested using SA 

government domain corpora. Given the findings, the XLM-R 

transformer models performed better than the CRF and bi-

LSTM models on recall and F-score. The transformer 

models produced higher F-scores for six of the ten SA 

languages, while the CRF model had only three of the 

highest F-scores. The CRF remained dominant on precision, 

averaging around 75%.  

In addition, both the hypotheses were accepted (see 

Section VII). Firstly, using fine-tuned XLM-R transformer 

models improves performance on NER for low-resourced SA 

languages substantially. Secondly, fine-tuned XLM-R 

transformer models outperform other neural network and 

machine learning models on NER for the low-resourced SA 

languages. Therefore, NN transformer models are feasible 

for sequence tagging tasks, such as NER. 

The implications of this study for research and practice of 

NER using NN transformer models are that such models are 

not only viable for low-resourced languages but advisable 

given they require less effort and resource costs. 

Furthermore, this approach to NER tasks benefits other 

downstream NLP tasks and applications. These tasks and 

TABLE VI. 

THE F-SCORE % COMPARISON BETWEEN TRANSFORMER MODELS 

AND FINE-TUNED TRANSFORMER MODELS 

F-score 

 XLM-

RBase* 

XLM-

RLarge* 

XLM-

RBase 

XLM-

RLarge 

af 82.47% 84.25% 83.47% 84.25% 

nr 76.17% 75.60% 81.69% 76.44% 

xh 63.58% 64.68% 68.85% 68.80% 

zu 72.54% 73.17% 73.48% 73.17% 

nso 78.86% n/a** 79.82% 79.83% 

st 38.94% 39.48% 58.78% 58.72% 

tn 69.78% 71.91% 78.70% 79.54% 

ss 67.57% 68.34% 74.91% 75.19% 

ve 60.68% 61.99% 60.68% 61.99% 

ts 65.57% 66.12% 76.03% 76.97% 

Average 67.61% 67.28% 73.64% 73.49% 

* As reported by [18]. ** The model was unable to produce scores for 

Sepedi. 
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applications  include  question  answering,  machine  transla-

tion, and machine reading comprehension.

A limitation of this research is not evaluating the more re-

cent XLM-RXL and XLM-RXXL models on the NER se-

quence tagging task. Furthermore, the datasets could be re-

evaluated using an updated list of named entities.

Additional research could evaluate transformer models on

other NLP applications and tasks.  Further,  NLP tasks and

applications could be tested using a linear-complexity recur-

rent transformer variant and a frozen pre-trained transformer

model.
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Abstract—The fashion industry is characterised by the need
to make demand forecasts in advance and for highly volatile
products for which we often have no sales history at the time the
forecasts are made. For this reason, it is necessary to propose
forecast mechanisms that can cope with the given conditions.
Such forecasts can be based on expert predictions for generalized
product categories. In this case, the task of machine learning
forecasting methods would be to divide the aggregate prediction
into forecasts for individual products, in each colour and size.
In the paper, we present several approaches to this specific
task. We present the use of the naive method, custom nearest
neighbour approach, parametric linear mixed model and an
ensemble approach. Overall, the best results we obtained for
the ensemble method. Our research was based on real data from
fashion retail.

I. INTRODUCTION

DEMAND forecasting in the fashion industry is char-
acterised by specific conditions. In this industry, it is

necessary to be able to forecast for a long horizon in time.
This is because many products are ordered from other parts of
the world, where they are produced on a large scale. Products
must be ordered in advance so that the entire process of
production, delivery, promotion and distribution to shops in
different countries can take place on time.

On the other hand, fashion products are highly variable over
time. Rarely are products sold for several seasons. Most of
them appear on sale only in one sales season, which translates
into a very short sales history for a particular product. This
relates to natural seasonality due to changing seasons, but also
to trends that can vary significantly from one year to the next.

The combination of the need to order products in advance
and the volatility of the products being sold means, that we
have to make predictions of demand for products that mostly
have not previously been on sale. These are difficult conditions
for making forecasts. Sales forecasts could be made by experts
based on their domain knowledge, but such experts would

also have difficulty determining future sales of a particular
product, in a particular size and colour, each week of the
following season. Additionally, with many shops, this would
be a very time-consuming process. In this case, a good idea is
to use automated forecasting methods, which would be based
on statistical models or machine learning models.

The research described in this article dealt with the problem
of sales forecasting in the fashion industry. What is important,
in our research we obtained sales forecasts for product cate-
gories and our task was to build on these general predictions
the forecasts for individual products (described by specific
product type, colour and size). Sales forecasts were made on
weekly aggregates. Forecasts for individual categories were
provided to us by a business partner and are proprietary.
They are not the subject of this article. However, it should
be noted that the forecast data could be provided by an
expert. Making assumptions about aggregate sales within more
general product categories should be a more manageable and
less time-consuming task for an expert.

In this paper, we would like to present several approaches
to making demand forecast for the specific products from
fashion retail based on higher level forecasts. We present naive
method, custom nearest neighbour approach, parametric linear
mixed model and an ensemble approach.

II. RELATED WORK

Demand forecasts are the basis of most decisions in supply
chain management. Forecasting methods applied to this prob-
lem are based on both domain knowledge and historical data
analysis. In the former approach, the retailers knowledge is
utilised to develop demand prognosis. In the later approach
statistical and machine learning based methods are intensively
used [1]–[3].

Our research is focused on the data describing the de-
mand in a fashion sector. In this area, research on machine
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learning methods application were carried out. In the article
[4] the authors present the use of deep neural networks for
sales forecasting in fashion industry, especially forecasting
the sales of new fashion products. They compare the deep
learning approach with other algorithms e.g. Decision Trees,
Random Forest, Support Vector Regression, Artificial Neural
Networks and Linear Regression. The authors found deep
learning models to have good performance, however for some
metrics the models were not significantly better than some
simpler techniques. It shows that in this sector the simpler
and interpretable methods may obtain good results.

Pre-season forecasting in fashion retail was also discussed in
[5]. The authors point out, that the typical time-series methods
can be introduced for this problem, however in most cases the
retailers need to forecast new products, so in historical data
there is no time-series linked precisely to the forecast product.
It means that the retailers need to base on their intuition
and the historical data of similar products. The authors also
highlight the need for creating explainable forecasting models.
Because of explainability and interpretability, many stakehold-
ers still use a very simple and naive approach for forecasting
new products — averaging sales of similar products for the
new product. If AI method could be used in this sector it is
important to give explanation, how the decision was made.

The authors of [6] focus on fast fashion sales forecasting
where the data is limited and within limited time. The authors
propose a novel algorithm — Fast Fashion Forecasting (3F)
— which combines extreme learning machine (ELM) and the
grey model (GM). Extreme learning machine was also used for
fashion retailing forecasting in the [7]. In the aspect of Fast-
Moving Consumer Goods (FMCG), the authors of [8] showed
benefits of applying Machine Learning methods in creating
demand forecasting models.

III. PROBLEM STATEMENT

In our research, we were working with the specific problem
of forecasting demand for fashion products. From our business
partner, we obtained their forecasts of sale for pre-defined
categories of products. Our task was to divide these forecasts
to the forecasts for each separate product that belongs to
the category. A unique product is described by a unique
combination of attributes: product type, colour and size. The
most important requirement was to use provided forecasts, not
to create from scratch forecasts for each separate product. The
second important assumption was the horizon of the forecasts.
We were working with long-term predictions — forecasts had
to be made for 29 weeks ahead. Predictions were made for
weekly sale aggregates.

In the obtained dataset, we had real historical sale data from
a fashion brand with a shop chain. The dataset contained sale
data from January 2016 to November 2021. For the period
from April 2021 to November 2021, we got from our business
partner not only predictions for the whole category, but also
their predictions for unique products. Because of this, we
considered this part of a dataset as our test dataset, on which
the experiment’s result will be calculated. The data before

were our train dataset. In the data, we could observed strong
seasonality — big peaks of sales before summer. It should also
be noted that data contains sales from COVID-19 pandemic
and lock-downs connected with this phenomena. Figure 1
presents demand for an example product.
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Fig. 1. Demand of selected product

In the data preparation process we created new attributes,
that could be defined for new products, that would be in sale
many weeks ahead. Because of forecasting demand with a
long time-horizon, we couldn’t use data about weather or
information about sale from weeks just before the forecast
week. In our dataset, each observation described one week
of a sale of a specific product (a unique product described
by a unique combination of attributes: product type, colour
and size). Each week, for each product, was described by the
attributes listed below.

• Attributes connected with a product in sale: product type,
size, main colour and colour undertone.

• Attributes connected with time of a sale (describing the
week of an observation): week number, season, quarter of
a year, number of days to the closest event (Christmas,
Easter, national holiday, Valentine’s Day etc.), number
of days that passed from the closest event, number
of events/holidays that happened during the considered
week, number of events/holidays that happened during
three weeks — in the week under consideration, the
preceding week and following week, binary feature that
described if it is the last week of a year.

• Attributes connected with sale: number of sold units,
number of sold units within category, fraction of the sale
in a given category that account for the sale of the product
concerned.

• Attributes connected with trend and seasonality: we used
prophet tool [9] to decompose data from train dataset into
trend and seasonality for each product. Obtained results
were utilized for test dataset.

• ID attributes: product name, category name, date of a first
day from a considered week.

In our dataset, we didn’t have information about price or
planned promotions.
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IV. METHODS

In this chapter, we want to present some selected approaches
for breaking down the higher level forecasts (forecasts for one
category of products) into lower level forecasts (per product
forecasts). We present naive method, non-parametric custom
nearest neighbour approach, parametric linear mixed model
and an ensemble approach. The experiments were performed
using R and Python languages.

A. Naive

Firstly, we proposed a naive method of splitting the forecast
for the whole category into a forecast for the individual prod-
uct. This involved finding the weight by which the category
forecast was to be multiplied to produce the product forecast.

Suppose the forecast was made for the week n of year Y
for a selected product p. The product belongs to category c.
In such case, we looked up the sale of the product in week n
in the previous year (Y − 1). Then, we divided it by the total
sales in the category c in week n in the previous year. The
given fraction was the weight by which the forecast for the
category for week n of year Y was multiplied. The result is
the forecast for the product.

An extension of this proposed solution was to determine
weight based not only on the week the year before, but also
on its week preceding and the week following. This ensured
that the weights were averaged and minimized the impact of
outliers on the resulting forecast. The forecast for the product
was calculated as follows:

yp,n,Y =
1

3

13

i=−1

sp,n+i,Y−1

sc,n+i,Y−1
yc,n,Y (1)

where s means real sale, y is a forecast, p is a product, for
which we calculate the forecast, c is a category of a product, n
is a week number, Y is a year. For example, if the year before
the forecast week, sale of a product was 2% of total category
sale, while the week before it was 6%, and the following week
it was 7%, the final weight by which the forecast for the entire
category was multiplied was the average of these values —
0.05. A naive method with averaged weights was considered
in further stages of the work.

The presented naive approach has one big disadvantage —
it works only on a product with history of sale. The naive
method could be used for new products only with expert’s
help. The expert could indicate which product, with historical
sales, the new product is similar to. Then, we would assume,
that we could use the weight obtained from historical sale
of a similar product, to get the forecast for a new product.
However, we felt that it would be useful to focus on a solution
that would allow us to forecast the demand for new products,
with minimal expert involvement in the process.

B. Nearest neighbour (KNN)

As a more advanced forecasting procedure, we propose a
nearest neighbour (KNN) approach. This is a non-parametric
technique widely used in classification tasks, however we used

it as a method for finding similar observation from historical
data. This algorithm, given an input vector, calculates distance
(based on a chosen distance metric) to observations from
a training dataset. The one observation, whose conditional
attribute vector is most similar to the new feature vector, is
considered to be its nearest neighbour.

In this approach, we used the dataset described in sec-
tion III. In order to use some attributes in the KNN approach,
additional input data had to be provided. This situation has
occurred for "size" attribute. Our dataset included different
fashion products, e.g. shirts, bras and socks. These products
have different clothing sizes. In order to calculate distance
between different observations using the attribute "size", we
changed original sizes to numerical values based on our
training set, i.e. historical data. We divided the historical
dataset by size — a separate subset for each category of
products, which have different clothing sizes. Then, for each
of the sizes in the set, we determined the percentile values
within those subsets. That is, if we forecasted sales for socks
in size 36/38, we converted size 36/38 into the numerical value
— percentile that this size represented in the historical data.

Additional input data was also provided for attribute "prod-
uct type". This attribute had nominal values, that were iden-
tifiers of the fashion types — the values did not hold any
additional meaning. In order to calculate distance between
different product types, we proposed using product types
dissimilarity table. In our product types dissimilarity table,
we provided the distance between different product types. The
distance was equal to 0, if we calculated the distance between
products that had the same product type. The distance was
equal to 0.5, if we calculated the distance between products
that belonged to the same clothe category but are of different
product type, e.g. both products were shirts, but they were of
different type. The distance was equal to 1, if we calculated
the distance between products that belonged to different clothe
category, e.g. one product is a shirt and the other is socks.

In the KNN approach, we used the following attributes:
week, product type, size, main colour, colour undertone,
season, quarter of a year, number of days to the closest event,
number of days that passed from the closest event, number
of events/holidays that happened during the considered week,
number of events/holidays that happened during the week
under consideration, the preceding week and following week.

The schema of the proposed procedure is presented in
Figure 2. The KNN method is called with the parameter k=3.
This parameter value was selected from the set of values
k={1,2,3}, as the value giving the best model results.

It can be noted that this method is based on a similar
assumption as our naive method. In the naive approach, we
looked for the weight in the history of a given product exactly
one year before. In the KNN method, the weight is determined
in the same way — it is a fraction of the product’s sales to
sales in the entire category. The difference is that in the KNN
method, we refer to a week that did not necessarily occur
exactly one year earlier. Additionally, the nearest neighbour
(the nearest "week") may refer to historical data for a different

JOANNA HENZEL ET AL.: DEMAND FORECASTING IN THE FASHION BUSINESS 63



Fig. 2. The schema of the custom nearest neighbour procedure for obtaining
the forecasted demand of a product.

product than the one for which the forecast is made.

C. Linear mixed model (LMM)

Linear mixed models are an extension of simple linear
regression models and can be used for data with a hierar-
chical structure which is observed in fashion. These models
incorporate fixed and random effects:

yyy =XXXβββ +ZZZuuu+ εεε (2)

where yyy is a vector of outcome variable, XXX is a matrix of
predictors, βββ is a vector of fixed-effects regression coefficient,
ZZZ is a design matrix for random effects, uuu is a vector of
random effects and εεε is a vector of residuals [10].

In this approach, a model for each product group was
estimated with random effects defined by product, size, and
color. In groups where there was only one product, random
effects were estimated only for size and color. Due to strong
asymmetry of outcome variable (forecast weight) Box-Cox
transformation [11] was applied.

We assure that there are significant differences between
outcome variable and groups defined by product, size, and
color using ANOVA. The significance of random effects was
confirmed based on the permutation test.

As predictors in linear mixed models, we used attributes
connected with product in the sale, time of a sale, trend, and
seasonality (described in section III).

D. Ensemble approach

In the ensemble approach, we combined the results from
the non-parametric KNN method with the results from the
parametric linear mixed model. The forecast returned was the
average of forecasts provided by these two models.

V. RESULTS

In this section, we present results obtained using methods
described in section IV. We predicted demand for 7 categories
of products and aimed for a reduction of mean absolute error
(MAE) relative to baseline. Detailed results are presented in
table I.

TABLE I
MEAN ABSOLUTE ERROR OF PREDICTED DEMAND IN TEST DATASET

Product category Baseline Naive KNN LMM Ensemble
Category 1 3.23 3.77 3.67 3.52 3.59
Category 2 9.68 11.61 11.01 9.29 9.72
Category 3 6.86 7.04 7.12 6.96 6.71
Category 4 6.44 8.43 8.64 7.74 8.12
Category 5 20.23 17.48 20.33 21.09 19.77
Category 6 11.55 11.51 11.48 11.05 10.70
Category 7 4.17 4.70 4.46 4.04 4.07

For the second and seventh categories the best results were
obtained for LMM method. For categories third and sixth the
lowest errors were obtained for ensemble approach. In the
sixth category, we obtain gain in precision for all methods.
In the case of the seventh category, both LMM and ensemble
approaches have lower errors. For the fifth category also naive
approach performed better than the baseline. The first and
fourth categories were a little bit problematic because any
of the proposed methods do not perform better than baseline.
Overall, the biggest improvement is observed for the ensemble
methods because for 4 from 7 categories this approach gave
better results than the baseline.

In the next step, we tried to investigate what could be a
possible reason for such results. Figure 3 presents differences
between real and predicted demand for each method and
category.

We observed that the fourth and fifth categories were char-
acterized by a much lower number of observations compared
to the rest categories. The small sample size could be one of
the reasons why it was impossible to obtain a lower MAE
than the baseline result for the fourth category. In the case of
the fifth and sixth categories, we noticed a few outlier values
and a flattened distribution of these errors compared to other
categories. In the rest categories, the average of differences
between true and predicted demand is close to 0.

The last part of the study was the analysis of stability
over time. The Figure 4 shows differences between real
demand (bold black line) and forecasts obtained with different
approaches for one selected product.

In this particular case, the lowest MAE was obtained for
the LMM approach. We can observe that almost all methods
predicted lower than actual demand just before summer. The
best estimation in this period was observed for KNN method,
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Fig. 4. Differences between true and predicted demand for selected product

however it gives the biggest error in summer. Generally, the
proposed approaches underestimate seasonal peaks for all
products in our dataset.

VI. CONCLUSIONS AND FUTURE WORKS

Demand forecasting in the fashion business could be prob-
lematic due to short product history — in many cases, product
is sold for one season. In our case we have access to longer
time series nevertheless this data contains unexpected issues
connected with COVID-19 such as lock-downs and changing
habits of customers.

The proposed solution was based on the share of sale
estimation and multiplication of the result by the provided
forecast for the category. In almost all cases, utilized methods
gave better results than the baseline provided by our business

partner. However, it should be noted that in such an approach
we can highlight two sources of possible error — firstly at the
method level connected with historical data and predictions
and secondly at the category forecast level which differ from
real category demand.

Future works explore further the topic of demand forecast-
ing in various business cases: what to do in case of short
historical data or how to forecast demand for a totally new
products using existing data. We will also investigate other
statistical methods designed for this purpose and optimize
scope of conditional attributes used by techniques presented
in this work.
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Abstract—Recommender Systems are software tools and tech-
niques which aim at suggesting new items that may possibly
be of interest to a user. Context-Aware Recommender Systems
exploit contextual information to provide more adequate recom-
mendations. In this paper we described a modification of an
existing contextual post-filtering algorithm which uses rules-like
user representation called Contextual Conditional Preferences.
We extended the algorithm by taking into account rules quality
measures while recommending items to a user. We proved
that this modification increases the quality of recommendations,
measured with precision, recall and nDCG, and has no impact
on the execution time of the original algorithm.

I. INTRODUCTION

RECOMMENDER Systems (RS) were created as a re-
sponse to the information overload problem, which we

suffer from nowadays. These software tools and techniques
aim at suggesting new items that may possibly be of interest
to a user [1]. An item could be a movie (Netflix), a song
(Pandora), a job (LinkedIn) or a friend (Facebook). In every-
day life we interact with RS when we search for information
using Google or when we buy something through the Internet.

Context-aware RS (CARS) are a particular category of RS
which exploit contextual information to provide more adequate
recommendations [2]. For example, a movie recommendation
for a Saturday evening with your friends should be different
from one suggested for a Sunday afternoon with your family.
It has been proven that adding contextual information in the
process of recommendation can highly increase prediction
accuracy and user satisfaction [3]. Adomavicius and Tuzhilin
[2] distinguish tree main types of context-aware recommender
systems, i.e. contextual pre-filtering, contextual post-filtering
and contextual modeling. The paradigms differ in the way
they incorporate context in the recommendation process. More
details are given in Section II.

Karpus et al. [4] proposed a context-aware re-ranking algo-
rithm (re-rankCCP) which utilizes user model called Contex-
tual Conditional Preferences (CCPs). CCPs are special kind
of rules which are learned from past user ratings and used to
reorder items in a primary recommendation list. This method
seems promising in making user explanations for recommen-
dations due to the use of rules that are easy to understand
by a human. However, this solution has a big disadvantage.
While using CCP, an algorithm only checks its relevance
to a current user context, not taking into consideration the
quality of an induced preference. Thus, better CCPs can be

omitted during reordering what would lead to a reduction in
the recommendation accuracy and user satisfaction.

In this paper we propose a method for determining the CCP
quality using rules quality measures, i.e. coverage, support and
confidence and apply it in the modification of the re-rankCCP.
We proved that this modification increases the quality of
recommendations, measured with precision, recall and nDCG,
and has no impact on the execution time of the re-rankCCP.
The main contribution of this paper can be summarized as
follows:

- We propose a way to measure quality of CCP with usage
of rules quality measures.

- We improve re-rankCCP algorithm to take into account
quality of CCPs while generating recommendations.

- We compare effectiveness of modified re-rankCCP on 2
baseline algorithms, 3 rules quality measures and 4 aggre-
gate functions and show that there is a best configuration
for the dataset used.

The rest of the paper is organized as follows. Related
work and basic re-rankCCP are described in Sections II
and III, respectively. Section IV provides technical details of
the proposed modification and is followed by a description
of the dataset used. Section VI introduces evaluation method
while obtained results are presented in Section VII. Conclu-
sions close the paper.

II. RELATED WORK

Adomavicius and Tuzhilin [2] distinguish three main types
of CARS, i.e. contextual pre-filtering, contextual post-filtering
and contextual modeling. The paradigms differ in the way they
incorporate context in the recommendation process.

In contextual pre-filtering, we first do selection of ratings
by taking only relevant context into account. Thus, we filter
an initial set of ratings and return the contextualized data.
After this preparation any known two-dimensional recommen-
dation algorithm could be used to predict user preferences.
Baltrunas et al. [5] introduced micro profiles which split a user
profile into partitions depending on the values of context
parameters. They showed that usage of such micro profiles
gave a significant improvement in the prediction accuracy
in the movie domain while considering time as a context
variable. Pre-filtering approach which utilizes ontological user
profiles was proposed by Karpus et al. [6]. Each user profile
consists of many ontologies representing user preferences in
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different context and domain. Ferdousi et al. [7], [8] tried to
find a correlation between ratings and context in which they
were given. They proposed a new context representation based
on the Pearson Correlation Coefficient as well as a new pre-
filtering technique based on this representation.

Contextual post-filtering applies context after traditional
recommendation process. It means that from a predicted set of
recommendations we select just those that match current user
context. Bahramian et al. [9] proposed a new context-aware
tourism recommender system based on an ontology approach
where a spreading activation technique is used to contextualize
user preferences and learns the user profile dynamically. Negre
et al. [10] introduced a context-aware recommender system
based on a contextual post-filtering for OLAP queries, where
queries recommended by a classic log-based recommender
system were contextualized.

Contextual modeling differs radically from previously de-
scribed paradigms. In this kind of recommenders we incorpo-
rate a context in a prediction model. The recommendations
are achieved directly from the model, taking into account
current user-context situation. Iqbal et al. [11] introduced
Kernel Context Recommender System, which is a flexible, fast,
and accurate kernel mapping framework that recognizes the
importance of context and incorporates the contextual informa-
tion using kernel trick while making predictions. Zheng et al.
[12] proposed method that combines context-aware and multi-
criteria recommender systems. They evaluated their solution
on an educational data and an extended TripAdvisor dataset.
Authors tested different approaches for incorporating context
in the recommendation process.

In the recent years, an application of artificial neural net-
works in CARS is getting more and more attention [13],
[14], [15]. Hildebrandt et al. [15] proposed NECTR, a novel
recommender system based on a tensor factorization model
and an autoencoder-like neural network. A Deep Learning
based model which learns customer similarity from the se-
quence to sequence similarity as well as item to item sim-
ilarity by considering all features of the item, contexts, and
rating components was introduced by Kala et al. [14]. The
method uses Dynamic Temporal Warping distance measure for
dynamic temporal matching and 2D-GRU (Two Dimensional-
Gated Recurrent Unit) architecture.

III. BACKGROUND - RE-RANKCCP ALGORITHM

Contextual Conditional Preferences (CCPs) were introduced
to provide compact and context-aware representation of user
interests for RS [16], [4]. CCP is an expression of the form:

(γ1 = c1) ' . . . ' (γn = cn) | (α1 = a1) { (α1 = a21)'
. . . ' (αm = am) { (αm = a2m)

with γi being contextual variables, αi item attributes, and
c1, ..., cn, a1, a

2
1, ..., am, a2m being exact values of these pa-

rameters. Symbol { denotes a preference relation, e.g. x { y
means that someone prefers x over y.

The above CCP is read as given the context (γ1 = c1) '
. . . ' (γn = cn) I prefer a1 over a21 for α1 and . . . and am
over a2m for αm. An example of the CCP is shown below.

time of day = afternoon ' companion = with children

| genre * {animated, family} { genre * {thriller}

It means that for a given context, i.e. in the afternoon and the
company of children, a user prefers movies that belong to the
genre “animated” or “family” to those with category “thriller”.

CCPs can be learned from explicit user ratings [17]. In
order to elicit preference relations the dataset containing
ratings, contextual parameters and item features is split into
two parts, i.e. positive and negative, based on the value
of the ratings. Then, both subsets are divided into smaller
sets containing all of the contextual information and one of
the item features. Such prepared data are an input for the
Prism[18] algorithm. Final CCPs are obtained by merging
rules with the same context.

An algorithm for generating a list of top k recommendations
with CCPs, the re-rankCCP, was introduced by Karpus et al.
in [4]. We describe it below.

For a certain user and his current context, first we generate
a primary list of top m recommendations with some existing
non-context-aware algorithm, e.g., UserKNN. The value of m
has to be significantly greater than k, where k is the number of
the recommendations in the final list. Then we have to find the
best CCPs that will be further used in the reshuffling process.

The best CCPs are those which are most similar to the
considered context. In order to count a contextual similarity
between a CCP p and a current user context ctx(u) we used
the following measure:

sim (p, ctx(u)) =
�

(γi,ci)*p

overlap(ctx(u), (γi, ci)) . (1)

We also used the overlap function defined as:

overlap(ctx(u), (γi, ci)) =

ù
ú
û

1 (γi, ci) * ctx(u);
0.5 ci = 21;
0 otherwise.

(2)

The overlap function returns 1 when we are sure that the pair
(γi, ci) is contained both in the contextual part of p and in the
current user context ctx(u). When it is uncertain, i.e. when
the value ci for the dimension γi is equal to 21 (the unknown
value), it returns 0.5. Otherwise 0 is returned. Note that the
current user context ctx(u) is also a set of pairs (γ2

i, c
2
i), i.e.

the name of the contextual variable and its value.
For each item in the primary recommendations list and each

best CCP we have to compute how much an item i satisfies
a CCP p. For this purpose, we have to use the satisfiability
measure:

sat(i, p) =

�
α*a(p) (sim(vmα (p), vα(i))2 sim(vlα(p), vα(i))

|a(p)| ,

where sim denotes Jaccard similarity, α is the name of an
item feature, a(p) is the set of item attributes considered in
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the CCP p, vα(i) is the set of values of an attribute α for an
item i. Similarly vmα (p) and vlα(p) denote the sets of values
of an attribute α for a CCP p on both sides of the preference
relation - m stands for more preferred and l for less preferred.

The satisfiability measure represents the difference between
item similarities to the both sides of the CCP preference
relation, i.e. the similarity to the most preferred part minus
the similarity to the less preferred part. In this way we reward
items that fit best to user preferences and penalize items that
have features that user does not like. The size of a set of item
attributes serves as a normalization factor. Thus, regardless
of the number of item features, the value of satisfiability is
always between 0 and 1.

The next step is to order the primary recommendations
list according to the value of average satisfiability of the
best CCPs. The last part is to cut off unneeded items from
resulting recommendations list to receive top 5, top 10 or
other top k ranking.

IV. ALGORITHM MODIFICATION

One of the key parts of the re-rankCCP algorithm is a
selection of best CCPs for current user context based on the
similarity measure from Equation 1. However, this measure
does not take into account the quality of CCPs. Consequently,
recommendation could be made based on less important user
preferences. Therefore, we replaced the similarity with a
weighted similarity simw:

simw(p, ctx(u)) = q(p)sim (p, ctx(u)) ,

where sim is the similarity measure from Equation 1 and q(p)
is a quality of a CCP p. Now, we need to define the quality
of a CCP.

CCPs can be generated from rules induced with Prism
algorithm. Thus, we decided to use rules quality measures,
like coverage or support, to define quality of CCP. However,
one CCP is created using many different rules. Therefore, we
have to decide how to reasonably aggregate many rules quality
values into one value characterizing CCP’s quality.

In this paper we tested four aggregate functions, which
we found the most reasonable, i.e. minimum, maximum, sum
and average. The last one seems the most obvious because
it simply takes quality values from all used rules and returns
one normalized value for a CCP. We also obtain standardized
quality for the first two functions which simply take the worst
and the best rule quality value, respectively. The sum function
additionally reflects the quantity of rules that are used for
creation of a CCP. The more good rules were used, the higher
the quality of a CCP would be.

We decided to apply three commonly used rules quality
measures, namely: coverage, support and confidence [19]. For
this purpose, we had to slightly modify an algorithm for CCPs
extraction to compute those measures. However, this algorithm
is independent from the re-rankCCP. We also extended a CCP
representation to contain information about its quality. Figure 1
shows modified CCP from the above example in the JSON
format. The rest of the re-rankCCP remains the same.

Fig. 1. An example CCP in the JSON format with information about rule
quality measured with the coverage.

V. DATASET

We performed experiments on the same dataset as authors
of the original re-ranking algorithm, i.e. LDOS-CoMoDa
dataset. The LDOS-CoMoDa dataset [20] was collected by
a web application that enables contextual rating of a movie
just after watching it. The dataset consists of 2296 ratings
given by 121 users to 1232 items. It contains 30 variables
among which 12 are contextual parameters. Other variables
are basic information about user (user id, age, sex, city
and country), a rating in a 5-star scale (higher values denote
higher preference) and content information about multiple item
dimensions (item id, director, country, language,
year, 3 main genres, 3 main actors and budget).
Unknown values are denoted by “21”.

We chose users who rated at least 5 items. Then, we
randomly selected 20% of items rated by each of these users
to be included in the test set. The remaining data constitute
the training set.

VI. EVALUATION METHOD

We re-implemented in Python the re-rankCCP algorithm,
which was originally implemented in Java. We also performed
new training and test sets split. Thus, because of the random-
ness of the split, we have different data in those sets than in
the previous papers [4], [16].

The re-rankCCP is a post-filtering technique which means
that it needs other algorithm to work. We decided to test
two known methods, i.e. Bayesian Personalized Ranking
(BPR)[21] and User k Nearest Neighbors (UserKNN)[22]. We
had several reasons for this choice. First of all, inventors of
re-rankCCP obtained the most promising results with BPR al-
gorithm. Second of all, UserKNN was one of the most (or even
the most) popular method in the field of RS. Last but not least
is the way how these algorithms treat missing data. BPR tries
to minimize its negative impact on the prediction accuracy,
while UserKNN completely ignores missing data. Hereby, we
obtained a representative sample of base algorithms.

For the re-rankCCP and base algorithms we had to set up
some parameters. UserKNN used 50 neighbors to compute
recommendations. Base algorithms generate lists of top 100
items while re-rankCCP produces the top 10 list. Rating
greater than 3 is considered positive. We decided to choose
three commonly used measures of recommendations quality,
i.e. precision, recall and nDCG [23].

In addition to the impact of the modification on the quality
of recommendations, we wanted to check its impact on
the algorithm execution time. Since we slightly modified
CCP representation, our method does not affect the time
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of generating recommendations. However, it could have
impact on the time needed to induce CCPs, since it is
where the CCP quality is computed. In order to check it we
performed an experiment for which we prepared 4 datasets
from the LDOS-CoMoDa. The datasets consists of 3000,
5000, 7000 and 10000 rows respectively. For each dataset we
performed CCPs generation for the re-rankCCP algoritm and
its modifications. We collected results with %time function
which is available in ipython environment.

VII. RESULTS

Table I shows values of precision, recall and nDCG ob-
tained for different configurations of algorithms, rules quality
measures and aggregate functions during our experiments. The
best results for each algorithm and rules quality measure is
marked with bold (locally best result), while the best results
for each algorithm/base algorithm is marked with underline
(globally best result considering division into two groups:
BPR and UserKNN). It should be noticed that re-rankCCP
always improves precision, recall and nDCG of its base
algorithm. Nonetheless, re-rankCCP performs weaker than its
modifications with rules quality measures.

For most of configurations of algorithms and rules quality
measures, the best results were obtained by minimum and
average functions. The first function was the best for support
and confidence, irrespective of a base algorithm, while the
latter works well with coverage and support on re-rankCCP
with BPR algorithm. An exception appears in re-rankCCP with
UserKNN algorithm and coverage measure. The best results
for this configuration was obtained by the maximum function.
The best results for minimum and average functions should
not be surprising. While using minimum function, we assure
that all other rules used to induce a CCP have greater quality
values than the resulting value. We obtain similar effect for the
average. On the contrary, for the maximum we could choose
preference which is generated from rules from which one is
strong and all others are weak. The same bad effect can happen
for sum function. Modified re-rankCCP will prefer a CCP
from many weak rules than a CCP from two strong rules. The
smallest improvement in modified re-rankCCP was obtained
with the coverage for both base algorithms. It can be justified
by the fact that the coverage is not a proper quality measure
for rules since it considers only antecedent of a rule.

To check the statistical significance of obtained results we
performed Wilcoxon signed rank test with α = 0.05. For
the re-rankCCP with BPR as a baseline algorithm two results
were statistically insignificant, i.e. for coverage-minimum and
confidence-maximum pairs with p-value equals to 0.4375 and
0.5282, respectively. The re-rankCCP with UserKNN as a
baseline and support measure has almost all results insignif-
icant, i.e. for maximum, average and sum functions with p-
values equal to 0.5745, 0.0625 and 0.1563 respectively. All
other reported results are statistically significant.

Considering results presented in Table I and their statis-
tical significance, we can conclude that objectively the best
improvement to the re-rankCCP is obtained using the support

measure for rules quality and the minimum function for an
aggregation. It should be noticed that UserKNN performs
pretty weak on LDOS-CoMoDa dataset. This could be because
of the data sparsity.

Table II shows times of generating CCPs for the re-rankCCP
algorithm and its modification with the coverage. We obtained
very similar results for support and confidence measures which
is why we omitted it here. The differences in execution times
are negligible. Thus, we can conclude that our modification
does not increase execution time of re-rankCCP, and improves
the quality of recommendations.

VIII. CONCLUSIONS

In this paper we proposed a way for measuring the CCP
quality using rules quality measures and aggregate functions.
To the best of our knowledge, this is the first attempt to
compute a CCP quality. We also improved re-rankCCP algo-
rithm by incorporating quality of CCPs into recommendation
process and proved that this modification outperforms the re-
rankCCP as well as both baseline algorithms, i.e. BPR and
UserKNN. We compared its effectiveness on two baseline
algorithms, three rules quality measures, i.e. coverage, support
and confidence, and four aggregate functions, i.e. minimum,
maximum, sum and average. Our experiments showed that
the support measure aggregated with the minimum function
is the best configuration for computing the CCP quality on
LDOS-CoMoDa dataset. However, more experiments on other
datasets and with more baseline algorithms are needed to
check if these results could be generalized.
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Abstract—Gender identification is the task of predicting the
gender of an author of a given text. Some languages, including
Polish, exhibit gender-revealing syntactic expression. In this
paper, we investigate machine learning methods for gender
identification in Polish. For the evaluation, we use large (780M
words) corpus "He Said She Said", created by grepping (for
author’s gender identification) gender-revealing syntactic ex-
pressions and normalizing all these expressions to masculine
form (for preventing classifiers from using syntactic features).
In this work, we evaluate TF-IDF based, fastText, LSTM and
RoBERTa models, differentiating self-contained and non-self-
contained approaches. We also provide a human baseline. We
report large improvements using pre-trained RoBERTa models
and discuss the possible contamination of test data for the best
pre-trained model.

I. INTRODUCTION

The task of gender identification or attribution consists
in predicting the gender of an author of a given text. As
such, it is an example of text classification, is usually tackled
using supervised machine learning, and is relatively popular
in the NLP community. Some recent example of experiments
in automatic gender identification for various languages are:
[17], [27], [2], [14]. For a critical analysis of gender detection
systems and their limitations, see [18].

Collections of gender-labeled texts are required if a system
based on supervised machine learning is to be trained. The
usual approach is to use metadata such as information on
authors (of books, papers, social media posts, etc.). Inter-
estingly, some languages exhibit gender-revealing first-person
expressions (cf. soy polaco vs soy polaca in Spanish), and
such expressions can be used to automatically label texts as
written by a male or female in order to create a data set. This
approach (distant supervised learning, [21]) is similar to using
emoticons for sentiment analysis tasks [23], [9].

Some languages (e.g. Slavic languages) are more amenable
to this distant supervised approach than others (e.g. English or
Chinese). The approach was applied to Polish to create a large
collection of texts, the “He Said She Said” (HSSS) corpus [10].
In this paper, we (1) re-state the original challenge as a
classification task with a probability-based evaluation metric,
(2) report on large improvements on the gender detection
task using pre-trained RoBERTa models, and (3) discuss the

TABLE I
THE “HE SAID SHE SAID” CHALLENGE IN NUMBERS.

characters words items

train total 1,240,131,217 177,428,897 3,601,424
train male 628,793,876 89,795,752 1,800,712
train female 611,337,341 87,633,145 1,800,712

dev-0 total 51,080,450 7,158,683 137,314
dev-0 male 26,066,897 3,641,716 68,657
dev-0 female 25,013,553 3,516,967 68,657

dev-1 total 51,009,045 7,275,691 156,606
dev-1 male 25,579,703 3,641,568 78,303
dev-1 female 25,429,342 3,634,123 78,303

test-A total 43,597,629 6,234,069 134,618
test-A male 22,253,841 3,175,881 67,309
test-A female 21,343,788 3,058,188 67,309

possible contamination of test data with the data on which
RoBERTa models were trained.

In Section II, we discuss the HSSS challenge along with
the modifications in the data set done for the purposes of
this paper. In the main Section III, we discuss the methods
we applied to tackle the challenge of gender identification.
Section IV summarizes the results. Finally, we discuss the
issues of training/testing data contamination in Section V.

II. HE SAID SHE SAID TASK

Polish is one of the languages with a high frequency of
gender-specific first-person expressions. (Only the few lan-
guages with gender distinction in the first person, e.g. Ngala
[24], might have a higher frequency of such expressions.) This
fact was leveraged to create a large gender-labeled corpus
for Polish: the “He Said She Said” corpus [10]. Simply
CommonCrawl dataset was grepped, using morphological dic-
tionaries and handcrafted rules, for gender-specific first-person
expressions. Obviously, there were some issues that needed to
be addressed, e.g. quotes, titles, SEO spam.

Later, the corpus was turned into a classification challenge
hosted at the Gonito.net platform [11]. All feminine gender-

Proceedings of the of the 17th Conference on Computer
Science and Intelligence Systems pp. 73–77

DOI: 10.15439/2022F197
ISSN 2300-5963 ACSIS, Vol. 30

IEEE Catalog Number: CFP2285N-ART ©2022, PTI 73



specific first-person expressions were changed to masculine
forms in order to prevent classifiers from using the simple
gender-revealing syntactic features. Obviously, without this
normalization step, the challenge would be trivial. The corpus
was randomly split into 4 sets: train set, two development
(validation) sets (dev-0 and dev-1) and test set (test-A).
The split was based on the websites from which the texts
originated, i.e. texts from the same website would belong to
the same set. Also, the sets were balanced so that 50%/50%
distribution would be obtained, not just for the whole data
set, but also for each website. For instance, let’s consider a
message board about pregnancy, in general, there are many
more texts written by women there (at least judging by gender-
marked first-person expressions), but for the challenge, the
same number of male and female texts would be sampled from
such a website. This, along with the fact that texts are short,
makes the challenge rather difficult.

The challenge was presented [11] to showcase the Go-
nito.net platform and was discussed there only briefly. For
more detailed information about the challenge, see Table I.

For this paper, two changes have been made to the original
challenge:

1) Likelihood metric was chosen as the main metric (in-
stead of simple accuracy), Likelihood is defined as the
geometric mean of probabilities assigned to the gold-
standard classes – the motivation was that accuracy is
not enough to distinguish solutions of varying quality
and confidence;

2) some unwanted blank characters were removed.

Some initial experiments with learning classifiers based on
the HSSS data set were presented in [12].

III. METHODS

We introduce the structure of our experiments as fol-
lows. Subsection III-A describes human baselines. Subsec-
tion III-B describes TF-IDF (term frequency-inverse document
frequency) based methods. Subsection III-C describes some
neural methods. Both III-B and III-C are self-contained. This
means not including any data apart from training data available
in HSSS task. Subsection III-D describes pre-trained trans-
former models. Table III presents all classifiers results.

• self-contained – we use only data available from the
HSSS task: train on the training set, validate on the dev-
0 (validation) set and report results on the test-A (test)
set. We will use 256 sequence length which covers most
(over 90%) of the HSSS data to speed up the training
process.

• non-self-contained – we use publicly available models,
which were pre-trained on large amounts of data (may
be contaminated by examples from the test or validation
set). We will use the sequence length that was saved for
these models, which is usually 512.

—————————

TABLE II
RESULTS ON THE TEST SET SAMPLE OF SIZE 800 CREATED FOR HUMAN

EVALUATION.

method test accuracy

TF-IDF + logistic regression 0.68500

Polish RoBERTa base 0.77125

LSTM (constrained) 0.73375

human 1 0.65250
human 2 0.67375
human 3 0.66250
human 4 0.65625

human ensemble 0.68125

A. Human Baseline

Four people (two females and two males) made predictions
for random sample sets of size 200 for development set and
800 for the test set. They were explained how the dataset was
created and asked not to look for the answer on the internet.
We rejected human 1 result based on the development dataset
result and created a human ensemble with the remaining
3 people predictions using majority voting. The results are
presented with the best TF-IDF based, self-contained and
overall methods in the Table II.

B. TF-IDF based methods

Term frequency-inverse document frequency (TF-IDF) is
a common vector representation of a document in natural
language processing. We use the TfidfVectorizer library from
Scikit-learn with standard parameters. This includes word-
level, lowercasing, l2 normalization. We did not restrict the
vocabulary size and we used word-level splitting. The fol-
lowing classifiers were trained using TF-IDF vectors: Logistic
Regression, XGBoost Classifier, SVM.

1) Logistic Regression: We used LogisticRegression from
Scikit-learn library with standard parameters, except for the
maximum number of iteration. We trained until classifier
convergence.

2) Support Vector Machine Classifier: Support-Vector Net-
work [5] is a common algorithm, that circumvents non-linear
separability of data as well as separate samples from different
categories. Although, in this case, we chose LinearSVC from
Scikit-Learn, which uses a linear kernel. The reason is memory
and computation issues related to the high dimension of TF-
IDF representation and the number of samples in the HSSS
task. Again, we used standard parameters, except for no
maximum number of iteration, which led to convergence. We
do not report likelihood due to the fact that SVM does not
yield probabilities.

3) XGBoost Classifier: Tree boosting is an effective and
popular method for regression and classification. We used
XGboost library [3] with the choice of the parameters suited
for better classifier quality.1 This includes gbtree booster,

1Some of the parameters were taken from https://www.kaggle.com/serigne
/stacked-regressions-top-4-on-leaderboard
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learning rate set to 0.05 and max depth set to 3.

C. Neural Methods (self-contained)
1) FastText: FastText [15] is a shallow neural network

library created for fast text classification model training and
evaluation. We used a supervised setting with hyperparameter
tuning, the word embeddings were initialized randomly. The
best result was obtained with wordNgrams set to 2, word
dimension set to 156, and context size window set to 5.

2) LSTM: Long Short Term Memory Networks [13] were
used to obtain a state-of-the-art results on most NLP tasks
before the era of Transformer language models [7]. In our
tasks, for bidirectional LSTM, SentencePiece [19] tokenization
performs better than word-level lowercase tokenization. Vocab
size 50k was used with randomly initialized embeddings of
size 100. We tried embedding size 300, but resulted in slightly
worse classifier quality. We used one layer of 256 units, trained
with Adam [16] optimizer with learning rate 0.001. The batch
size used for training was 400 and sequences were trimmed
and padded to 256 tokens.

3) Transformer: In the last time Transformer [26] and its
modification like BERT [7], RoBERTa [20] or XLM-R [4]
achieve state-of-the-art in the benchmarks such as GLUE [29]
or SuperGLUE [28] benchmark. Most often used bidirectional
Transformers are pre-trained on huge amounts of monolingual
data in the Masked Language Model (MLM) process, where
the model learns a bidirectional representation of tokens. Next,
pre-trained models are finetuned to the specific task. This
process reduces the time to train a new model from scratch
and can be easily adapted to other tasks. In our case, the
downstream task is classification, where the model uses a
special token ([CLS], classification token), which represents
the whole sentence and helps achieve better results.

We train self-contained classifier based on the RoBERTa
model in two ways: with pre-training and without pre-training
(train classifier from the scratch) stage. We only used the
data that was available in the HSSS challenge to avoid any
data leaks in the other data sets. To compare our methods
we created Transformer with 8 layers, 8 heads, 256 sequence
length and embedding size 512 and 2048 respectively for
internal model representation and feed forward layer (after at-
tention layer). We use 50k size vocabulary with Sentencepiece
tokenization and randomly initialized embeddings of size 512.
First, the model was pre-trained for 10 epochs with Masked
Language Model (MLM) criterion and finetuned 10 epochs
for the classification tasks. Second, the model was trained
on the classification task for 20 epochs (comparing to the
previous one, where it was 10 + 10 epochs for pre-training
and classification) only. We pre-train and finetune with Adam
optimizer with learning rate 0.0001 and 50 sentences per batch.
Scores presented in the Table III show that the pre-training
stage is the important element to achieve a better model for
classification tasks.

D. Pre-trained Transformers
In this section we describe fine-tuning of models publicly

available for Polish language: Polish RoBERTa [6] and multi-

lingual XLM-R [4] (which supports 100 languages including
Polish). Both models are available in the two versions: base
(with 12 layers) and large (with 24 layers). Monolingual
models like RoBERTa are focused on achieving the best results
in a given language. On the other hand, multilingual models
support as many languages as possible with results similar to
monolingual models. The disadvantage of multilingual models
is the size of the vocabulary, which is several times larger than
monolingual models like Polish RoBERTa. Bigger vocabulary
needs more resources to fine-tune models, but may improve
results by cross-language relationships.

1) Polish RoBERTa finetuning: We finetuned Polish
RoBERTa [6] (base and large model) using fairseq library [22]
for 5 and 3 epochs respectively for the base and large model.
Further training resulted in lower development dataset accu-
racy. We used Adam optimizer with a learning rate 0.00001
and around 200k warmup steps. The maximum sequence we
use is 512 as in original Polish RoBERTa.

2) Polish RoBERTa finetuning with Monte-Carlo model
averaging: Common practice when using dropout is to scale
weights during inference time. However, as described in [25]
(section 7.5), further investigated in [8], this procedure is
only an approximation of Monte-Carlo model averaging. We
checked, whether the Monte-Carlo model averaging yields
better results than standard weight scaling in our case. By
setting Polish RoBERTa (both base and large) in the training
mode (with active dropout), making predictions 12 times, and
averaging likelihood, we obtained slightly better results in both
cases.

3) XLM-R finetuning: We finetuned multilingual XLM-R
[4] base and large for 1 epoch, further training does not
improve results. Each of the models was trained with 512
tokens using Adam optimizer with a learning rate 0.00004.
Batch size has been set to 10 and 25 for the base and large
model. Results are available in the Table III.

4) Polish RoBERTa last layer averaged: For the evaluation
of how much information about language Polish RoBERTa
possesses, we conducted the following experiment. We ex-
tracted the last layer tokens and averaged them. Then, we
trained logistic regression classifier with no Polish RoBERTa
finetuning. This was done until classifier convergence.

5) XLM-R last layer averaged: We conducted the same
experiment with XLM-R as in subsection III-D4.

6) Polish RoBERTa fill mask: In order to check the predict-
ing power of only pre-trained Polish RoBERTa models, we
conducted the following experiment. We masked all gender-
revealing first-person expression and used the models in
Masked Language Model setting. We choose one random
expression and looked for the most probable word indicating
gender in the first 10 model predictions. Only 6333 samples
out of 137314 in the test set did not reveal first-person expres-
sion in the first 10 predictions. No training or development sets
were used in this experiment. However, this method does not
yield good results (though the trivial baseline was beaten).
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IV. RESULTS

The self-contained models (BiLSTM and RoBERTa MLM
+ classifier) achieved better results than TF-IDF and fastText.
The BiLSTM model achieves a bit better results than the
Transformer base model, which suggests that the Transformer
model needs more resources. The classifier trained from
scratch (without pre-training) produces inferior results, and
this shows again that the pre-training step is an important
element in classification tasks. Neural methods achieve better
results than the human baseline, but human results are com-
parable to TF-IDF.

Pre-trained models trained on the much larger data set
than the HSSS data set achieve the best results. Monolingual
and multilingual models achieve similar results, but XLM-
R large achieve lower results than other pre-trained models,
indicating that the bigger models may not improve results on
the classification tasks. Polish RoBERTa large achieved similar
results to the base version, which might mean that RoBERTa
large needs more pre-training steps to get better results.

V. CONTAMINATION STUDY

Using a pre-trained language model (or any other solution
not constrained to the train set provided with the challenge)
raises the question of data contamination or train-test overlap,
i.e. (1) was the test set represented in the training set of the
language model?, (2) did it make the results better (e.g. due to
memorization of test texts by the language model)? See [1] for
the discussion of data contamination in the case of the GPT-3
model when used for popular English NLP test sets.

We carried out a contamination study on the solution based
on the Polish RoBERTa model (the best solution so far). As
the Polish RoBERTa was trained (among other sources) on
CommonCrawl 2019/2020 [6], and the HSSS was prepared
using CommonCrawl 2012-2015 (mostly 2012), the risk of
contamination was real (a significant percentage of Web con-
tent from 2012-2015 could survive up to 2019).

We searched the contents of CommonCrawl 2019 (as pro-
vided to us by the authors of [6]2) for the six-gram fragments
of the HSSS test set, obviously taking into account the fact
that feminine gender-specific forms were modified during the
preparation of the HSSS test set.

The summary of the contamination study is given in Ta-
ble IV, where the results obtained with Polish RoBERTa are
compared against the best constrained solution (an LSTM
trained on the HSSS training set). The following conclusions
can be made:

• results on the contaminated subset are better (and the
difference of the Accuracy/Likelihood metrics on the
contamination and not contaminated metric is significant),
and this might indicate that the problem is real;

• still, the percentage of data contaminated is low (3%),
hence the impact on the total is limited; if we were
to lower the results on the contaminated subset to be

2Unfortunately, we were unable to check the other sources, though the
probability of them contaminating the test set seems much lower

the same as on the uncontaminated subset, the accuracy
would be lower only by a small margin;

• note that this is not a proof of contamination; the cause
of better results on the contaminated subset might be
different, for example it might have been caused by the
fact that CommonCrawl 2019 for Polish RoBERTa was
filtered by a language model, whereas for the HSSS data
set — only using handcrafted heuristics, i.e. sentences
might be longer and “proper” (e.g. say with fewer spam
texts), hence easier for a classification task.

VI. CONCLUSIONS

We showed that a pre-trained Transformer model can obtain
strong results for a challenging classification tasks on short
texts. It turned out that predictions done by humans (even
aggregated) were much worse. What is important is that
influence of contamination of the training set was practically
excluded.
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Abstract—Short text classification is an important task widely
used in many applications. However, few works investigated ap-
plying Spiking Neural Networks (SNNs) for text classification. To
the best of our knowledge, there were no attempts to apply SNNs
as classifiers of short texts. In this paper, we offer a comparative
study of short text classification using SNNs. To this end, we
selected and evaluated three popular implementations of SNNs:
evolving Spiking Neural Networks (eSNN), the NeuCube imple-
mentation of SNNs, as well as the SNNTorch implementation that
is available as the Python language package. In order to test the
selected classifiers, we selected and preprocessed three publicly
available datasets: 20-newsgroup dataset as well as imbalanced
and balanced PubMed datasets of medical publications. The
preprocessed 20-newsgroup dataset consists of first 100 words
of each text, while for the classification of PubMed datasets we
use only a title of each publication. As a text representation of
documents, we applied the TF-IDF encoding. In this work, we
also offered a new encoding method for eSNN networks, that can
effectively encode values of input features having non-uniform
distributions. The designed method works especially effectively
with the TF-IDF encoding. The results of our study suggest that
SNN networks may provide the classification quality is some cases
matching or outperforming other types of classifiers.

Index Terms—short text classification, spiking neural net-
works, evolving spiking neural networks, NeuCube, SNNTorch,
medical documents, PubMed documents

I. INTRODUCTION

EFFECTIVE text classification is a difficult task that
often requires adaptation of special types of learning and

encoding methods. Classification of short texts is often even
more difficult due to the very limited length of documents that
can be used as training input data. The already offered methods
for short text classification include, for example, Support
Vector Machines (SVM), naive Bayes classifier, decision trees
[1] or the classifiers that include clustering of input data as a
preprocessing step [2].

Spiking Neural Networks (SNNs) are a type of neural
networks that are highly inspired by biological mechanisms of
learning and cognition of a human brain. Surprisingly, there
are no publications applying SNNs to short text classification.
Thus, in this work we evaluate three selected implementations
of SNNs applied by us to the short text classification task,
namely: our prepared classifier that uses evolving Spiking
Neural Networks, eSNNs, the NeuCube implementation of
SNNs as well as the SNNTorch implementation.

Evolving Spiking Neural Network (eSNN) is a recently
introduced classifier that was successfully applied in various
domains: transportation prediction [3], air pollution prediction
[4]–[6], recognition of moving objects [7], or anomaly detec-
tion [8], [9]. To the characteristic of eSNNs belongs: ability
to process large amounts of data efficiently and insignificant
memory requirements. As it was proven in the enumerated
examples of eSNNs usage cases, they can effectively use the
biologically inspired learning and prediction mechanisms in
typical engineering applications.

The other implementation selected for this study is the
NeuCube implementation of SNNs [10], [11]. Contrary to the
eSNNs implementation, NeuCube consists of three layers of
spiking neurons: input, whose aim is to encode input values
into firing times, internal, which consists of a reservoir (cube)
of hidden neurons, whose weights are trained in an unsuper-
vised manner using synaptic-plasticity rules, and output, which
contains neurons responsible for assigning decision classes to
testing examples.

Finally, as the third implementation of SNNs we selected
recently developed SNNTorch implementation available as a
package of the Pyhton language [12]. To the advantages of
SNNTorch belong its flexibility to construct SNNs that can
consists of many layers of neurons which combine not only
neuronal models that are typically present in SNNs, such as
the Leaky-Integrate-and-Fire (LIF) model, but also sigmoid
neuronal models. In addition, SNNTorch can take advantage
of a GPU-based processing in order to speed up training and
classification procedures.

This paper provides the following contribution:
• To the best of our knowledge, for the first time in the

literature we apply SNNs for classification of short texts
and, especially, large sets of medical publications based
on their metadata (such as a title or an abstract of a
publication). To this end, we selected three types of
SNNs: eSNN networks, the NeuCube implementation of
SNNs as well as the SNNTorch implementation.

• As a part of our implementation of eSNN networks
we propose a new input data encoding method. The
proposed method first creates a histogram of input values
of each feature F in the training dataset. The number
of bins (subranges) of histogram is specified by a user-
given parameter called B. Subsequently, the NIsize input
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neurons of an eSNN are redistributed to encode the values
of each bin of the histogram according to the cardinality
of values in bins. As we present in the experiments, the
offered encoding method provides much better classifi-
cation accuracy than the other two encoding methods
offered in the literature: a method that directly calculates
the firing order of input neurons proposed in [5] and
Gaussian Receptive Fields (GRFs) [13].

• We conduct experiments using the frequently-used 20-
newsgroup dataset1 as well as two real PubMed datasets
of medical publications selected from the website of the
BioASQ competition2. Since we focus on classifying
short texts, from each document of the 20-newsgroup we
selected only 100 first words. In the case of two selected
PubMed datasets, only a title of a publication is used as
input data for each tested classifier.

• The obtained results of experiments suggest that
SNNTorch implementation is more effective in short text
classification than the other selected SNNs implemen-
tations. Additionally, for the selected PubMed datasets,
SNNTorch gives results of classification slightly superior
to the other classifiers tested in the experiments.

The paper is structured as follows. Section II presents the
related work. Section III describes the SNNs implementations
selected for this study. This section also describes the proposed
encoding method for the eSNN networks. In Section IV,
we give the description of the obtained datasets and applied
preprocessing. Section V provides the results of experiments.
Finally, in Section VI we conclude the work and discuss the
results.

II. RELATED WORK

A. Short Text Classification

Effective classification of short texts is a topic intensively
studied nowadays. The already offered methods offered for
text classification include: various types of classifiers, such
as Support Vector Machines (SVM), naive Bayes classifiers,
decision trees or different types of neural networks [1]. [14]
distinguishes two types of approaches that can be applied for
text classification: the first one, in which the set of text is
first represented using Document-Term Matrix (DTM), which
can be obtained using feature extraction method, such as Bag
of Words (BoW) or Term Frequency - Inverse Document
Frequency (TF-IDF). Subsequently, DTM is used to train a
selected classifier, such as SVM. The second approach skips
the process of generating DTM matrix and directly provides
the set of texts as training data for a deep neural network.

Majority of recent approaches to short text classification
with neural network models focused on applying Recurrent
Neural Networks (RNNs) and Convolutional Neural Networks
(CNNs). [15] presented a classification model that is based
on CNNs and incremental learning. In order to increase the
classification accuracy, [15] applied an approach in which a

1http://qwone.com/ jason/20Newsgroups
2http://participants-area.bioasq.org/datasets

current short document of a pipeline of documents is classified
not only based on its textual content but also based on obtained
classification results of preceding documents.

[16] presented the results of experiments on the classifica-
tion of one-sentence questions using CNNs. The dataset ap-
plied in [16] was obtained from the WikiAnswer and contained
608 650 questions grouped into several hundred categories. As
the results of experiments of [16] suggest, CNN networks can
classify questions with accuracy comparable or better than
SVM classifier.

In [17], a model that combines CNNs networks with SVM
classifier was applied to the classification of simple sentences
expressing either positive and negative feelings. In the ap-
proach presented in [17], first, a word embedding method
(such as Word2Wec) is used to obtain the vector representation
of each word in the text corpus. Subsequently, each text
in the corpus is represented as a sequence of vectors, each
corresponding to one of the text’s words. Such a representation
of texts is next used as input data for CNN network that
consists of convolutional, max-pooling and fully-connected
layers. The results obtained from the fully-connected layer are
used as training data for the SVM classifier. The results of
experiments presented in [17] suggest that this approach can
provide better classification results than separate CNNs and
SVM classifiers.

The review of the other types of classifiers applied for
(short) text classification (and in particular MESH dataset) can
be found, for example, in [14], [18], [19].

B. Spiking Neural Networks for Text Classification

We are aware of only two other works adapting spiking
neural networks for text classification. However, contrary to
this work, both of them applied SNNs for long text clas-
sification. In order to classify longer texts, [20] offered a
method consisting of two phases, The first phase consists of
transforming a text into a vector of numbers using TF-IDF
encoding and, subsequently, into a sequence of spikes. In the
second phase, an SNN network is taught in an unsupervised
way using the spikes generated in the first phase in order to
generate spike-based low-dimensional representation of a text.
Subsequently, the generated representation is used as input
data for the training of logistic regression, which is responsible
for the final classification of documents. Thus, in the approach
of [20], an SNN network can be perceived as a dimensionality
reduction technique of a TF-IDF text representation. While
the approach of [20] was shown to provide superior text
classification results to the other classifiers tested there, it used
only logistic regression, which (as presented, for example, in
our experiments) itself can be an effective text classifier.

[21] presents a comparison of classification results for
different types of word embeddings (such as Word2Vec and
GloVe [22]) and neuron types that were applied in SNN (such
as the LIF neuronal model). The results obtained in [20]
suggest that SNNs can be effectively applied to classify longer
texts.
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III. THE SELECTED IMPLEMENTATIONS OF SPIKING
NEURAL NETWORKS

A. The Evolving Spiking Neural Networks Implementation

In Fig. 1, we present the architecture of our implementation
of eSNNs. The designed eSNN network consists of groups
of input neurons NI(F1), . . . ,NI(Fm) encoding values of m
features F = {F1, . . . , Fm}3. The number of input neurons
in each group NI(F ) is the same and is specified by the user-
given parameter NIsize. The output neurons in the repository
NO are assigned decision classes present in the training
dataset of texts Dtr (we assume that each text in T ∈ Dtr

has one and only one decision class). Thus, given L decision
classes, the output neurons NO are organized into L groups.
In the learning process of an eSNN network, a new candidate
output neuron nc is created for each training text T ∈ Dtr

and either added to the repository NO or merged with the
neurons already existing there.

Input neurons NI 

Output neurons 

(repository) NO

1

L

2

1.23

2

Output 

neurons of 

decision 

classes 

1 & L

Values of 
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F  & F
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assigned to a 
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Fig. 1. The architecture of an eSNN network adopted in this study.

1) Input Layer: For the encoding of input values of features
F into spikes we develop a new encoding method. Our
motivation to develop the presented method lies in the fact
that the previously introduced methods dedicated for eSNNs4

(such as the GRFs method [24] or the method of [5]) do not
work well with some text representations (such as the TF-
IDF representation)5. Specifically, both the GRF method and
the method of [5] are not able to effectively encode input
values of features having non-uniform distributions. This can

3The number of features F depends on the used text representation: for
example, Word2Vec and Doc2Vec representations allow the user to specify
the number of features [23].

4Unlike the other implementations of SNN networks, eSNN does not
require exact firing times of input neurons to be propagated into the network.
Rather than, it is enough to calculate the firing order of input neurons NI(F )

encoding a value of each feature F ∈ F .
5In fact, in Section V we present experiments comparing the mentioned

encoding methods for eSNNs.

be explained by the fact that both of these methods divide
the range of input values of a feature F into a number of
equal subranges, the number of which is equal to the user-
given number of input neurons NIsize. A center value of
each of such subranges is associated with one input neuron.
Given an input value to be encoded and the obtained center
values of input neurons, the GRFs method and the method of
[5] calculate Euclidean distances between the input value and
the center values of input neurons. The non-decreasing order
of such Euclidean distances between the input value and the
center values of input neurons identifies the firing order of
input neurons. In the case of non-uniform distributions of input
values (such as a normal distribution or skewed distributions),
it can often happen that a relatively high number of input
values will be encoded using the same firing order of input
neurons, while the values of other ranges will be associated
with more distinguishing firing order of input neurons. To
alleviate this problem, we offer the method presented below.

The proposed encoding method requires two user-given
input parameters, which are the number of input neurons
NIsize encoding values of each feature F ∈ F as well as the
number of bins (subranges) B (where B < NIsize) used to
create a histogram of values of each feature F . The proposed
method first creates a histogram of input values of a feature
F using solely the training dataset. Subsequently, the NIsize
input neurons are allocated to encode the values of each bin of
the histogram in the following way. First, each bin is assigned
at least one input neuron of NIsize neurons. The rest of
NIsize −B input neurons is allocated as follows.

Let Min(F ) and Max(F ) be minimal and maximal values
of feature F in training dataset Dtr, respectively. The width of
range of each bin equals Binswidth = Max(F )−Min(F )

B . The
range of each bin is calculated as follows:
•
�
Min(F ) + (i − 1) · Binswidth,Min(F ) + i · Binswidth

�
,

for Bini, i = {1, . . . , B − 1}.
•
�
Min(F ) + (B − 1) ·Binswidth

�
, for BinB .

Subsequently, the number of values of a feature F in
each bin is calculated and remembered as Bini.V alues. The
number of neurons allocated to each bin is obtained using
Proposition 1.

Proposition 1. Let Bini.Neurons represents a number of
input neurons allocated to encode values of Bini and Dtr be
a number of training examples (texts):

• Bini.Neurons =
�
Bini.V alues

Dtr

· (NIsize −B)
�
+ 1,

for i ∈ {1, . . . , B − 1},
• Bini.Neurons =

�
Bini.V alues

Dtr

· (NIsize −B)
�
+ 1,

for i = B.

Given the number of input neurons allocated to each bin, we
can obtain the center value µj of each input neuron nj ∈ NI.
The center values µj of input neurons are directly used to
calculate firing order of input neurons. The center values are
calculated according to Proposition 2. For each Bini, let

Bini.∆ = Binswidth/Bini.Neurons
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denote the width between center values of input neurons
allocated to Bini.

Proposition 2. For each bin i ∈ {1, . . . , B}, the center
value of each input neuron nj ∈ Bini.Neurons, j ∈
{1, . . . , Bini.Neurons} is calculated as follows

µj = Min(F ) + (i− 1) ·Binswidth + (j − 0.5) ·Bini.∆

Finally, given the center values of input neurons (please
note, that it is enough to calculate the center values µj one
time after Dtr is load by an eSNN), we can calculate firing
order ordernj of spikes that are propagated into the network.
Let assume that x(F ) is the value of a feature F to be encoded
by the proposed method. Proposition 3, shows how to obtain
the center value closest to an input value x(F ).

Proposition 3. Let µk be the center value closest to input
value x(F ). Index k is calculated as follows:

k =

ù
üüú
üüû

j
øøø |x(F ) − µj | is smallest, if x(F ) ∈ [Min(F ),Max(F )]

1, if x(F ) < Min(F ),

NIsize, if x(F ) > Max(F ).

Given the k index, the firing order of all input neurons nj ∈
NI is obtained as given in Algorithm 1. We illustrated the
example coding using the proposed method in Fig. 2.

Algorithm 1 Calculate firing order of input neurons
Input: x(F ) - input value to be encoded, NIsize - number of input

neurons.
Ensure precalculated: Bini - the structure
containing parameters of i-th bin of a feature F (i.e.
Bini.Neurons,Bini.∆, Bini.V alues), µj - center values of
input neurons nj ∈ {1, . . . , NIsize}, k - index of a center value
µ closest to x(F ).

Output: Firing order of input neurons nj ∈ {1, . . . , NIsize}.
1: ordernk ← 0, ord← 0
2: l← k − 1; r ← k + 1.
3: while l ≥ 1 OR r ≤ NIsize do
4: if l ≥ 1 then distl ← |µl − x(F )| end if
5: if r ≤ NIsize then distr ← |µr − x(F )| end if
6: if l < 1 AND r ≤ NIsize then
7: ordernr ← ord, ord← ord+ 1, r ← r + 1
8: else if l ≥ 1 AND r > NIsize then
9: ordernl ← ord, ord← ord+ 1, l← l − 1

10: else if l ≥ 1 AND r ≤ NIsize then
11: if distl < distr then
12: ordernl ← ord, ord← ord+ 1, l← l − 1
13: else
14: ordernr ← ord, ord← ord+ 1, r ← r + 1
15: end if
16: end if
17: end while

Algorithm 1 calculates firing order of input neurons as
follows. As a first fires the input neuron nk, whose center value
µk is closest to the input value x(F ) (the firing order function
ordernk

of the input neuron nk is set to 0). Subsequently,

Algorithm 1 calculates firing order of the rest input neurons,
whose center values are located to the left and to the right
of the center value of the first firing input neuron nk. The
firing order of these neurons is calculated in a single scan
using the distances between their center values and the input
value x(F ). To this end, the algorithm uses three counters:
l and r which point to the neurons whose center values are
located to the left and to the right of the center value µk,
respectively, as well as ord counter which stores the current
firing counter (initially set to 0). Initially, l and r are set
to k − 1 and k + 1, respectively. In each iteration of the
main while loop, the algorithm calculates firing order of one
input neuron pointed either by l or r counters. If the distance
between center value of an input neuron nl and x(F ) is smaller
than the distance between center value of an input neuron nr

and x(F ), then ordernl
is set to the current value of the ord

counter, ord is incremented and l is decremented. Otherwise,
ordernr

is set to ord, ord is incremented and r is incremented.
The computational complexity of Algorithm 1 is linear in the
number of input neurons NIsize, similarly to the encoding
algorithms presented in [5] or [13].
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Fig. 2. The proposed encoding method - the NIsize input neurons are
redistributed to code the values of each bin of a histogram; the encoded value
is 1.75.

2) Network’s Learning and Classification: The firing orders
of input neurons are calculated separately for each text in
either training or testing dataset. The firing orders obtained for
texts of the training dataset are used in the network’s learning
phase, while the firing orders calculated for texts of the testing
dataset are used to classify these texts.

In the eSNN learning process, for each training text T in
dataset Dtr, there is created a candidate output neuron nc
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which is assigned a single decision class of text T . We denote
a decision class assigned to nc as: Class(nc).

The candidate output neuron is connected through
synapses to all input neurons NI. The vector of
weights of such synapses is denoted as wnc

=

[w
(A1)
n1,nc , . . . , w

(F1)
n|NI(F1)|,nc , . . . , w

(Fm)
n1,nc , . . . , w

(Fm)
n|NI(Fm)|,nc ],

where m is the number of features F . To initialize the
weights of synapses we apply the rank-order rule [24]. Each
weight of a vector wnc

is initialized according to Eq. (1).

w(A)
njnc

= modordernj , nj ∈ NI, (1)

where mod is a modulation factor whose value is specified by
the user and should be in the range (0, 1).

Each output neuron (either candidate nc or the output
neuron ni already present in NO) has also an update counter
M . The value of such update counter is first set to 1 when
a candidate is created, and subsequently is incremented when
an output neuron present in NO is updated using a candidate
output neuron.

After the candidate neuron nc is created and its synapses’
weights are initialized, it is either added to the repository
of output neurons NO or merged with one of the output
neurons already existing in NO(Class(nc)), that is in the
group of output neurons of class Class(nc) in NO. To this
end, Euclidean distances Distnc,ni between the vector of
synapses’ weights wnc and the vectors of synapses weights
wni

of each output neuron ni ∈ NO(classnc
) are calculated.

If there exists such an output neuron ns for which Distnc,ns

is minimal and below the value simTr · Dist, then the
vector wns

and counter Mns
are updated according to Eq. (2)

and nc is discarded. Otherwise, nc is simply inserted into
NO(classnc). simTr is a user-specified similarity threshold,
whose value is in the range [0, 1]6.

wns =
wns

·Mns
+wnc

Mns + 1
,Mns = Mns + 1. (2)

Dist is the tight upper bound on the Euclidean distances
between any possible candidate output neuron and any output
neuron in NO and, as presented in [5], can be calculated using
Eq. (3).

Dist =

� �

F∈F

NIsize�

j=1

�
modj−1 −modNIsize−j−1

�2� 1
2

(3)

After eSNN is taught using the training dataset Dtr, each
testing text T ∈ Dts is assigned one decision classes of
all decision classes of output neurons in NO. To this end,
the value of Post-Synaptic Potential PSPni

of a membrane
of each output neuron ni in NO is calculated according to
Eq. (4).

PSPni =
�

F∈F

�

nj∈NI(F )

w(F )
njni

·modordernj . (4)

6Please note, that the greater values of simTr increase the chance that
a candidate output neuron will be merged with one of the neurons already
existing in the repository NO

In Eq. (4), wnjni
is weight of a synapse connecting the

input neuron nj to the output neuron ni that is calculated in
the network’s learning phase. ordernj is a firing order value
of input neuron nj ∈ NI(A) given the encoding of a value
of feature F in a testing text T . Finally, the testing text T is
assigned a decision class of an output neuron nmax ∈ NO,
whose membrane PSP value PSPnmax

is maximal. One can
find the pseudocode of described learning and classification
procedures of eSNNs, for example, in [5], [9], [24]. We posted
our implementation that was used in the experiments along
with the used dataset at the GitHub repository7.

B. The NeuCube Implementation of Spiking Neural Networks

As the second implementation of SNNs that is selected by
us for the experiments we used the NeuCube implementation
[10]8. Unlike the eSNNs implementation presented in subsec-
tion III-A, NeuCube implements an SNN network that consists
of three layers of neurons: input, internal and output. The
aim of the input layer of NeuCube is to convert values of
features of a text representation into a sequence of spikes that
is propagated into the network.

Since NeuCube implements four temporal coding algo-
rithms, it requires each text (either from the training Dtr

or testing Dtr datasets) to be represented as a time series.
In our approach, each text is represented as a single time
series TS containing all values of features (F1, . . . , Fm).
Thus, given a text representation having m features F , the
time series of each text consists of a series of m values. The
temporal encoding algorithms implemented in NeuCube are:
Threshold-based Representation (TR), Moving Window (MV),
Step Forward (SF), and Bens Spiker Algorithm. The results
presented in [25] suggests that the most effective is the TR
algorithm, which was used by us in the experiments. Given
time series representation TS of a text, the TR algorithm
generates spikes by first calculating ATB = µSR · σ value
(where µ and σ are mean and standard deviation of values of
TS, respectively). Next, a positive spike is generated if the
difference between two consecutive values of TS is positive
and greater than ATB. If the difference is negative and smaller
than ATB, then a negative spike is generated. The generated
example of TR encoding of the time series values of the first
document of the 20-newsgroup dataset is given in Fig. 3.

The internal layer of NeuCube consists of a cube of Leaky-
Integrate-and-Fire (LIF) neurons [26]–[28] that are intercon-
nected using both excitatory and inhibitory synapses. The
number of such neurons in the cube and their topological
locations can be defined by the user. The initial synapses and
their weights are generated using the small-world principle
(according to which the neurons located in a topological
proximity have a grater chance to be connected). In the
cube’s learning process, the weights of synapses are calculated
according to the Spike-Time Dependent Plasticity (STDP)

7https://github.com/piotrMaciag32/eSNN-short-text-classifier
8NeuCube is a an application with a graphical user interface imple-

mented in Matlab and is free for download form https://kedri.aut.ac.nz/
R-and-D-Systems/neucube
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Fig. 3. The NeuCube TR encoding of the time series values of the first
document of the 20-newsgroup dataset (the upper plot presents an input time
series of TF-IDF values, the lower plot shows the obtained encoding).

rules. Let us consider two neurons: nj and ni presented in
the internal layer of NeuCube and let us assume that there
is a synapse from neuron nj to neuron ni. Given emission of
spikes from neurons nj and ni at times tj and ti, respectively,
the change of the weight value of the synapse from nj to ni

is calculated according to Eq. (5).

wj,i(t) =

ù
üüú
üüû

wj,i(t− 1) + η/∆t, if ti > tj ,

wj,i(t− 1), if ti = tj ,

wj,i(t− 1)− η/∆t, otherwise,
(5)

where η is the STDP rate learning parameter specified by the
user.

Finally, the third layer of NeuCube consists of output
neurons whose aim is to represent decision classes present
in the training dataset Dtr. Each output neuron in the output
layer of NeuCube is connected to all neurons in the internal
layer. The output neurons in NeuCube are grouped according
to decision classes similarly to the output neurons NO of
eSNNs. As in eSNNs, for each training text there is created
one candidate output neuron that is always added to the set
of output neurons of NeuCube (unlike in eSNNs, in which
candidate output neurons can be merged with the output
neurons already existing in the output layer).

The membrane Post-Synaptic Potentials (PSP) values of
both internal and output neurons are calculated according to
Eq. (4). Both internal and output neurons emit a spike when
their PSP values exceed a certain firing threshold C, which is
specified by the user. Specifically, a neuron ni emits a spike
according to Eq. 6.

Emit a spike by ni at time t =

�
True if PSPni

≥ C,

False if PSPni
< C,

(6)
In Fig. 4, we present the architecture of NeuCube along

with the selected representation of each text. In Table I, we

show the learning parameters of NeuCube along with their
description.
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Fig. 4. The NeuCube’s architecture and the applied representation of a text
as a series of TF-IDF values.

C. The SNNTorch Implementation

The third implementation of SNNs selected for the exper-
iments is the SNNTorch implementation, recently developed
as the Python language package [12]. To the advantages of
the SNNTroch implementation belongs the fact that it is
built on the basis of the well known deep-learning Python
framework Pytorch. SNNTorch allows us to combine SNNs
with such types of neural networks as Multilayer Perceptron
neural network or CNN network. Currently, SNNTorch offers
eight types of spiking models of neurons: Alpha, Lapique,
Leaky (LIF), RLeaky, RSynaptic, SConv2dLSTM, SLSTM
and Synaptic. In our experiments, we applied the LIF neuronal
model. Our applied architecture of neurons in SNNTorch
consists of four layers as presented in Fig. 5. The number
of input neurons equals the number of features in the input
data, while the number of output neurons is the same as the
number of decision classes present in the training parto of the
dataset.

IV. CHARACTERISTIC OF SELECTED DATASETS AND
THEIR PREPROCESSING

In the experiments, we used three publicly available datasets
that are widely used as benchmarks in the evaluation of
text classifiers. In the experiments, we applied the TF-IDF
representation of all texts. As previous experiments with text
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TABLE I
THE MAIN PARAMETERS OF SNN USED IN NEUCUBE.

Parameter Description

SR TR algorithm threshold.
η (STDP Rate) STDP rate for weights modification in the internal layer.
Refractory time A period in which an input is inactive to incoming spikes after emission of a spike by itself.
Mod Modulation parameter as given in Eq. 5.
Training iters. Number of its. of the unsupervised learning stage.
Firing treshold Firing threshold for spike emission by neurons.
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Fig. 5. The SNN architecture that was constructed using SNNTorch package
for the purpose of experiments.

data and SNN networks suggest (see, for example, [20]),
TF-IDF is a suitable representation for these type of neural
networks. In order to obtain the TF-IDF representation, first,
for each dataset we calculated the Document-Term Matrices
(DTMs). DTM is a matrix that contains as many rows as the
number of documents in either training or testing part of the
dataset, and as many columns as the size of vocabulary (the set
of all terms present in the entire dataset). Each cell of a DTM
matrix can contain, for example, a number of occurrences of
a given word of vocabulary (defined by a column of DTM) in
a document (defined by a row of DTM)9.

For all selected datasets, the DTM matrices are obtained
as follows. First, the vocabulary is calculated. In order to
obtain the vocabulary of each dataset, we applied the text-
mining package of the R language [29] (for the 20-newsgroup
dataset) and Gensim package of the Python language [30] (for
the PubMed Mesh dataset). The vocabulary is obtained by
applying the following steps to the set of texts of each dataset:

1) Removing all numbers from a text.
2) Removing punctuation.

9Obviously, such a representation usually leads to a significant size of a
DTM, whose cells mostly contain 0 (which indicates the situation when a
word is not present in a document).

3) Removing English stopwords and articles.
4) Transforming all upper-case letters to lower-case letters.
5) Applying texts’ stemming.
After the execution of the above steps, we calculated the

DTM matrices for the training and testing parts of datasets
separately as follows.

A. The Preprocessed 20-newsgroup Dataset

The 20-newsgroup dataset contains 18 846 texts that are
grouped into 20 news categories. To the distinguishing char-
acteristic of the 20-newsgroup dataset belongs the fact that
20 categories often belong to very different domains. For
example: politics, sociology, religion or computer devices. The
texts are split into training and testing parts in the proportion
6:4 by the author of the dataset. Thus, the training part consists
of 11 307 training texts and 7538 testing texts. Most of the
texts in the datasets consists of several hundreds of words.
Thus, we have shorten each text by selecting only its 100 first
words as text used for classification. The vocabulary calculated
using such preprocessed shorten texts contains 132 370 terms.
The short texts are used to obtain the Document Term Matrices
(DTMs) for training and testing parts separately. Since the
obtained vocabulary contains 132 370 terms, each DTM matrix
would also contain 132 370 columns - far too many for most
of classifiers. Thus, we decided to remove sparse words from
DTMs as follows:

• For the NeuCube implementation we remove from the
vocabulary these terms which are not present in at least
95% of text (this reduces the number of columns of DTM
to 341) - such a reduction was forced by the memory
constraint of NeuCube, which prevents loading too large
datasets.

• For all other tested classifiers we remove from the vocab-
ulary these terms which are not present in at least 99%
of text (this reduces the number of columns of DTM to
751).

B. The Preprocessed Imbalanced and Balanced PubMed
Dataset

The PubMed dataset contains several millions of medical
publications that are categorized according to the Medical
Subject Headings (MeSH). MeSH is a set of classes organized
into a hierarchical structure with 16 main branches (in overall,
MeSH consists of nearly 30 000 categories). Each PubMed
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document is usually indexed (either by the authors of a
document/publication or by a publisher) using several MeSH
categories. The obtained by us metadata of PubMed documents
is posted as a part of the BioASQ competition [31].

For the purpose of our experiments, we randomly selected
metadata of 10 000 PubMed documents, each of which is
assigned one of the 16 main categories of the MeSH clas-
sification. Since the documents in these main categories are
unevenly distributed, the resultant dataset is imbalanced (for
example, majority of publications belong to the category
Chemicals and Drugs, while there are few publications be-
longing to the category Information Sciences). Since we are
focused on classification of short texts, we decided that input
data provided to classifiers will contain only a title of a
publication. The selected 10 000 publications are split into a
training and testing parts in the ratio 9:1.

We applied the TF-IDF encoding to obtain the DTM ma-
trices of the training and testing parts according to the steps
given at the beginning of this section. The vocabulary consists
of 14553 terms from which we selected 1670 terms that occur
in at least 99.9% of texts to represent input features of datasets.

In a similar way, we obtained the balanced PubMed dataset,
which differs from the imbalanced in that it contains the
10 000 documents that are evenly distributed in the 16 main
categories.

V. EXPERIMENTS

In this section, we first describe the applied input parameters
of the selected classifiers. Next, we present the results of
experiments on the selected datasets. The results were obtained
for the three above-described implementations of SNNs as well
as for the other four classification methods: Binomial logistic
regression, a single Decision tree, the MLP neural network as
well as Support Vector Classifier (SVC). In the second part
of the experiments, we focus specifically on the presentation
of the classification accuracy for the eSNN encoding method
that is offered by us in Section III.

A. Parameters of Selected Classifiers

The parameters of the selected SNNs implementations that
were ran on the datasets are given in Table II. The parameters
were selected using the grid search procedure on a suitable set
of parameters of each implementation.

The parameters of the other classifiers selected for experi-
ments were as follows:

• Decision tree - spilt criterion = Gini index, maximal depth
= none.

• Logistic regression - maximal no. of training iterations =
100.

• Multilayer Perceptron neural network (MLP) - no. of hid-
den neurons = 1000, sigmoid activation function, learning
rate for weights modification in thw error backpropaga-
tion phase 0.0001, training iterations = 8, the ADAM
optimization method for error backpropagation.

• Support Vector Classifier - radial kernel, misclassification
cost coefficient = 1.
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Fig. 6. Comparison of the classification accuracy for the selected input
methods. IJCNN2020 referes to the method offered in [5]. The method given
in this work was ran with Bins = 3.

B. Results of Short Text Classification

The results of classification accuracy for the classifiers are
given in Table III. As it can be noted, in the case of short
texts of the 20-newsgroup dataset, the most effective classifier
is SVC. For both balanced and imbalanced PubMed datasets,
two best performing classifiers are SNNTorch and logistic
regression. Among the selected SNNs implementations, the
eSNN implementation provides slightly better results than
NeuCube for 20-newsgroup dataset, while NeuCube is slightly
superior to eSNNs in the cases of PubMed datsets. The best
performing implementation of SNNs is SNNTorch. This can
be explained by the fact that it contains not only spiking
LIF neurons, but also incorporates learning mechanisms of
traditional feedforward neural networks, such as the error
backpropagation phase that applies ADAM optimizer.

C. Comparison of the Classification Accuracy for the Pro-
posed Encoding Method of eSNNs

Our method is compared with the encoding method offered
in [5] that directly calculates firing order of input neurons as
well as with the widely-used GRFs method used with spiking
neural networks [13]. Both the method of [5] as well as the
GRFs uniformly allocate the NIsize input neurons to encode
input values of each feature F ∈ F . In this experiments we use
20-newsgroup dataset, however to better illustrate the results
of encoding we selected full texts of this dataset.

In Fig. 6, we present the obtained classification accuracy
of the selected methods for varying number of input neurons
NIsize. For the proposed method, we used the B = 3 bins
parameter to create the histogram of values of each feature in
our encoding method. As it can be noticed from the figure,
the offered method can significantly improve the classification
accuracy comparing to the other two tested methods. For
example, for NIsize = 20 the proposed method gives accuracy
0.52, while the method of [5] and GRFs method give 0.2 and
0.21 accuracy values, respectively.
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TABLE II
THE APPLIED PARAMETERS OF THE SELECTED SNN CLASSIFIERS.

Classifier 20 newsgroup dataset Imbalanced PubMed dataset Balanced PubMed dataset

eSNN NIsize = 25, Bins = 3,
mod = 0.95, simTr = 0.05,

NIsize = 15, Bins = 3,
mod = 0.95, simTr = 0.05

NIsize = 15, Bins = 3,
mod = 0.95, simTr = 0.05

NeuCube
η = 0.01, Firing thr. = 0.5,
mod = 0.95, Refractory time = 3,
Training its. = 1

η = 0.01, Firing thr. = 0.5,
mod = 0.4, Refractory time = 8,
Training its. = 1

η = 0.01, Firing thr. = 0.5,
mod = 0.4, Refractory time = 8,
Training its. = 1

SNNTorch
Hidden neu. = 1000, Firing thr. = 1,
Decay rate = 0.92,
Learn. rate = 0.0001, Training its. = 8

Hidden neu. = 1000, Firing thr. = 1,
Decay rate = 0.92,
Learn. rate = 0.0001, Training its. = 8

Hidden neu. = 1000, Firing thr. = 1,
Decay rate = 0.92,
Learn. rate = 0.0001, Training its. = 8

TABLE III
THE OBTAINED CLASSIFICATION ACCURACY RESULTS.

Classifier 20
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eSNN 0.19 0.15 0.16

NeuCube 0.10 0.17 0.29

SNNTorch 0.24 0.39 0.39

Decision tree 0.43 0.25 0.26

Logistic regression 0.55 0.36 0.32

MLP network 0.01 0.32 0.31

SVC 0.61 0.37 0.37

VI. DISCUSSION AND CONCLUSIONS

In this work, we presented the results of short text classifica-
tion using three different implementations of SNNs networks,
namely: evolving Spiking Neural Networks, the NeuCube
implementation of SNNs and the SNNTorch implementation.
In order to test the selected classifiers, we selected and prepro-
cessed three publicly available datasets: 20-newsgroup dataset
as well as imbalanced and balanced PubMed datasets of
medical publications. The preprocessed 20-newsgroup dataset
consists of the first 100 words of each text, while for the
classification of PubMed datasets we used only a title of
each publication. As a text representation of documents, we
applied the TF-IDF encoding. In this work, we also offered a
new encoding method for eSNN networks, that can effectively
encode unevenly distributed values of each input feature. The
designed method works especially effectively with the TF-IDF
encoding.

The presented results of experiments indicate, that SNNs
implementations that solely use the neuronal models tradi-

tionally applied in SNNs, such as the LIF model, as well as
apply unsupervised learning rules like STDP, may not perform
as effective as the implementations that combine SNNs with
the learning methods present in traditional neural networks,
such as the MLP networks. Specifically, in the conducted
experiments, the SNNTorch implementation performed better
than the eSNN and NeuCube implementations. Furthermore,
the computational and memory complexity of SNN networks
(as in the case of NeuCube) can be a bottleneck in processing
large sets of texts. In the experiments, SNNTorch was able
to slightly outperform the results obtained by other selected
classifiers in the case of two PubMed datasets.
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Abstract—The need to understand the decision bases of arti-
ficial intelligence methods is becoming widespread. One method
to obtain explanations of machine learning models and their
decisions is the approximation of a complex model treated as
a black box by an interpretable rule-based model. Such an
approach allows detailed and understandable explanations to
be generated from the elementary conditions contained in the
rule premises. However, there is a lack of research on the
evaluation of such an approximation and the influence of the
parameters of the rule-based approximator. In this work, a rule-
based approximation of complex classifier for tabular data is
evaluated. Moreover, it was investigated how selected measures
of rule quality affect the approximation. The obtained results
show what quality of approximation can be expected and indicate
which measure of rule quality is worth using in such application.

I. INTRODUCTION

IN RECENT years, eXplainable Artificial Intelligence
(XAI) [1], [2], [3], [4] has become an increasingly im-

portant field of artificial intelligence (AI). The explanations
generated by XAI methods allow people to understand how
artificial intelligence methods work and are useful for many
types of users involved in different ways with AI applications.

This work focuses on XAI derived from rule induction [5].
Rule-based models represent knowledge embedded in data
in the form of IF-THEN rules. The premise of a rule is a
conjunction of elementary conditions wi c ai » xi, with xi,
being an element of the attribute ai domain and » representing
a relation (= for symbolic attributes; <, f, >, g for ordinal
and numerical ones). The conclusion of the rule contains a
decision, which can be either symbolic or numeric.

Rules and decision trees (which can be easily transformed
into mutually disjoint rules) are used to generate global expla-
nations because of their interpretability [4]. Such global expla-
nations are obtained by generating a rule-based interpretable

This work was partially supported by: Computer Networks and Systems
Department at Silesian University of Technology within the statutory research
project and the Łukasiewicz Research Network (ROLAP-ML, R&D grant)

model that approximates the non-interpretable (complex) base
model. The use of rule-based approximation is justified for
tabular data where attributes are interpretable and the gener-
ated rules can be understood by humans.

There are recent examples in the literature of the use of rule-
based systems to obtain model agnostic explanations. Rule-
based models approximating the complex base model locally
were considered in [6]. The works [7], [8] considered rules as
interpretable expressions used to present explanations within a
proposed local-to-global approach for black-box explanations.

The parameters of the rule-based model induction method
affect the quality of the base model approximation. Further-
more, they affect the explanations generated from the set of
input rules. To the best of the authors’ knowledge, there is
no published analysis showing how well a rule-based model
can approximate the complex base model being explained.
Therefore, the aim of this paper is to present and evaluate the
rule-based, model-agnostic approach to explaining machine
learning models. The rule-based approximation of a black-
box model may be evaluated in terms of its accuracy and
number of the generated rules. Therefore, three measures of
rule quality used in the induction process are verified in this
work: Correlation, C2 and Precision [9]. These measures, in
the above order, generate more and more specific rules and
thus build probably more and more accurate approximators
but composed of an increasing number of rules. Verification
of these parameters should provide clues that are useful in
the development of rule-based approximators used to create
explanations.

The contribution of this paper includes: (i) analysis and
evaluation of the approach that generates global and local
explanations from a rule-based approximation of a black-box
model, (ii) verification of how the application of different
measures of rule quality assessment (Correlation, C2 and Pre-
cision), which enable variation in the approximation accuracy
of a machine learning model, affects the explanations obtained.
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II. THE IDEA OF RULE-BASED EXPLANATIONS

The proposed approach to generating machine learning
model explanations involves approximating the base model
treated as a black-box using a rule-based model. Base model
approximation means that the rule-based model learns the
decisions of the base model. Such a learning process requires
transformed training data in which the existing decision vari-
able is replaced by the decision of the base model. In the
extreme case (which may mean over-fitting the base model),
the transformed training data may be identical to the original.

The generated rule-based model, although interpretable in
theory, is not always clear, e.g. due to the number of rules.
However, once the rule-based model is generated, the el-
ementary conditions of the rules and their importance can
be extracted. On their basis, it is possible to generate the
explanations showing which attributes, and which attribute
value ranges, are most important for decision making by
the base model. Importance based rankings of elementary
conditions are generated using the Shapley index [10] and
details on the assessment of the importance of rule elementary
conditions are presented in the work [11].

Using the above method to explain the black-box classifier,
global and local explanations can be obtained. The global
explanation of the classifier is in the form of a ranking of
elementary rule conditions indicating which ones have the
highest importance in the decision of the base model about
the selected class. The local explanation, on the other hand,
consists of a set of rules covering the data instance and an
analogous ranking indicating the importance of the elementary
conditions in the classifier’s decision.

III. EVALUATION OF RULE-BASED APPROXIMATION

The first step in the presented concept of generating rule-
based explanations of the base machine learning model is to
approximate this model with a rule-based model. The base
model approximation should be of high accuracy to generate
reliable explanations. The rule induction algorithm can be
controlled by a number of parameters. This study focuses on
the rule quality measure used and verifies impact of three such
measures: Correlation, C2 and Precision.

The approach presented in this paper was implemented in
Python. The scikit-learn package [12] was used to generate
base models and the coverage algorithm implementation avail-
able in the RuleKit package [13] via a Python wrapper1 was
used to generate the rule-based models. Four different algo-
rithms were selected to generate complex, non-interpretable
classifiers used as base models. The selected algorithms are:
Artificial Neural Network (NN), Random Forest (RF), Support
Vector Machine (SVM) and Extreem Gradient Boosting (XG-
Boost). The base models and the approximating rule-based
models were evaluated in 10-fold cross validation process.
Experiments were conducted on a set of 29 data sets available
in the OpenML2 and UCI3 repositories. These data sets consist

1https://github.com/adaa-polsl/RuleKit-python
2https://openml.org/
3https://archive.ics.uci.edu/ml/datasets.php

of tabular data and relate to the task of classification.
In the experiments, the quality of the implemented approxi-

mation with the rule-based model was evaluated in two ways.
Firstly, the classification quality measures, such as Accuracy
(Acc) and Balanced Accuracy (BAcc), were calculated. The
quality of the approximator was determined for the trans-
formed data in which the decision attribute represents the
decision of the base model. Table I presents mean values
calculated for all the data sets that were divided into train
and test data. In the experiment, four base models were
approximated and three rule quality measures were verified
as values of the approximator parameter. Additionally, Table
I presents the average number of rules that were generated by
the induction algorithm.

TABLE I
QUALITY OF RULE-BASED APPROXIMATIONS ON TRANSFORMED

TRAINING AND TEST DATA, FOR WHICH THE DECISION ATTRIBUTE IS THE
DECISION OF THE BASE MODEL

Base Approx. #Rules Train data Test data
model param. Acc BAcc Acc BAcc

NN
Correlation 19.9 0.938 0.932 0.894 0.878
C2 34.2 0.968 0.965 0.916 0.902
Precision 75.3 0.988 0.986 0.912 0.892

RF
Correlation 21.1 0.924 0.92 0.873 0.858
C2 38.3 0.958 0.953 0.899 0.884
Precision 82.5 0.979 0.976 0.894 0.877

SVM
Correlation 18.7 0.952 0.949 0.915 0.905
C2 30.4 0.978 0.976 0.935 0.922
Precision 67.1 0.989 0.986 0.938 0.922

XGB
Correlation 21.1 0.924 0.921 0.877 0.863
C2 38.4 0.958 0.953 0.9 0.886
Precision 81.1 0.98 0.977 0.893 0.877

Based on the results in Table I, it can be concluded that the
rule-based models approximate complex models well. Further-
more, the results show that the accuracy of this approximation
decreases significantly on the test data compared to the training
data. This is an expected result, as rule-based models were
generated to obtain the best possible approximation on the
training data.

Besides, the results in Table I show that the selected
measures - in order: Correlation, C2 and Precision - enable
to obtain increasingly fit rule-based models. The increase in
quality results from the increase in the number of rules. In
other words, the more general the rules are the less accurate
the approximation becomes. On test data, however, the best
quality results are obtained by models generated using the C2
measure.

The generated base models and their approximators can be
further evaluated on the original data sets. Fig. 1 presents
the difference in Balanced Accuracy (BAcc) between the
generated approximations and base models. The BAcc values
were calculated on test data for each of the data sets. XGBoost
was used as a base model and the C2 measure was used in
rule-based approximation generation.
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Fig. 1. Approximation quality illustrated as the difference of the Balanced Accuracy values for rule-based approximation (BAcc_AP) and base model
(BAcc_MB) - comparison on test data

The results illustrated in Figure 1 show that an approximator
operating on the original data is never better than the base
model. These results provide a negative answer to the question
of whether creating a rule-based model that cannot distinguish
between examples that even complex models cannot correctly
classify will produce rule sets with good classification quality.
Moreover, it is again apparent that over-fitting to the train data
results in lower accuracy on test data.

Within the second approach to rule-based approximation
evaluation the generated explanations were compared. There-
fore, using the SHAP method, attribute rankings were gener-
ated for the base models and their approximations. If the size
of the data set exceeded 100 instances a subset of that size
was selected to determine the Shapley values. Next, the top
three features from both rankings were compared to verify
if these three most important attributes were the same for
both models. The results of the comparison are illustrated in
Fig. 2. It presents for each data set the average number of
identical features selected as the top three. This average is
calculated as four base models (NN, Random Forest, SVM and
XGBoost) were generated again for each data set. The rule-
based approximation was performed using the C2 measure,
which proved to be the most reasonable choice in earlier
experiments. The comparison was performed on 31 data sets.

The results presented in Fig. 2 show that in most cases at
least two out of three most important features are the same
for the base model and its approximator.

IV. EXEMPLARY USE CASES

Having the rule-based approximator of sufficient accuracy
induced it is possible to generate explanations. The example
global and local explanations presented below were generated

from the rule-based model using RuleXAI package4. This
package generates explanations by analysing the importance
of the rules’ elementary conditions [11]. The C2 measure
was used for rule quality evaluation. The rule-based model
approximated the XGBoost classifier.

The base model was trained on the wine5 data set
representing a three-class problem and consisting of the
following attributes: Alcohol, Malic_acid, Ash, Alcalin-
ity_of_ash, Magnesium, Total_phenols, Flavanoids, Non-
flavanoid_phenols, Proanthocyanins, Color_intensity, Hue,
OD280_OD315_of_diluted_wines, Proline, Class.

The generated global explanations are presented in Table II.
They consist of rankings built separately for each class. The
rankings were built on the basis of feature importance, or more
precisely on the basis of the importance of the elementary
conditions of the rules.

Local explanations are generated for a specific data
instance. The analysed data instance takes the following
values for the above list of attributes {0.213157895,
0.029644269, 0.652406417, 0.381443299, 0.260869565,
0.420689655, 0.394514768, 0.169811321, 0.611987382,
0.151023891, 0.25203252, 0.663003663, 0.172610556, 1}.
This data instance was covered by the following two rules
from the approximating model:
IF Color_intensity = (-inf, 0.19) THEN
ref_prediction = 1.0
IF Alcohol = (-inf, 0.39) AND Flavanoids =
<0.13, inf) THEN ref_prediction = 1.0

In addition to the explanation in the form of rules, RuleXAI
generated a ranking presented in Fig. 3. It shows which ranges
of attribute values were most important for a given decision.

4https://github.com/adaa-polsl/RuleXAI
5https://archive.ics.uci.edu/ml/datasets/wine
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Fig. 2. Number of the same features in the first three positions of the rankings generated by the SHAP method for the base model and its approximator

TABLE II
RULE-BASED GLOBAL EXPLANATION GENERATED BY RULEXAI - THE EXPLANATION OF THE XGBOOST MODEL GENERATED ON WINE DATA SET

Class 0 Class 1 Class 2
Condition Importance Condition Importance Condition Importance

Proline ≥ 0.51 0.872 Color_intensity < 0.19 0.906 Flavanoids < 0.13 0.841

Proline ≥ 0.4 0.609 Alcohol < 0.39 0.728 OD280_OD315_of_diluted_wines < 0.2 0.825

Alcohol ≥ 0.52 0.352 Flavanoids ≥ 0.13 0.147 Ash ≥ 0.37 0.05
Malic_acid ≥ 0.074 0.034

Fig. 3. Rule-based local explanation showing which attributes and which
ranges of attribute values were most important for a given decision

V. CONCLUSIONS

The method generating global and local explanations using
rule-based approximation of the black-box model was anal-
ysed within the presented research. In addition, global and
local explanations generated from the rule-based approxima-
tion were presented. The explanations generated from the rules
provide a detailed understanding of which features in which
value ranges are important to the classifier’s decisions.

Application of the rule-based model to approximation of the
complex classifier generated on tabular data was positively
evaluated. The approximation obtained with the rule-based
models was consistent with the approximated base models
both from the point of view of classification quality measures
and from the perspective of consistency in the most important
features indicated by the generated explanations.
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Abstract—Customer acquisition is an issue that continues to
receive attention from companies worldwide. Various marketing
campaigns using psychological methodologies have been designed
to address this issue. However, once a campaign is launched,
it is highly complicated to detect which sets of customers are
most likely to purchase an offered product. This fact is key
since it allows companies to focus their efforts on specific
clients and discard others. Several selection techniques have been
implemented, but most of them are usually very demanding in
terms of time and human resources for the companies. Artificial
Intelligence techniques appear to help to simplify the process.
Thus, companies have started to use Machine Learning (ML)
models trained to efficiently detect those clients with certain
proneness to purchase. Toward this goal, this paper presents
a novel purchase propensity detection ML system based on Sen-
timent Analysis techniques able to consider customer comments
regarding the offered products. The tourist domain was selected
for the case study, where the obtained product was successfully
embedded in an initial prototype.

I. INTRODUCTION

CUSTOMER acquisition is one of the most important
tasks companies undertake to promote their products and

services. It allows expanding the business, enhancing their
potential in the markets and producing benefits over time.
However, companies need a clear a solid plan of action to
be successful in custom acquisition. Creating such a plan in
turn requires first-hand knowledge of customers’ needs and
tastes [1].

Several studies have been conducted to detect these cus-
tomers’ needs, producing behavioral profiles and other differ-
ent psychological approaches. These proposals work accept-
ably when companies have specific employees or departments
dedicated to making evaluations of the customers. In the
case of small or medium enterprises with few resources, or
those with high amounts of customers to evaluate, this task is
difficult to achieve, becoming a very demanding process.

This work was supported by Madox Viajes Travel Agency

On the other hand, the Internet makes it easy to access
collected information about customers’ opinions on purchases.
Thus, these data can be analyzed to detect patterns that indicate
a certain propensity to buy some specific products offered
by a company [2]. Specifically, customers whose search is
more alternative-based are found to have a higher propensity
to purchase than customers whose search is more attribute-
based. The main rationale is that customers using alternative
based search are evaluating products one at a time, and they are
more able to judge whether the product meets their purchasing
criteria or it is suitable for them with lesser distraction from
other products or services.

In the case of the tourism domain, it is very difficult to
build client loyalty due to the wide amount of offers and
the fluctuations in the market. Moreover, the recent COVID-
19 outbreak has provoked more complications for tourist
companies due to the restrictions and measures imposed by
governments of countries all over the world. As a result, the
acquisition of customers (whose numbers reduced drastically
during the period) and the detection of those who are prone
to purchase has become a fundamental issue, especially for
small or medium-sized companies. Due to this situation, this
process is also more demanding and time-consuming, so it is
important to develop specific software to support the decision-
making step and provide recommendations automatically.

This paper presents a Machine Learning (ML) module able
to automatize the detection of potential customers. It has been
successfully embedded into an initial prototype of a tourist
management framework. The fusion of both elements (i.e., the
tourist domain and ML) has produced a novel and complete
system based on expert knowledge to manage tourist events
and provide recommendations from the perspective of the
customer and the travel agency. This enhancement allows the
tour companies to reduce efforts and focus their resources on
specific individuals and tourist offers.
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Regarding the ML module, it analyzes the opinions in
texts written by potential customers for different tourist offers,
being able to detect the real interest of the individuals. This
allows discarding those customers with less predicted interest.
Intelligent agents following a Multi-Agent System (MAS) ar-
chitecture have been included to establish communication and
knowledge interchange. This MAS promotes the distribution
of the workload and eases the evaluation of multiple texts.
This issue is relevant because companies usually need real-
time analysis and responses to satisfy the requests made by
customers.

Several experiments in real environments have been imple-
mented to show the viability of the proposal. Madox Viajes
is a tour company that has put in production the developed
software, including the ML module with very successful and
promising results.

The rest of the paper is organized as follows. Section II situ-
ates the approach in the domain and makes some comparisons
with similar ideas. Section III details the architectures of the
ML module and the prototype. Section IV illustrates a battery
of experiments achieved in a real environment. Finally, Section
V concludes by making a detailed analysis and provides future
guidelines.

II. BACKGROUND

This section introduces the foundations of the ML module
specifically designed to evaluate the opinions of customers.
Opinion Mining techniques are put into the spotlight for the
case of evaluating opinions. Then, intelligent agents and MAS
are detailed focusing on the distribution of the workload.
Finally, a first analysis addresses the problematic in tourism
related to the detection of prone to purchase customers (see
Section II-C).

A. Sentiment Analysis for the evaluating opinions

Sentiment Analysis (also called Opinion Mining) is one of
the most relevant areas in the Natural Language Processing
(NLP) domain. Its main objective is to gather the subjectivity
expressed by humans in texts [3]. Thus, it measures the
influence of a written text over the reader regarding the type
of feelings risen and the level of affection.

There are two main perspectives in NLP to address the
Sentiment Analysis issue: dictionary-based approaches and
ML approaches.

Dictionary-based approaches (also called lexicons) consist
of a collection of predefined words which usually appear
associated with a sentiment score or a polarity (positive,
negative or neutral). They are used to calculate the sentiment
polarity of a sentence detecting words included in the dictio-
nary and averaging the polarity of these words. It can be also
extrapolated to paragraph or complete texts. However, it has
to be consider the noise generated by the set of relevant words
(e.g., substantives, verbs or adjectives) that are not detected,
and the changes in the discourse made by the creator of the
textual content. Well-known examples of these dictionaries are
SenticNet [4] and SentiWordNet [5].

ML approaches predict the sentiment values of the words
by using statistical models based on distributional semantics
(e.g., word embeddings and transformers). These models are
built through a training phase on which a collection of words
with their corresponding polarity is used. This collection is
a corpus that contains the ground truth (i.e., the reality that
ML models must try to simulate adapting their parameters
to learn). Subsequently, two more steps are usually included:
the validation and the test phases. Both allow measuring the
quality of the model regarding the ground truth (i.e., the
learning capability).

Delving into the ML solutions, there exist several types
of approaches to address the Sentiment Analysis task [6].
For instance, there are simple solutions that only use a basic
ML discarding the processing step [7]. Other approaches use
NLP techniques at the beginning of the pipeline and different
embedded ML models later to produce a more complex model
[8]. In the first ones, Deep Learning approaches are usually the
most typical ones. They do not consider rendering the textual
context as they are focused on detecting the syntax and seman-
tics patterns of the text. Common instances of these models
are word embedding-based approaches [9] as Word2Vec and
LSTM neural networks. However, their performance cannot be
compared to the quality provided by the most recent models
implemented by bidirectional transformers and attention meth-
ods (e.g., BERT [10] and their related approaches). These ML
models usually include two attention methods to estimate the
value of their parameters: intra-attention and global attention
[11]. The first estimates the similarity between words in a
sentence, while the second follows a global perspective taking
into account the whole textual content.

In the case of the Sentiment Analysis focused on opinions
and reviews, the approaches are usually ML solutions adapted
to the specific context. However, these proposals are usually
limited to only make an estimation and later their results are
complemented by the knowledge of human experts. Typical
instances of this perspective are: course evaluations [12],
online purchase evaluations [13] and movie reviews [14].

The proposed ML module achieves the Sentiment Analysis
task, and later gathering conclusions from the results through
the distributed intelligence provided by the intelligent agents.
Thus, the tourism domain prototype where it is embedded is
able to predict which individuals are prone to purchase tourist
offers and events.

B. Intelligent agents to distribute the workload

Intelligent agents are software abstractions able to simulate
interactions (with an environment or with other agents) and
behaviors from the real world. These elements are proactive,
autonomous, and independent, addressing different problems
according to the set of predefined rules and knowledge. Their
ability to interact can be exploited to solve complex problems
or to distribute the workload with certain coordination. Thus,
MAS appear as a possible solution. These MAS are usually
designed following a level of abstraction. Agent-Based Mod-
eling (ABM) [15] and Agent-Oriented Software Engineering
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Fig. 1. Main concepts of INGENIAS for developing MAS.

(AOSE) [16] provide the elements and entities to tackle this
issue.

Intelligent agents present a life-cycle focused on satisfying
a collection of goals through several associated concepts (see
Fig. 1). These goals are structured in a hierarchical way, having
sets of sub-goals that accomplish other goals at higher levels.
Goals are associated with a set of tasks that are executed by
the agents. Both goals and tasks are part of the mental state
of the agents. This mental state plays the role of the brain,
containing rules and specific knowledge from the environment
that support the execution of the tasks and the satisfaction of
the goals.

Agents can take advantage of their ability to interact with
the environment to solve complex problems having partial
or reduced knowledge about a problem. The organization in
MAS opens the collaboration, the competition and also the
negotiation. Well-known approaches that use MAS to solve
complex problems or simulate real environments are road traf-
fic simulations [17], distributed decision support systems [18],
bio-inspired ML-based systems [19], and computer games

[20].
MAS are usually modeled using specific artifacts and en-

tities to tackle the development steps of complex systems.
It allows generating graphically relationships and interactions
between agents and later transforming them to source code
automatically. INGENIAS, GAIA, Prometheus, and Tropos
are well-known agent modeling methodologies in charge of
providing support through specific languages [21].

Regarding the implementation of MAS, agent platforms are
the typical solution. These proposals include features to ease
the distribution of the agents and manage their communication
channels. Standing out approaches in this area are JADE [22]
and MESA [23].

In the presented approach, the selected agent methodology
has been INGENIAS, adapting the agent model to the MESA
framework. It uses a bio-inspired distribution model based on
the behavior of ant colonies that produce a MAS organized in
several cumuli of agents (anthills) working together to achieve
the Sentiment Analysis task and the evaluation of customers
to detect who are prone to purchase.

C. Customers in tourism

Tourism is one of the most important economic activities
all over the world. Everyday, million people are traveling to
different destinations in a wide bunch of means of trans-
port: airplanes, trains, cars, etc. This movement of people
is usually related to work activities and tourist events. In
the first case, individuals manage their travels by themselves
(e.g., commuters), while in the second, it is usually addressed
by tour companies (e.g., holidays and honeymoons). These
companies provide counseling and support to the customers,
being responsible of managing and coordinating the different
steps during the travel and their stay [24].

Tourism is a volatile active, where several changes in the
prices and in the market affect the benefits of the companies,
as well as the configurations of travels and its features. World
events like the COVID-19 outbreak or the Ukrainian war are
recent situations that have produced hard modifications in the
tourist sector. For this reason, the identification and capture of
new customers, and the detection of those ones that are prone
to purchase is basic for companies to optimize their workload.

Delving into the proneness of customers to purchase a
tourist activity, a wide range of variables motivates and make
some particular purchase decisions [25]. Instances of the most
typical variables are: the particular culture, the emotional and
physical state, and personal issues (e.g., visit a friend or a
relate). These variables are called as motivators and can be
classified into six main categories: primary motives, secondary
motives, rational motives, emotional motives, conscious mo-
tives, and dormant motives [26].

Primary motives are those situations that force a person to
purchase a tourist offer (e.g., a health problem with a relative
who is in another country), and secondary motives consists
of situations that modify the choice of the customers (e.g.,
the price of a flight according to different companies). In
the case of the rational and emotional motives, the first is
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related to an objective evaluation of the customer (e.g., a
group of several members rents a minibus instead of some
particular vehicles), while the second is the opposite, the
customers are moved by their feelings (e.g., a person is prone
to purchase a flight with a company instead of another one due
to only personal preferences). Conscious motives encompass
those ones where customers are aware of their personal needs
(e.g., customers have to travel to a place where there is not a
train station, therefore renting a car could be a better option).
Finally, dormant motives are those ones that are unconscious
and usually related to the influence of the society over the
customers (e.g., customers have to travel to a place where
individuals living there usually have high incomes, then the
customers prefer to rent a car instead of traveling by bus).

To address and detect these motivations, the knowledge of
psychological experts and the experience provided by travel
agents become very relevant. However, when a company has to
evaluate hundreds of proposals each day, the human evaluation
is almost impossible. Thus, different systems and models
to mitigate the problem has been developed. Some of them
are very specific in the tourist domain and consider only
behavioral features [27]. Other approaches are focused on the
impact of the current technologies in tourism and how to adapt
the offers to the high connectivity world nowadays [28]. And
finally, there are others that evaluate the obtained results of
the companies avoiding to consider the opinion and the level
of satisfaction of customers [29].

In the case of the presented approach, customers are put into
the spotlight, evaluating their opinions before their purchase,
knowing their proneness and preferences for the different of-
fers proposed. It allows developing a recommendation process
for customers, and it eases the work of the travel agencies
being able to discard and focus on specific customers in a
smart way.

III. PROPOSED FRAMEWORK

This section details the novel ML module specially designed
to evaluate the opinions of potential customers regarding a set
of possible tourist offers, and the initial prototype of the tourist
framework where it is embedded.

The ML module allows companies to reduce the effort in
time and human resources, as employees can focus only on
the customers that are more prone to purchase a product. This
functionality works by analyzing the textual comments pro-
vided by the customers through Sentiment Analysis techniques
and MAS to distribute the workload of the system.

In the case of the tourism domain, the prototype consists
of a system focused on the two main perspectives related to
the tourism market: customers and travel agents. It provides
some features to manage the roles independently covering all
the processes from the customers’ perspective and the travel
agents’ perspective. Moreover, it can organize the different
interactions between users with both roles (e.g., a tourist offer
managed by a travel agent and a customer both using the
system). From the customers (i.e., the tourists), the system
can make recommendations according to specific preferences

through similarity comparisons based on their profile, as well
as modifications through filtering processes. On the other hand,
from the travel agents, the system includes the tourist services
and offers available during the day, the ratings, the feedback of
former customers about the services, and a novel functionality
to indicate the most prone to purchase customers.

Next section provides further details about the architecture
of the ML module. Next, the design of the prototype is
tackle focusing on the different modules of the system and
highlighting how the ML module is included in the release.

A. Propensity to purchase detection ML module

The ML module is organized into two main components:
the module administrator and the Sentiment Analysis admin-
istrator. Both components work together internally (see Fig.
2).

The first component is the manager of the complete module,
being in charge of obtaining the stored opinions of customers,
managing the Sentiment Analysis administrator component,
and producing the final results from the outcome of the former
component. It comprehends three different entities: the texts
gatherer, the workload manager and the result processor.

The texts gatherer collects the opinion to be processed by
the module. They are loaded from the Services information
database. This element cleans the text and applies corrections
to misspelled words.

The workload manager organizes the texts using a Kafka
queue and checks if the independent anthills are busy. It
can create new MAS on-demand automatically or implement
load balancing politics. The configuration of the ML module
consists of 4 anthills by default.

The result processor obtains the outcomes from the anthills
and organizes them to be stored in the database. Thus, the
opinion of the customers regarding a tourist offer or service
is labeled as positive or negative. Then, the system can select
those customers prone to purchase.

The second component is the container of the anthills.
These latter are bio-inspired hierarchical structures organized
to distribute the workload between several agents. Therefore,
the system is ready for processing the information provided by
a big amount of potential customers. These anthills are MAS
formed by a queen and sets of soldiers and workers, organized
in a similar way to a real ant family structure. The number
of agents playing the roles of the soldiers and workers can
be modified by the system, though they are prefixed to 5 and
10 respectively. The queen agent is fixed by default to one
per anthill, and that fact cannot be modified in the present
release of the framework. The component is completed with
the previously trained ML model that encompasses techniques
to achieve the Sentiment Analysis task.

Delving into the Sentiment Analysis model, initially, the
Universal Sentence Encoder (USE) was used for generating
embeddings from the customer comments. Then, a Convolu-
tional Neural Network (CNN) with the next sequential model
pipeline is used: an input 256 dense layer by using ReLU
activation, a dropout layer with a rate of 0.5, a 128 dense
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Fig. 2. Architecture of the ML module inside the tourist manager with the default configuration.

TABLE I
SUMMARY OF THE CNN CONFIGURATION.

Layer pipeline Configuration
ReLU dense layer 256
Dropout 0.5
ReLU dense layer 128
Dropout 0.5
Softmax dense layer 2

layer by using also ReLU activation, another dropout layer
with rate 0.5 and the end layer with a 2 dense layer by using
a Softmax activation (see Table I).

Regarding the intelligent agents, they are the independent
entities that process the texts through cooperative activities.
A MAS consists of an anthill that encompasses three types
of roles for the agents: queen, soldiers, and workers (see Fig.
3). Therefore, it is organized following bio-inspired ant social
structure. The queen (i.e., the manager agent) is responsible
for the anthill, receiving the texts to analyze directly from
the workload manager. Notice that several texts can be sent
to this agent. Then, the queen agent assigns the activity of
evaluating the text to one soldier agent (i.e., the evaluator
agent). This agent is in charge of assigning pieces of text
to promote the distribution (usually paragraphs) or complete
texts to the worker agents. These latter process the text through
the Sentiment Analysis model provided to the anthill (each
anthill has a copy of the ML model). Once worker agents have
concluded their task, the soldiers join the texts if necessary
(protecting and supervising the result obtained by a worker or
a set of them) and they return the result to the queen agent.

This process follows the Belief-Desire-Intention (BDI)
model [30] where each agent present a goal or a set of them to
satisfy to complete its life-cycle. In this sense, the queen has
the assignedtask goal, the soldiers have the evaluatedopinion
goal and the workers have the processedtext goal. All the goals
usually include associated tasks that are actions to achieve.
Notice that the agents present at least one task that solves
their corresponding goals. These tasks are applied in the
environment that agents share. In this case, the environment is
the current opinion or set of them of the possible customers.
Each agent incorporates a mental state and a set of beliefs
(motivations). The queen has in them simple rules to manage
the texts, while soldiers present similar rules to distribute the
text between the workers. However, workers include the ML
model in their mental states to achieve the evaluation of the
texts and some simple rules to organize the process in the
beliefs. Finally, interactions between the individuals follow
the hierarchical structure. They are completed through direct
conversations. Notice that in this case, workers do not need
to establish conversations with other workers since they tackle
their commitment individually according to the orders of the
soldier.

The design of the anthill model has been addressed through
the INGENIAS agent methodology. Then, the resulting com-
position has been transformed to be compliant with the MESA
framework. The conversations and interactions of the agents
have been implemented following the Foundation for Intelli-
gent Physical Agents (FIPA) standards [31].
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Fig. 3. Excerpt of the main entities involved in the anthill MAS.

Fig. 4. Overview of the main architecture of the prototype.

B. Architecture of the prototype

The architecture of the prototype comprehends two
databases and four main modules. These elements are related
between them interacting automatically to recover information
or responding the requests made by users through the graphical
interface (see Fig. 4).

Regarding the databases, they are: services information and
providers information. The first stores the information of the
tourist services managed by the company. Both final users (i.e.,
independent customers and travel agents) produce relevant
data that is stored here. It also contains a historic to generate
different visual forms for the business. Note that information
about customers and their opinions are also placed in that
database. Therefore, it is used by the novel ML module to
obtain textual content and store the obtained results. On the
other hand, the second conserves the knowledge about the
providers (i.e., the different companies that daily offer tourist
services). That information is updated every day through an

automatic process but it needs the support of an expert in
the domain to accomplish some specific and complex tasks
related to the several offers and modes. The visual interface
of the system provides specific graphical assistants and the
architecture presents some modules to properly interact with
both databases.

In the case of the main modules, they are: information
gatherer, tourist manager, travel agent manager and customer
manager. Notice that the first two modules are generic to every
operation in the system, while the other two are specific for
travel agents and customers respectively.

The tourist manager module is the core of the framework.
It contains information about the opportunities and the profiles
and preferences of the final users. With this information,
it can produce recommendations to provide the best tourist
resources for a trip. It is the module of the system that embeds
the proposed ML module. It allows the system to select the
most interesting customers according to the evaluation made
through the analysis of their opinion.
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The information gatherer module recapitulates and pro-
cesses the information from the virtual tourism market. This
market reflects the exchanges of information between the
providers and tour companies. This module collects static
and dynamic information. The first is information that is
not frequently updated (e.g., the name of a hotel and its
description). The second is volatile information that fluctuates
several times during the day (e.g., occupancy levels or rates).
Notice that some of this information cannot be stored in the
system due to legal issues, so it is always consulted directly
from web information sources.

The customer manager module is in charge of processing
the events and interactions made by the customers. It provides
information to the tourist manager module to collect informa-
tion about a specific individual or tourist services and adequate
offers depending on the preferences of the customers. Notice
that the operations made by individuals with that role must
be approved by a travel agent at some point in the pipeline
before formalizing a possible trip.

The travel agent module provides assistance to travel agents
to consult, modify and also create tourist offers. It also
supports the selection of specific tourist resources to configure
a trip. To achieve that task, this module makes use of the
tourist manager module. Moreover, the filtering process of
prone to purchase customers is also used here to show that
knowledge to the different travel agents on demand.

IV. EXPERIMENTS

This section details the experiments achieved with the proto-
type of the framework in a real environment. This environment
has been provided by Madox Viajes, a tour company that has
implanted the current version of the system.

The experiment starts training the ML model used by the
system. In this sense, a dataset provided by the company has
been used. It consists of a set of 11, 840 labeled observations
being divided into 90% for training and 10% for testing
purposes. These data is unbalanced since the most of opinions
are from opportunities that were not bought by customers.
Thus, the range of the texts in the dataset is 60% (not bought)
and 40% (bought). The decision of using an unbalanced
dataset is related to the idea of reducing the false positive
predictions as in real environments as the customers are more
likely not to purchase.

The output of the ML model is the probability of a tourist
opportunity offered by the company of being purchased.
Therefore, the company’s employees could use this insight
when working on opportunities. It should be noted that the
focus on employees is important, as it requires really explain-
ing to them what it means to "purchase" a tourist opportunity.
In this case, it was necessary to make them understand that it
is a probability that can guide them to focus on the best op-
portunities and discard or defer the rest. Thus, this probability
was binarized to simplify this information to the company’s
employees. Several thresholds for the probability have been
tested. The performance results are presented in Table II. In

this case, the optimal threshold was 0.1, corresponding to a F2-
score equals to 0.8037, Precision 0.8488 and Recall 0.7932,
respectively. That is, the ML model is right almost in the 85%
of times when the prediction given by the model is "purchase".
On the other hand, the ML model is able to recover more than
the 79% of all the sold opportunities. Notice that the selection
of the F2-score is motivated by the fact that for the company
it is more relevant higher values of Recall to reduce efforts
and increment the benefits.

After deploying the model in production, the ML module
were embedded in the system with a default configuration
of four anthills of intelligent agents. Then, the team of the
company was trained in the use of the scoring produced by
the ML model.

The system has been working during several months in the
company. It was planned to measure the effect of scoring on
the sales pipeline 8 months later (i.e., it was deployed on
September 1st, 2021). Thus, the results were shown in the
yearly harvest report for opportunities on April 1st, 2022 (see
Table III). It is necessary to highlight that the 2021 sales were
aligned with the 2020. It implies a normal behavior, as the
company continued operating under pandemic circumstances.
In this case, percentages over the total number of opportunities
are used to avoid confidential data of the company that could
provide insights to competitors. The most relevant information
in order to evaluate the performance of the proposed ML
module is the percentage of opportunities created in 2021 and
sold in 2022: 2, 78%. Notice that this is the highest percentage
of opportunities sold in one year and were created in the
previous year. This means that the scoring is really impacting
positively on the travel agents. In fact, Table IV shows the
percentages of opportunities created in a year and sold in the
same year or in the next year. For instance, given the total
amount of opportunities created in 2017 that were sold, the
89.2% were sold in the same year and the remaining ones
(9.8%) were sold in 2018. In 2022, the effect of the ML model
can be visualized. Thus, almost half of the tourist opportunities
created in 2021 have been sold during the first four months
of 2022 (41.9% which is almost more than 10 times increase
compared to the previous year’s value), being this number the
highest in the history of the corresponding tourist company.

In conclusion, the incorporation of the proposed ML model
in the framework has increased the detection of opportunities
of interest for new customers. This fact has been translated into
better business statistics, reducing the effort of the company
in the creation of new packages, and the reduction of time
demand for the employees.

V. CONCLUSIONS

This paper has presented a ML module created to evaluate
the comments about different tourist offers and services, and
to measure the propensity of potential customers to purchase
them. It allows classifying the customers according to their
proneness of completing a booking (i.e., it detects the most
interesting customers). The module has been embedded in
a prototype of a framework specifically designed for tourist
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TABLE II
PERFORMANCE OF THE ML MODEL FOR DIFFERENT THRESHOLDS FOR THE PROBABILITY OF PURCHASE.

Metrics / Threshold 0.01 0.1 0.2 0.3 0.4 0.5
Precision 0.5476 0.8488 0.8920 0.9123 0.9299 0.9386

Recall 0.8639 0.7932 0.7660 0.7349 0.7141 0.6945
Accuracy 0.8892 0.9546 0.9574 0.9562 0.9557 0.9543
F2-score 0.7744 0.8037 0.7882 0.7646 0.7488 0.7326

TABLE III
YEARLY HARVEST FOR PREDICTED PURCHASE AND PURCHASE OPPORTUNITIES ON APRIL 1st , 2022.

Year Created / Year Sold 2017 2018 2019 2020 2021 2022 Total
2017 14, 35% 1, 70% 16, 05%
2018 30, 94% 0, 72% 31, 66%
2019 35, 34% 0, 81% 36, 14%
2020 8, 43% 0, 36% 8, 79%
2021 3, 86% 2, 78% 6, 64%
2022 0, 72% 0, 72%
Total 14, 35% 32, 65% 36, 05% 9, 24% 4, 22% 3, 50% 100, 00%

TABLE IV
COMPARISON BETWEEN CREATED AND SOLD OPPORTUNITIES ON APRIL 1st , 2022.

2018 2019 2020 2021 2022
Opportunities created and sold in the previous year 89.2% 97.7% 97.8% 95.6% 58.1%
Opportunities created in the previous year and sold in the current year 9.8% 2.3% 2.2% 4.4% 41.9%

management from both perspectives: the customer and the
travel agent.

The ML module analyzes the opinion of the possible cus-
tomers through Sentiment Analysis techniques based on neural
networks. Moreover, it includes a bio-inspired architecture
design of MAS to distribute the workload of the system. The
complete system has been deployed in a real environment,
showing its ability to manage a real tour company. The
obtained results have been highly satisfying; the system has
increased the ability of the company to find new potential
customers. These results have translated into more economical
benefits, simplification of the creation of new tourist opportu-
nities, and less time spent by the human resources.

In the future, the MAS organization will be stressed with a
test battery to find possible weaknesses of the architecture.
Regarding the ML module in general, it will be improved
by incorporating other techniques like Weight of Evidence
(WoE). This fact will produce a novel and complete release
of the system for the tourist domain. The architecture of the
framework will be also improved and later adapted to be
used through micro-services. All these upgrades will lead to a
complete deployment where travel agents and customers will
have access in real-time to the provided functionalities.
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Abstract—This paper introduces a new algorithm that
utilises images from the Fruits-360 dataset, superimposes
them of various backgrounds and creates associated an-
notation files with the coordinates of the bounding boxes
surrounding the fruits. The main challenge of this task
was accounting for the variations in lighting and occlusion
associated with outdoor locations. The utility and application
of such an algorithm is to reduce the need to collect real
world data for training, accelerating the speed at which new
models are developed. Using 3000 images generated by this
algorithm we train a single shot multibox detector (SSD) to
study the feasibility of using generated data during training.
We then test the trained model on 70 real world images of
apples (65 images of apples on trees and 5 images of apples
in bunches) and obtain a mean average precision of 0.750
and we compare our results with those obtained by other
state of the art models.

I. INTRODUCTION

THE most frequently mentioned challenge across
papers that study the application of artificial in-

telligence in agriculture [1], [2], [3] was data scarcity
[4], [5]. As such, authors have to collect images from
orchards/plantations or obtain images from the Inter-
net however, both methods have downsides. Collecting
images from an orchard/plantation requires visiting the
location during a certain time frame when the fruits are
ripe [6]. Data collection from the Internet via scraping
cannot guarantee image quality. Reference [7] suggests
that multiple visits to the same or to different orchards
during different periods of time are required for an ideal
dataset. Both methods also require manual annotations,
which is time consuming and is susceptible to human
error [8]. One way to address the data scarcity problem
is the creation of a data generating algorithm that can
produce images that simulate real world conditions. We
aimed to study the feasibility of using such generated
data for training an apple detector.

The Fruits-360 dataset [9], which provides 90483 im-
ages of 131 fruits and vegetables, was introduced in
2017. The images in this dataset contain one fruit or
vegetable per image with a white background. This
makes the set very good for training classifiers, however
it cannot be easily used to create detectors capable of
locating/counting the number of fruits in an image. In
order to extend the usability of the dataset for such tasks

as well, we have created an algorithm that generates
artificial training images by superimposing fruits taken
from the Fruits-360 dataset [10] on various backgrounds
containing tree leaves, branches and other fruit. Along-
side these artificial images, the software generates one
annotation file per image containing all the coordinates
of the bounding boxes that surround the fruits as well as
the fruit class. Using a training and validation dataset of
apple images generated with our algorithm we trained a
SSD [11] and tested it on 70 real world images, obtaining
an average precision of 0.750.

II. RELATED WORK

In paper [8], the authors proposed a novel approach
based on convolutional neural networks for tomato fruit
counting rather than area calculation. They used a mod-
ified version of the Inception-ResNet [12] network for
this task. The authors noted that in order to obtain
good performance with a deep learning algorithm, a
dataset that captures all the variance in the conditions
under which the model is expected to operate. Such
datasets with annotated images were not available and
the authors observe that they are difficult and time
consuming to build. One factor that contributes to this is
the limited time frame in which fruits are in the desired
development stage for image taking. Another factor is
human error, to which manual labelling is susceptible
to. Thus, the authors created their own synthetic images
by filling an image with green and brown circles to
simulate background and then red circles to simulate
tomatoes. Afterwards, a Gaussian blur filter was applied
on the images. Training the model on a dataset consisting
of exclusively synthetic images and then testing it on
100 real world images produced a 91% accuracy in
estimating the fruit count.

In [13] several models for fruit detection were re-
viewed, such as multilayered perceptrons, LedNet [4]
and InceptionV3 [14]. One issue that was present in
all analysed papers was data scarcity. The authors of
papers [5], [6] state that building an annotated dataset
is a costly process from the perspectives of both time
and material resources. For state of the art performance
such a dataset should contain images of fruits in multiple
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lighting and weather conditions, at different distances
and at different levels of occlusions, according to the
intended practical application of the model. Kang and
Chen, in [4], used a multi-scale pyramid and clustering
classifier to assist data labelling. Steven Chen et al. in
[15] utilised a custom crowd-sourcing platform for quick
data labelling to address this issue. As seen in [16], using
transfer learning and a MobileNetV2 [17] model the
authors achieved a good compromise between accuracy
and inference speed. Similarly, Raheelin Siddiqi shows
in paper [18] the effectiveness of transfer learning on
classification accuracy of fruit images.

To the extent of our knowledge, outside of [8], no
other projects have attempted to create a data generat-
ing algorithm that creates images of fruits on various
background as well as the associated annotations.

III. METHODOLOGY

A. Data Generation

The goal of this algorithm is to allow a user to create
the entirety or the majority of their training dataset with-
out the need of seeking an orchard, collecting images and
manually annotating them. This would reduce depen-
dence on obtaining access to an orchard/plantation and
on manual labelling. Furthermore, such an algorithm
would allow experiments to be executed even when
real world data cannot be collected. The idea behind
this algorithm was inspired by paper [8], in which the
authors created a dataset of synthetic images (green
background with red dots) in order to simulate images
of tomato plants. Using this dataset alone for training
and then testing on real world images of tomato plants,
the model trained by the authors achieved 91% accuracy.

The process relies on images from the Fruits-360
dataset [10] and on real images that will be used as
backgrounds for the generated images. The image out-
put size, class and maximum number of fruits contained
in each such image can be customised to fit the scope of
the project for which they are used.

The main steps of the algorithm that creates the
dataset are:

• Randomly select a background image:
– A folder of RGB background images

(JPEG/PNG) of any resolution must be
specified.

• Resize the selected background to the specified out-
put width and height. We will refer to this image as
a canvas.

– The output width and height can be customized
according to the purpose of the trained model.
Similarly, random stretch can be applied to the
image. This is done by specifying two intervals
of floating point numbers (one for width, the
other for height). From these intervals, a ran-
dom float is selected and the respective dimen-

sion is multiplied by it. This simulates images
taken using cameras with different aspect ratios
(4:3, 16:9, etc.)

• Select fruit image from given labels.
– Once the canvas is selected and resized, the

algorithm randomly chooses a fruit image from
the Fruits-360 dataset from one of the classes
specified by the user.

– The fruit image is resized to a randomly gener-
ated size within a given interval.

• Create mask and crop image to be centered on the
fruit.

– The images from the Fruits-360 dataset have a
simple white background however, some fruits
with a shiny texture, such as red apples, re-
flected the ambient light and contain white
spots.

– To ensure that, when isolating the fruit pixels,
we do not remove the aforementioned white
spots we apply the following operations:
1) Firstly we create a mask by converting the

fruit image to grayscale, then applying a
threshold function such that the white pixels
are transformed to black and the non-white
pixels become white.

2) Secondly, the mask is copied and a flood
fill algorithm is applied starting from the
corners.

3) The flood filled mask copy is then inverted
and a bitwise or is applied between it and
the initial mask.

4) Finally, the mask is eroded with a 3×3 kernel
to eliminate border pixels between the fruit
and the white background (Fig. 1).

• Augment fruit image.
– The operations used to augment the fruit image

are 90, 180, 270 degree rotations, brightness and
contrast alteration and partial cropping.

– Partial cropping simulates fruit occlusion by
removing rows or columns of fruit pixels from
the image. Both the probability of applying this

(a) Bright spot (b) After flood fill
and inversion

(c) After bitwise or
with the inverted
mask

Fig. 1: Example of the bright spot issue caused by a
granny smith apple and the solution to the problem.
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TABLE I: PARAMETERS USED FOR GENERATING THE TRAINING AND VALIDATION DATA.

Max fruits per image Min fruit size (px) Max fruit size (px) Training images Validation images
50 30× 30 250× 250 500 100
30 150× 150 400× 400 1000 200
10 250× 250 300× 300 1000 200
25 50× 50 500× 500 500 100

(a) Original fruit image (b) The resulted mask

Fig. 2: An example of the mask-creating algorithm that
selects only the fruit pixels while dropping the white
background

operation and the maximum amount of pixel
rows or columns that can be removed can be
customized.

• Attempt to add the fruit image to the canvas.
– The algorithm keeps a set of coordinates for

each fruit added onto the canvas.
– When a new fruit image can be added to the

canvas, its coordinates are randomly generated.
This is done to allow a more uniform distribu-
tion of fruits on a canvas, as well as to speed
up the adding phase.

– If a set of generated coordinates allows the
image to be placed with an acceptable level
of overlap, then the image is added onto the
canvas. This is done by copying the fruit pixels
from the fruit image with the help of the gen-
erated mask.

– If, after a number of attempts, the image was not
added, then the algorithm retries by resizing the
image to 80% of its initial size, but not smaller
than the user defined minimum size.

– If the image is not successfully added even after
resizing, then it is discarded and a new fruit
image is selected.

• Once the fruits have been added, the canvas is saved
in the PNG format with an index number as a name.
The bounding boxes associated with the fruits in the
image are stored in a separate file, either an xml or
csv.

• The process is repeated until the requested number
of images have been generated.

For the experiments done in this paper we generated
a dataset of 3000 training images and 600 validation

images of size 768×1024 using all the apple classes from
the Fruits-360 dataset and 30 background images. The
background images were scraped from the Internet and
contained foliage and trees. The images were generated
according to the parameters presented in Table I. This
distribution was chosen to simulate both a scenario
in which fruits are close to the camera, which would
produce an image with a few large fruits as well as the
scenario in which a photo is taken from further away, in
which case there would be numerous small fruits in the
image.

B. Model Evaluation

In order to evaluate the feasibility of using a synthetic
dataset to train a model that can then be used in real
world scenarios, we selected the SSD512 model [11] as
it has shown promising results in the area of intelligent
agriculture, such as fruit detection [5] and leaf disease
detection [19]. The SSD network was implemented in
Keras [20] and was adapted for images of size 768×1024.
Training was done on the 3000 training images using
an Adam optimizer with a learning rate of 0.0001 for
the first 5 epochs and with a learning rate of 0.00005
for 5 more epochs. At the end of each epoch the model
was evaluated on the 600 validation images and it was
saved if it improved from the previous evaluation. The
experiment was repeated 3 times, each time with a new
set of generated images. The machine on which the
training was done was equipped with an nVidia 2070
RTX GPU, 16 GB RAM and an Intel i7-8750H CPU. The
implementation was done using TensorFlow 2.4 [21] and
Python 3.7.7.

IV. RESULTS

For testing the model, a set of 70 real world images
was created by scraping freely reusable images from
the Internet and by taking photos of apples on trees
or in bunches. The images contain multiple species of
apples at medium to close distance, with some fruits
being partially occluded by foliage or by other apples.
The quality and resolution of the test images was varied,
containing even some blurred apples, further increasing
the difficulty of detecting them. The images were man-
ually annotated using the labelme tool [22]. In order for
an apple to be included in the annotations, at least half
of it had to be visible in the image and had to be larger
than 30× 30 if the image is resized to 768× 1024.

Following, we will present the results of the trained
SSD model on the 70 test images and compare them to
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Fig. 3: Precision-Recall curve at 50% IoU.

existing fruit detectors. Table II shows the results of the
three experiments conducted.

In Fig. 3 the precision-recall curve is presented for
model number 2. It can be noted that the high precision
value of this model means that the network produces
very few false positives. However, the recall value does
not exceed 80% for any of the three models. This indi-
cates that the model fails to detect all apples from the
test images, producing false negatives.

After visually inspecting the predictions on the test
images, we identified several reasons behind the false
negatives. Fig. 4 captures several examples:

• a large difference in lighting between a fruit and the
others; as an example, Fig. 4d shows an apple that
is underneath a cluster of leaves such that it does
not receive the same amount of light as the other
fruits in the image

• blurry images can impact the detection of fruits,
as seen in Fig. 4a where a fruit located in the
background is blurred compared to the apples in
the foreground

• fruits that have a similar or identical colour with
the background (green apples in this case) paired
with partial occlusion produces situations where the
fruits are not detected, shown in Fig. 4b and Fig. 4c

Table III presents the results of the models studied in
paper [4], in which the authors tested two augmentation
pipelines aiming to improve apple detection. The models
from [4] were trained on real world images exclusively
while our proposed model was trained on 3000 gener-

TABLE II: THE RESULTS OF THE THREE TRAINED MOD-
ELS.

Model AP50 F1 Score Recall Precision
SSD#1 0.748 0.770 0.740 0.802
SSD#2 0.750 0.816 0.769 0.869
SSD#3 0.751 0.778 0.795 0.761

ated images. It can be noted that the performance of our
proposed model is in the same vicinity, indicating the
viability of training a model on generated data.

In paper [5] a Faster R-CNN and an SSD model were
used for counting fruits from five classes: apple, orange,
mandarin, lemon and tomato. Compared to our SSD
model, the one proposed in [5] performs slightly better
on fruit counting on the apple subset, achieving 81%
accuracy, while ours achieved 76%. As mentioned pre-
viously, the model produces false negatives, explained
by partially occluded fruits of the same color as the
background or by blurred fruits, which can explain the
difference between the predicted count and the actual
count.

V. CONCLUSION AND FUTURE WORK

In this paper we have studied the feasibility of using a
dataset of generated images as training data for an object
detector and then applying it on real world images. We
introduced an algorithm that uses the fruit images from
the Fruits-360 dataset and custom background images to
create new images alongside annotation files. We trained
a SSD on an apple dataset of 3000 images generated with
this algorithm and tested it using 70 real world apple
images. Then we compared our results with other state
of the art works and concluded that using generated im-
ages for training produces a model capable of handling
real world data.

In the future, we plan to study if using generated
data for training and using real world images for fine
tuning leads to improved detection performance. An-
other development direction is the addition of more
augmentation operations to the data generating algo-
rithm to account for more data variance. A better way
to simulate fruit occlusion, for example overlapping
images of potential obstructions (eg. leaves, branches)
over the fruit image could improve a model’s capacity
of detecting such fruits.

Overall, the presented study shows potential in using
generated images instead of images collected from or-
chards or plantations as the principal source of training
data for a fruit detector. We think that this paper serves
as a starting point for other, more complex approaches.
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M. Pérez-Ruiz, “Deep learning techniques for estimation of the
yield and size of citrus fruits using a uav,” European Journal of
Agronomy, vol. 115, p. 126030, 2020. doi: 10.1016/j.eja.2020.126030

[3] S. Bargoti and J. P. Underwood, “Image segmentation for
fruit detection and yield estimation in apple orchards,” Jour-
nal of Field Robotics, vol. 34, no. 6, pp. 1039–1060, 2017. doi:
10.48550/arXiv.1610.08120

106 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



TABLE III: THE RESULTS OF OUR PROPOSED METHOD COMPARED WITH THOSE OBTAINED IN [4].

Method AP50 F1 Score Recall Precision
LedNet (LW-Net) 0.826 0.834 0.821 0.853

LedNet (ResNet-101) 0.843 0.849 0.841 0.864
YOLOv3 0.803 0.803 0.801 0.82

YOLOv3 (Tiny) 0.782 0.783 0.776 0.796
Faster-RCNN (VGG) 0.814 0.818 0.814 0.835

Proposed method (SSD#2) 0.750 0.816 0.769 0.869

(a) Image Source: Maksym Ko-
zlenko, CC BY-SA 4.0, Wikime-
dia Commons [23]

(b) Image Taken by the Authors (c) Image Source: Neeloapple,
CC BY-SA 4.0, Wikimedia Com-
mons [23]

(d) Image Source: ElbeObst, CC
BY-SA 4.0, Wikimedia Com-
mons [23]

Fig. 4: Cases when the model did not correctly detect all apples. Shown with red are the model’s predictions, while
blue denotes missed detections.

[4] H. Kang and C. Chen, “Fast implementation of real-time fruit
detection in apple orchards using deep learning,” Computers
and Electronics in Agriculture, vol. 168, p. 105108, 2020. doi:
10.1016/j.compag.2019.105108. [Online]. Available: http://www.
sciencedirect.com/science/article/pii/S0168169919314395

[5] H. Yu, S. Song, S. Ma, and R. O. Sinnott, “Estimating fruit crop
yield through deep learning,” in Proceedings of the 6th IEEE/ACM
International Conference on Big Data Computing, Applications and
Technologies, 2019. doi: 10.1145/3365109.3368766 pp. 145–148.

[6] R. Kestur, A. Meduri, and O. Narasipura, “Mangonet: A deep
semantic segmentation architecture for a method to detect and
count mangoes in an open orchard,” Engineering Applications
of Artificial Intelligence, vol. 77, pp. 59 – 69, 2019. doi:
10.1016/j.engappai.2018.09.011. [Online]. Available: http://www.
sciencedirect.com/science/article/pii/S0952197618301970

[7] A. Koirala, K. B. Walsh, Z. Wang, and C. McCarthy, “Deep
learning–method overview and review of use for fruit detection
and yield estimation,” Computers and Electronics in Agriculture, vol.
162, pp. 219–234, 2019. doi: 10.1016/j.compag.2019.04.017

[8] M. Rahnemoonfar and C. Sheppard, “Real-time yield estimation
based on deep learning,” in Autonomous Air and Ground Sensing
Systems for Agricultural Optimization and Phenotyping II, J. A.
Thomasson, M. McKee, and R. J. Moorhead, Eds., vol. 10218,
International Society for Optics and Photonics. SPIE, 2017. doi:
10.1117/12.2263097 pp. 59 – 65.
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Faculty of Electrical Engineering

and Computer Science
University of Maribor

Koroška cesta 46, 2000 Maribor
Slovenia

Email: saso.pavlic@student.um.si

Sašo Karakatič
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Abstract—Autoencoder, an hourly glass-shaped deep neural
network capable of learning data representation in a lower
dimension, has performed well in various applications. However,
developing a high-quality AE system for a specific task heavily
relies on human expertise, limiting its widespread application. On
the other hand, there has been a gradual increase in automated
machine learning for developing deep learning systems without
human intervention. However, there is a shortage of automatically
designing particular deep neural networks such as AE. This study
presents the NiaNet method and corresponding software frame-
work for designing AE topology and hyper-parameter settings.
Our findings show that it is possible to discover the optimal AE
architecture for a specific dataset without the requirement for
human expert assistance. The future potential of the proposed
method is also discussed in this paper.

Index Terms—AutoML, autoencoder, deep learning, nature-
inspired algorithms, optimization

I. INTRODUCTION

DEEP neural networks (DNN)s have seen a surge in
popularity in recent years, with applications in vari-

ous domains. Their potential began with better-than-human
performance in tasks including image recognition, natural
language processing, and product recommendation [1]–[3] and
progressed to sophisticated tasks such as protein-folding, self-
driving cars, and weather forecasting [4]–[6]. Even if DNN-
based systems are not yet intelligent, we may employ them
wisely to tackle complex problems. It is projected that with
the current and future rise of computational resources and the
large availability of data, DNN will benefit. Greater computer
capabilities enable us to build more sophisticated and complex
DNN topologies, while larger datasets will improve training
performance.

Despite all the outstanding achievements and expectations
of employing DNNs, data scientists and researchers are still
dealing with DNN construction. The DNN construction phase
can be a resourcefully expensive process and contributes to the
global carbon footprint [7]. The construction phase specifies
DNN topology, which includes defining layers, neurons, and
connections. After the DNN topology has been designed,

This research was funded by the Slovenian Research Agency (research core
funding No. P2-0057)

the optimum hyper-parameters must be chosen. Variables
such as topology and hyper-parameters influence the final
performance of DNN, and those variables are often limited
by the researcher’s prior knowledge and experience. The most
significant disadvantage is the time spent by a human expert
manually attempting to determine relevant variables for a
specific search space.

In the literature, we can find many studies tackling the
previously mentioned problem. The techniques presented in
the studies attempt to automatically optimize certain aspects of
the entire DNN creation process for a given search space [8].
One efficient method is to use an technique that employs
population-based nature-inspired algorithms (NIA)s [9], [10].
Mostly because such a method is good at optimizing highly
computationally expensive problems. When comparing the
scale of studies, we can see that they are focusing on either the
topology construction (without the weights) or topology with
the weights simultaneously [11]. This is to keep the search
space as small as possible. More details on the related work
will follow in the following sections.

Motivated by these methods, we propose NiaNet (Nature-
Inspired Algorithms for Deep Neural NeEtwork creaTion),
a method capable of auto-designing the novel autoencoder
(AE) model with only the dataset as input. The NiaNet is
simultaneously constructing the AE topology and setting the
optimal hyper-parameters. This process aims to optimally ex-
plore the search space by utilizing nature-inspired algorithms.
The success of our proposed method, NiaNet, is determined
by evaluating the best performing AE model with the fitness
function, where reconstruction error, training duration, and
topological simplicity are calculated. We find an advantage
in our proposed method’s ease of use and adaptation to varied
datasets while achieving promising results.

Altogether, the main contributions of this paper can be
summarized as follows:

• We propose a method NiaNet for constructing the autoen-
coder topology and hyper-parameter setting.

• We present the automated machine learning (AutoML)
framework capable of applying the NiaNet method on a
given dataset.
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• We test the NiaNet method on a well-known diabetes
dataset.

The remaining structure of this paper is as follows. Sec-
tion II briefly describes the related work. Section III and
Section IV presents the used framework and proposed method
NiaNet. Obtained results of the experiment are presented in
Section V. The last Section VI contains the conclusion.

II. RELATED WORK

In this section, we review relevant strategies for building
DNN models without the need for human intervention. Since
the construction of DNN is a highly complex problem that
can also be represented as an optimization problem, scientists
are looking for the potential of applying nature-inspired algo-
rithms to cope with this problem. These algorithms are highly
efficient in finding the solutions to multi-dimensional problems
such as DNN construction. This section looks at target opti-
mization problems that have received considerable attention in
the literature. All of these strategies aim to discover the DNN
topology efficiently in multiple dimensions. They vary in that
they may either search simply the DNN topology (neurons
and connections) or DNN topology and weights. The time
axis or computational resources can represent efficiency before
converging to the optimal solution.

A. Neuroevolution (NE)

A population of genetic encoding of artificial neural net-
works (ANN)s is evolved in neuroevolution to identify a
network that solves a given task. Each encoding in the pop-
ulation (a genotype) is chosen one at a time and decoded
into the neural network corresponding to it (a phenotype).
The performance of this network in the task is then measured
over time, yielding a fitness value for the relevant genotype.
As a result, the process resembles an intelligent parallel
search for superior genotypes, and it continues until a specific
fitness threshold value is found or evolution reaches a specific
generation limit [12]. Neuroevolution methods differ by type
of encoding genotype to phenotype:

• A direct encoding will explicitly specify the direct con-
nection between phenotype and genotype.

• An indirect encoding specifies the rules or parameters on
how the phenotype is built from the genotype.

The following evolutionary algorithms, i.e., genetic algorithm
(GA) [13], memetic algorithm (MA) [14], and particle swarm
optimization (PSO) [15], showed promising results when tack-
ling this problem.

Readers are invited to read a recent comprehensive study
that presents current trends and future challenges in neuroevo-
lution, as well as various types of neuroevolution and their
strengths, and limitations [16].

B. Evolutionary neural architecture search

Neural Architecture Search (NAS) is a technique that auto-
matically designs artificial neural networks. One of the many
modifications of this technique is Evolutionary NAS (ENAS).
It is a bio-inspired automated neural network architecture

design technique that follows the core principles of biological
evolution [17]. Its goal is to identify a network topology that
will give the best result on a given task. The three main
components of the NAS method are as follows [18]:

a) Search space: It defines the boundaries inside which
the search is allowed. This can be a set of rules for topology,
layer number, layer type, and optimizers. Its size represents
the set of all possibilities.

b) Search strategy: It defines the method for exploring
the search space. The majority of the work on the NAS
approach was focused on addressing this aspect. Since it is
always challenging to determine which optimization methods
work best and how to adapt or change them to yield better
results. ENAS technique is using evolving ANN (EANN) as a
search strategy. The EANN strategy is used to evolve ANN’s
connection weights, topology, and learning rules [19].

c) Evaluation strategy: Alternatively, sometimes called
performance estimation strategy, evaluates the ANN offspring.
Such evaluation is done prior to construction and training
phase. This method primarily depends on many factors, such
as search space size, datasets size, depth of topology, and
others. To accurately measure the ANN offspring performance
[18] many new methods have been proposed to reduce the
time, and computation resources [20].

C. Structure learning

The method of utilizing data to train the linkages of
a Bayesian network is known as structural learning. The
method’s goal is to represent the data in a graph format,
providing a good balance of expressive power and querying
performance. Bayesian networks are a type of structured
knowledge representation in which domain variables are rep-
resented as nodes in a graph whose structure encodes their
relationships [21]. However, these techniques need a lot of
computing power, making the solution unsuitable for most
applications with limited computing power and time.

III. AUTOMATED MACHINE LEARNING

As mentioned in the introduction, deep learning has been
applied in various fields to solve challenging artificial intel-
ligence (AI) tasks in recent years. Such diversification often
leads to specific cases where even field experts operate on
trial-and-error. This substantially increases the resources and
time needed to create well-performing DNN models [22]. To
reduce the development cost and automate the entire machine
learning pipeline, an AutoML methodology was introduced.
Its pipeline consists of data processing, feature engineering,
model generation, and model evaluation. The goal is to be
able to automate the complicated process of selecting pipeline
components so that a user only needs to specify a dataset and
an appropriate pipeline will be built automatically [23]. This
frees up a human specialist to concentrate on other areas of
the process.

This section introduces the AutoML framework, which
utilizes our proposed method, NiaNet, in a model generation
stage. In symbiosis, both the framework and method construct
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a deep autoencoder topology and their hyper-parameters to
discover the best possible ML pipeline for an input dataset.
The framework (see. Fig. 1) is built using a layer-style layout
architecture with multiple components.

A. Data Ingestion

Collecting and importing data into the ML pipeline is known
as data ingestion. Acquiring data can be a complex component
and one of the most challenging tasks because we need to have
solid business and data understanding abilities [24]. The ML
pipeline components will be influenced by the dataset used.
The user performs this operation before the pipeline begins.

B. Dataset processing

Data processing is the first stage in the AutoML pipeline.
There are numerous approaches for processing data to be used
to build models. Real-world data is commonly skewed; there
is missing data, which is often noisy. As a result, processing
the data is required to make it clean and processed so that it
may be run through the ML algorithms. The yellow section
in Fig. 1 illustrates the data processing process. As authors in
paper [22] explained, it may be divided into three processes:
data collecting, data cleaning, and data augmentation. Data
collection is an important stage in creating a new dataset
or expanding an old one. The data cleaning process filters
noisy data so that subsequent model training is not affected.
Data augmentation is critical for increasing model robustness
and improving model performance. The three aspects will be
discussed in further depth in the following subsections. This
stage is not yet automated in our framework.

C. Feature engineering

Feature engineering is the next stage in our AutoML
pipeline. It usually consists of feature extraction, feature
selection, and feature construction. In our ML pipeline, only
the process feature selection is utilized. This process builds a
feature subset based on the original set by reducing irrelevant
or redundant features. This simplifies the model, preventing
over-fitting and boosting model performance [22]. There are
many manuals or automated ways of selecting the optimal
feature set for a given dataset [10].

D. Model generation

Model generation is divided into two components, search
space and optimization method, as shown in the 3rd section
in Fig. 1. Where search space defines the AE topology and
hyper-parameters. The AE architecture refers to a complete
blueprint of DNN components such as:

• Topology shape (symmetrical, asymmetrical)
• Size of input, hidden and output layers
• Number of hidden layers
• Number of neurons in hidden layers
On the other side, in our AutoML framework, the following

hyper-parameters are available in the search space:
• Activation function
• Number of epochs

• Learning rate
• Optimizer
Another component in the model generation stage is the

optimization method. This component is responsible for find-
ing the optimal solution within the edges of search space -
parameter values to construct and train a given AE model.
The solution is a one-dimensional array of elements from the
above search space dimensions, each representing one of the
parameters we are trying to optimize. The task of choosing the
optimum solution is an iterative process. In this process, we are
using the micro-framework NiaPy [25], which is an excellent
tool for using the collection of nature-inspired algorithms
for optimizing a given problem, such as ours. Each returned
solution array from NiaPy framework is mapped according to
equations [2-8]. More details are presented in section Proposed
method. The AE model is created and trained in PyTorch using
mapping rules that are controlled by the proposed method.

E. Model evaluation

The performance of an AE model must be evaluated after it
has been constructed. The first process in the model evaluation
phase is to use the DNN training and testing technique to
evaluate each solution produced by the proposed method.
However, this process requires a significant amount of time
and computation resources. Once the AE model has been
trained, the reconstruction loss and model complexity are
evaluated based on the equations 10 and 11. In addition,
the fitness function 11 is calculated, and the fitness value is
passed back to the optimizer algorithm, which generates a new
solution. Sections 3 and 4 of Fig. 1 show the communication
flow between model generation and model evaluation.

F. Fittest AE model

After our iterative AutoML pipeline is completed, the fittest
AE model is returned. To put it simply, the proposed model is
optimal in terms of reconstruction loss and model complexity.

IV. PROPOSED METHOD

In the following section, we present in detail our proposed
method, NiaNet 1. This research will study whether an AE
neural network with topology and hyper-parameters set by
our proposed method will provide better encoding perfor-
mance than AE designed manually. We believe that a nature-
inspired search can discover a novel solution that may be
hidden by human experts who are limited by their previous
experience and knowledge. Our proposed method leans to be
very straightforward and utilized on different datasets. This
allows users to automatically perform some ML steps when
using our AutoML framework, without manually searching for
the right AE building blocks.

The method is based on applying the nature-inspired op-
timizer (we use a collection of algorithms in the NiaPy
framework) to the problem of constructing AE typed neural
networks. The solution is a one-dimensional array of seven

1https://github.com/SasoPavlic/NiaNet
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Fig. 1: A high-level overview of our AutoML pipeline, including data preparation (Section 1), feature engineering (Section 2), model
generation (Section 3), and model evaluation (Section 4).

elements; each one represents one of the parameters we are
attempting to optimize. The first three represent AE topology,
and the last four represent hyper-parameters. The solution
produced by the optimizer method is then mapped into the
AE model using those representations. After the AE model has
been built, it is evaluated using a fitness function that measures
its performance. The fitness value represents the quality of the
discovered solution. The fitness value is then reported back to
the optimizer algorithm in the last step, allowing the search
for the best optimal solution to continue. The algorithm is
presented in Alg. 1.

Algorithm 1 Proposed method
Input: Dataset, parameters for NiaNet and NiaPy
Output: The fittest AE model

1: NiaNet.init()
2: NiaPy.init()
3: while terminationConditionNotMet do
4: solution ± NiaPy.getBestSolution()
5: shape ± NiaNet.mapShape(solution[0])
6: layerStep ± NiaNet.mapLayerStep(solution[1])
7: layers ± NiaNet.mapLayers(solution[2])
8: activation ± NiaNet.mapActivation(solution[3])
9: epochs ± NiaNet.mapEpochs(solution[4])

10: LR ± NiaNet.mapLearningRate(solution[5])
11: optimizer ± NiaNet.mapOptimizer(solution[6])
12: fitness ± NiaNet.ModelEvaluation()
13: NiaPy.generateNewSolution(fitness)
14: end while
15: fittestModel ± NiaNet.model(NiaPy.getBestSolution())
16: return fittestModel

A. Representation of individuals

Individuals in NiaNet are presented as real-valued vectors:

χ
(j)
i =

�
x
(j)
i,0 , . . . , x

(j)
i,n

�
, for i = 0, . . . ,Np - 1 (1)

where each element of the solution is in the interval χ(j)
i,1 *

[0, 1]. Real values in interval are then mapped according to
equations [2-8], where y1 stands for topology shape, y2 for
number of neurons per layer, y3 for number of layers, y4 for
activation function, y5 for number of epochs, y6 for learning
rate, y7 for optimizer algorithm.

y1 = +x[i],; y1 * [0, 1] (2)

y2 = + x[i]

features
,; y2 * [0, features] (3)

y3 = + x[i]

maxLayers
,; y33 * [0,maxLayers] (4)

y4 = +x[i],; y4 * [0, 1] (5)

y5 = +x[i] 7 10 + 100,; y5 * [100, 200] (6)

y6 = + x[i]
1000

,; y6 * [10−3, 10−0] (7)

y7 = +x[i],; y7 * [0, 1] (8)

The solution array is separated into two groups of indices, as
shown in Fig. 2 . The first three indices are used for topology
mapping, while the fourth is utilized for hyper-parameter
mapping. Together they form a complete solution that is
subsequently used to build an AE model, as demonstrated in
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y1 y2 y3 y4 y5 y6 y7

Topology

Hyper-parameters
Fig. 2: An illustration of how indices in a solution array are allocated
to variables [y1-y7].

the algorithm 1. Each of these solutions is retrieved from the
NiaPy library during the iterations of the NiaNet algorithm,
with the goal of finding the most optimal solution. The fitness
function determines the most optimal solution on a given
dataset.

Topology representation: As we can see in Fig. 2 the first
three elements in solution array are used for constructing the
AE topology based on an element value. The first element
y1 is used to determinate the topology shape, which can be
symmetrical or asymmetrical. This defines the shape relation-
ship between the encoder and decoder parts. The number of
neurons per layer is calculated using the second element y2.
This is dependent on the number of features in dataset. Once
we have the number of neurons y2 we can calculate the number
of layers y3 in AE model. In the case of an asymmetrical AE
model, the element value y3 is used to set a random number
of encoder layers before setting the remaining decoder layer
number.

Hyper-parameters representation: Second part of solution
array as seen in Fig. 2 is used for determining the hyper-
parameters values which are utilized throughout the model
training. The fourth y4 and seventh y7 elements are used for
determining the activation function and optimizer algorithm
based on a list of possible values. The fifth y5 and sixth y6
elements are used for number of epochs and learning rate
depending on a defined range.

B. Encoding strategy

Once the real-valued solution array is proposed by the
NiaPy framework, the real values are then mapped into the
AE model according to the equations [2-8]. The element
mapping value of solution array is determined with the binning
process for all variables [y1-y7]. The bins are created in
interval * [0, 1]. Where each bin represents the possible
mapping value. For example when mapping the AE’s shape
y1, the encoding algorithm takes the element’s real value from
solution array and map it to corresponding bin (symmetrical
or asymmetrical). This can be seen in equation 9.

y1 =

�
symmetrical if x[i] f 0.5
asymmetrical otherwise (9)

C. Fitness function

We defined the fitness function, which measures the in-
dividual solution by calculating its reconstruction error and

DNN complexity using equations 10 and 11. This enables us
to analyze the encoding effectiveness and complexity of its
topology.

E = (

D�

i=1

(xi 2 x̂i)
2 7 1000) (10)

C =
(y5)

2 + (y3 7 100) + (bottleneck dim 7 10)
100

(11)

f(χ
(j)
i ) = minE + C (12)

Where E represents the reconstruction error, C topology
complexity and f(χ

(j)
i ) represents the fitness value of an

individual in evolution. Since equation 12 is designed to seek
the global minimum, the fittest individual will be the one with
the lowest fitness value. Furthermore, with the variable C, we
address the issue of over-fitting. Less complex models are less
likely to over-fit during the training process [26].

D. Training conditions

Due to research limitations, some parameters of the con-
structed AE model were static during the training phase. One
of them is batch size, which is always set to 1, and another is
the activation function, which remains the same once selected,
across all encoder and decoder layers.

E. Data conditions

The data structure that the NiaNet method can process is
limited to tabular data with only numerical values. As a result,
any other type of data must be transformed first. We plan to
expand our research in the near future to include time-series
data as well.

V. EXPERIMENTS AND RESULTS

A. Introduction to dataset

In our experiments, we used a dataset that includes phys-
iological data about the patients which are identified to have
diabetes. The dataset is publicly available for everyone [27].
For each of the 442 diabetic patients, ten baseline characteris-
tics, including age, gender, BMI, average blood pressure, and
six blood serum measures, as well as the response of interest,
a quantitative measure of disease progression one year after
baseline, were collected. The eleventh feature is measuring
the diabetes level. The dataset’s feature values are represented
solely by numerical values, with no missing values and a weak
correlation (mean is 0.2). We standardized the data for each
feature before using it, so that the distribution has a mean of
0 and a standard deviation of 1. This enables the DNN to be
generated later with weights that are more similar across the
features, resulting in more uniform topologies. Furthermore,
the dataset was divided into the training and testing subset in
a ratio 3:1.
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B. Enviromental setup

The environment must be properly set up before running
our AutoML framework with proposed method NiaNet [28].
In this section, we list the software components and configu-
ration parameters that are utilized in a configuration file. All
experiments were carried out using the Python programming
language together with the libraries: NiaPy [25] for nature-
inspired algorithms, Scikit-learn [29] for evaluating DNN
models with metrics, NumPy [30] for working with arrays,
PyTorch for DNN initialization [31]. Following computational
resources were used for development and training environ-
ment: Razer Blade 15 Advanced (Early 2021 model - RZ09-
036) with Intel i7-10875H CPU, Nvidia GeForce RTX 3080
with 8 GB GDDR6 memory and 6144 CUDA cores GPU,
and 32 GB DDR4 RAM. Running on Windows 11 / Ubuntu
20.04.2 LTS.

C. Experimental settings

We utilized the values in Table I for NiaPy algorithm initial-
ization settings.With parameters supplied, specified methods
are utilized to search for optimal values in the encoded
solution, which is expressed in equations [2-8]. The algorithms
used in our experiment are: PSO [32], Differential Evolution
(DE) [33], Firefly Algorithm (FA) [34], Self-adaptive Differ-
ential Evolution (jDE) [35], GA [36].

TABLE I: Used parameter values for NiaPy algorithms.

Parameter Value
Dimensionality problem 7
Population size default
Max evaluations 100
Runs 2
Lower bound 0.0
Upper bound 1.0

The following is an explanation for selected parameter
values in table I: Dimensionality problem is set to 7 based
on the solution array length, Population size is set to default,
allowing NiaPy algorithms to have their own default value,
Max evaluations is specifying number of evaluations on each
algorithm separately, Runs is specifying number of repetitions
(low number due to limited computational resources), Lower
bound and Upper bound are borders within the real value
number that can be represented in solution array.

Next we set the list of available activation functions and
optimizers, which can be selected based on the mapping rules
of y4 and y7 variables. Table II shows the activation functions,
whereas table III shows the optimizers used in our experiment.
All of the listed activation functions and optimizers, are
available in PyTorch library, therefore any other ones that are
not in the list can be easily added or removed.

TABLE II: List of activation functions in NiaNet method.

Activation function name
ELU
RELU
Leaky RELU
RRELU
SELU
CELU
GELU
Tanh

TABLE III: List of optimizers in NiaNet method.

Optimizer name
Adam
Adagrad
SGD
RAdam
ASGD
Rprop

D. Fittest Autoencoder architecture

We present the fittest AE model in this section, which was
built and trained using the proposed NiaNet method in the
AutoML framework. The experiment was carried out with the
diabetes dataset with the above experimental parameter values.
Produced solutions by the NiaNet method were evaluated by
the fitness function in equation 12, where PSO produced the
fittest solution.

Topology: The proposed solution array was mapped into
the AE model based on the encoding strategy. The proposed
model was a symmetrical AE, having a single-layer encoder
and decoder. The encoder was built to take a 10-D input
vector and compress it into an 8-D latent vector. The decoder
was a mirrored encoder that took an 8-D latent vector as
input and decompressed it back to a 10-D output vector. This
indicates that the initial 10-D vector was compressed by the
20%. Another good indication can be seen in a simplicity of
a model in terms of AE deepness (see. Fig. 3).

Hyper-parameters: When mapping up the elements in
solution, we got the hyper-parameters for the previously
mentioned topology. Where an activation function = RRELU ,
number of epochs = 110, learning rate = 0.11 and optimization
algorithm = RAdam.

Achieved performance: On the testing dataset, we applied
the root mean squared error (RMSE) to objectively quantify
the fittest AE model’s performance. It allows us to examine
how close the reconstructed data examples (output) are from
the ground truth (input) on average. The closest the result of
RMSE metric is to zero, the smaller the difference between
input and output. In our case, the fittest AE model reached
the value of 0.11, which can be the starting point for future
research.

E. Results by optimization algorithm

The following are the findings of our more in-depth analysis.
Each of the fittest solutions produced by algorithms PSO, DE,
FA, jDE, and GA is listed in table IV. The PSO algorithm
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Algorithm Fitness
value RMSE Bottleneck

size Topology shape number of neurons
per layer

Layers
in AE

Activation
function Epochs Learning

rate
Optimizer
algorithm

PSO 231 0.11 8 symmetrical En[8], De[10] 2 RRELU 110 0.11 RAdam
FA 353 0.15 8 symmetrical En[8], De[10] 2 SELU 140 0.26 Adagrad
jDE 523 0.40 5 symmetrical En[5], De[10] 2 RRELU 110 0.38 Adagrad
GA 553 0.40 9 symmetrical En[9], De[10] 2 TANH 120 0.04 ASGD
DE 556 0.26 9 symmetrical En[9], De[10] 2 CELU 170 0.06 RAdam

TABLE IV: The NiaNet fittest solutions found by selected algorithms

achieved a significantly higher fitness value, closely followed
by the FA algorithm. Whereas all other algorithms ended
up with very comparable fitness values, despite arriving at
different solutions in AE model building blocks. This can be
explained by looking at the formulation of our fitness function,
equation 12. When looking at the proposed bottleneck sizes,
we see the values span from 5 to 9. Since the input shape
is 10 for the selected dataset, this is relatively considerable
variability between algorithms. While the variables such as
topology shape, epochs, and number of layers are nearly
identical. All the algorithms found the optimal solution in
those variables for this problem. The number of neurons in
each layer varies between algorithms, since it is related to
the size of the bottleneck. Multiple solutions for activation
function, learning rate and optimizers were also proposed.
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Fig. 3: Fittest autoencoder topology, designed by PSO algorithm.

VI. CONCLUSION

This paper presented NiaNet, a novel method for building
AE models based on the AutoML methodology. The method
sets up the topology and the hyper-parameters based on the
solutions designed by nature-inspired algorithms. The results
gathered in experiments are indicating a promising avenue that
has to be further explored. This could help reduce the human
resources needed in the model generation stage of AutoML.

Based on these exciting findings, we plan to expand our
research toward finding an optimal solution for a broader

range of training parameters and AE topologies with various
depth, width, and layer types. The objective for the future
is to compare our proposed method to existing AutoML
methodologies in a more extensive performance comparison
using a variety of datasets. Having numerous solutions for
various datasets could provide us with insights into how to
build optimal AE models in the future.
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Abstract4 The article describes the training process and 

experiments regarding autonomous movement by the 

autonomous car Waveshare JetRacer AI. The central unit 

responsible for controlling the vehicle's systems, i.e. the steering 

servo and the DC motors used for the drive, is the NVIDIA 

Jetson Nano embedded device. The application of the IMX219 

camera module for data acquisition and training of a neural 

network models on microcomputer and their use for the 

implementation of autonomous driving are described. 

I. INTRODUCTION 

HE autonomous movement of vehicles is a task that 

requires a careful analysis of the environment. For this 

purpose, vision or sensory systems are used. They play the 

role of a source of data about the environment in specific 

assistance systems, e.g., active cruise control, emergency 

braking, environment mapping, digital side and rear view 

mirrors, parking assist and lane assist [1]-[3]. Due to the 

advancement of such systems and their continuous 

development, it is possible that they will soon allow the 

achievement of higher levels of driving automation, 

ultimately leading to the mass production of fully autonomous 

vehicles. 

There are six levels of vehicle driving autonomy defined by 

SAE International in the SAE J3016 standard, which are 

numbered from 0 to 5 [4]: 

" Level 0: No Automation 

" Level 1: Driver Assistance 

" Level 2: Partial Automation 

" Level 3: Conditional Automation 

" Level 4: High Automation 

" Level 5: Full Automation. 

At level 0 there is no automatic vehicle control, but the system 

may issue warnings. In the next stage, it is defined that the 

driver must be ready to take control of the vehicle at any time. 

The automated system may be equipped with features such as 

Adaptive Cruise Control (ACC), Parking Assistance with 

automated steering, and Lane Keeping Assistance (LKA) 

Type II in any combination. The second level of partial 

automation obliges the driver to detect objects and events and 

to be ready for response if automated system fails to react 

properly. A computer executes accelerating, braking, and 

 
� This research was funded partly by the 2022 subvention and partly with 

the SMART4ALL EU Horizon 2020 project, Grant Agreement No 872614. 

steering, but can be immediately deactivated while driver 

takes over the control. Level 3 allows the driver to safely turn 

attention from driving tasks within known, limited 

environments (e.g. freeways). But if any warning or alert 

occurs, the driver must intervene. In the 4th level the vehicle 

is controlled by an automated system but only when the 

conditions in the environment allow the enabling system by 

the driver. When running, there is no need to pay attention to 

the driver while driving. The last level requires only to set the 

destination and press the start button. The automatic system 

will drive to any location where it is legal to drive [5]. 

Real-time processing of data received from vision modules 

or sensors and sending feedback control signals requires the 

use of computers with high computing power. Due to the 

dynamic development of embedded devices and increasing 

their efficiency, it is possible to use them for tasks that require 

real-time calculations [6]. Examples of such modules are 

microcomputers from the NVIDIA Jetson family. They are 

equipped with powerful GPUs that allow performing complex 

calculations using models of neural networks. 

 

 

Fig.  1 Block diagram of the tested system 

 

Fig.  2 Waveshare JetRacer AI with NVIDIA Jetson Nano 
microcomputer and Waveshare IMX219 camera 

The purpose of processing the captured video sequences is 

to obtain parameters that allow precise control of the steering 

system of the vehicle (Fig. 1). The implementation of 

algorithms for autonomous driving in the model environment 

was carried out with the use of a four-wheeled Waveshare 

JetRacer AI mobile vehicle with a NVIDIA Jetson Nano 
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minicomputer and a Waveshare IMX219 camera (Fig. 2). 

Various models of neural networks were trained and tested for 

the autonomous driving of a vehicle along a designated route. 

The software allows to stream the image from the car's on-

board camera and enables the user to communicate with the 

environment by controlling the displayed widgets with the use 

of a mouse or an external controller. 

II. WAVESHARE JETRACER AI HARDWARE BASED ON NVIDIA 

JETSON MICROCOMPUTER 

Waveshare JetRacer AI is a platform that allows to 

independently construct a four-wheeled mobile vehicle. The 

kit consists of mechanical elements of the chassis, bumpers, 

camera arm, and wheels. The steering system is controlled by 

the MG996R servo with a torque of 9 kg/cm. The drive is 

provided by two 37-520 DC motors with a reduction rate of 

1:10 and idle speed of 740 RPM. The 12.6V power supply is 

provided by the use of 3 Li-Ion 18650 batteries connected in 

series. Wireless communication, which allows remote 

programming and car control, is carried out using the AC8265 

WiFi module with two antennas. The main PCB is equipped 

with a 0.91= OLED display with a resolution of 128×32 

pixels. It shows the parameters for the use of computer 

resources and the IP address used to establish wireless 

communication. The manufacturer also includes a universal 

gamepad that can be used to control the car [7]. 

The central unit responsible for controlling the steering and 

drive systems as well as processing data from the camera is 

the NVIDIA Jetson Nano B01 microcomputer. Its most 

important technical specifications [8] are presented in Table 

I. This microcomputer was designed mainly for use in tasks 

related to artificial intelligence. It allows running many neural 

networks, which can perform processes such as image 

classification or object detection. Their simultaneous 

operation while maintaining appropriate performance is 

ensured by the CUDA architecture, which allows for the 

performance of complex and computationally expensive 

operations, such as matrix calculations or 3D rendering using 

the potential of the CPU and GPU [9]. 

 Image recording is possible by equipping the vehicle 

with a Waveshare IMX219 camera module 160 degree FoV 

[10]. Its resolution is 8 megapixels and the lens is wide-angle 

160 degrees. This shows the significant extension of the 

perspective in comparison to 62.2 degrees in the commonly 

used Raspberry Pi Camera v2. The Waveshare IMX219 

camera is also characterized by an aperture of f2.35 and a 

focal length of 3.15mm. It allows to take pictures with a 

maximum resolution of 3280×2464 pixels and video 

recording with a resolution of 1080p and frequency of 30 

frames per second. The camera module itself (without 

dedicated PCB) is compatible with both the Raspberry Pi 

Camera v2 PCB and the NVIDIA Jetson Nano minicomputer 

used by connecting via the CSI connector. 

Waveshare JetRacer AI car programming can be performed 

through a wireless connection to the NVIDIA Jetson Nano 

microcomputer. For this purpose, the JupyterLab 

environment is used, which is installed by default in the 

software package provided by the manufacturer. The system 

also has implemented libraries necessary to support neural 

networks and video sequence processing operations, such as: 

OpenCV, Tensorflow, NumPy, PyTorch, or NVIDIA 

TensorRT [11]. 

III. DATA COLLECTION FOR NEURAL NETWORK TRAINING 

The task for the Waveshare JetRacer AI vehicle is to follow 

an oval track, on which the edges are marked with yellow 

lines and the central axis with a white dotted line [12]. Based 

on the image from the camera, which is sent to the car's main 

computer, the neural network algorithm decides to correct the 

direction of the vehicle's movement by changing the position 

of the steering servo. In the presented study, movement at 

variable speed is not assumed. Its value is manually controlled 

by the program widget, but it is possible to extend the 

algorithm functionality of its autonomous selection in the 

future. 

The implementation of the Waveshare JetRacer AI car 

autonomous movement algorithm consists of several stages. 

The first one is the hardware configuration of the device, i.e. 

the appropriate mechanical setting of the steering system and 

empirical determination of its correction coefficients and the 

parameters of the drive system. They depend on the design of 

a specific car. After establishing communication with the 

computer via the wireless network, it is possible to adjust 

them through the widgets included in the program. Then, in 

the next step, for convenience of use, it is worth connecting 

the wireless controller to the computer to be able to remotely 

control the vehicle. For this purpose, can be used the gamepad 

provided by the manufacturer or any other controller such as 

the Xbox 360 Controller. 

In the next stage, the camera widget is initialized to show a 

preview on one screen and on the second one to precisely 

define the coordinates of the direction vector, according to 

which the car should move autonomously. These values can 

be set using the widget sliders, or after appropriate code 

modification with a wireless controller. The user interface and 

the actual vehicle position are shown in Figs. 3 and 4. 

TABLE I. 

NVIDIA JETSON NANO B01 SPECIFICATION 

GPU 128-core Maxwell 

CPU Quad-core ARM A57 1.43 GHz 

RAM 4 GB 64-bit LPDDR4 

Camera 2×MIPI CSI-2 DPHY lanes 

Connectivity M.2 Key e.g. for network card 

Operating System Linux for Tegra 3 JetCard 4.5.1 
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Fig.  3 User interface camera view in JupyterLab widget for training 
data collection 

 

Fig.  4 Actual car position on track during data collection 

Having prepared all the described tools and the vehicle on 

the track in the target environment, the neural network model 

training can be started. This process should begin with 

collecting training and validation data. It involves the car 

going over the track several times, but not continuously and 

recording the video sequence, but by stopping, changing the 

position, and taking pictures. 

The key information, apart from the camera frame itself, is 

also the coordinates of the vector of the direction in which the 

car should move. They are saved in the file name along with 

a unique identifier for the image. Setting the vector position 

is a task that must be performed manually using the interface 

sliders and preview on the widget, or with the use of a 

controller. 

It is required to prepare the dataset in such a way that it 

contains data allowing to choose the optimal path for the 

vehicle, but also boundary conditions, e.g. car on the edge of 

the track for the case to return to the correct trajectory. The 

larger the dataset that defines how a car behaves, the greater 

the chance of more precise autonomous driving. 

IV. IMPLEMENTATION OF A NEURAL NETWORK FOR 

AUTONOMOUS VEHICLE MOVEMENT 

The key element of the software that allows the 

implementation of the task of autonomous vehicle movement 

is the appropriate selection of the neural network model. The 

concept of the structure of the implemented solution is 

presented in Fig. 5. 

The algorithm for autonomous driving of the Waveshare 

JetRacer AI car was based on the ResNet18 neural network. 

This architecture was chosen for its effectiveness at the level 

of other solutions such as VGG. The advantage of ResNet 

solutions, however, is the small size of the model at the level 

of 22.7 MB [13]. The architecture of this convolutional neural 

network is 18 layers deep (17 convolutional and one 

connected) [14]. The shape of its last layer has been changed 

by the Linear function from the PyTorch library, and finally 

it has the same number of results as the number of classes in 

the dataset. The Linear PyTorch function creates a single-

layer unidirectional feedforward network in which data only 

flows from input to output. An important aspect of this type 

of solution is backpropagation, which consists of improving 

at each step of the training process due to the correction of 

weights based on the estimation of the error made by neurons 

during training. The Adam algorithm was responsible for 

optimizing the network model with such a structure. The set 

of collected data (600 frames) was divided as follows: 80% of 

the training images and 20% of the validation data. To 

optimize the performance of the software, it was decided to 

convert the PyTorch model to the TensorRT model, which 

enables more than three times the increase in the number of 

processed frames per second, from 29.4 to 90.2 FPS [15]. 

 

Fig.  5 Block diagram of neural network model for autonomous driving 

During the training of the neural network, an experiment 

was carried out to check the impact of the number of epochs 

on the loss function and the behavior of the vehicle in 

autonomous driving mode. The epoch is the one-time use of 

all the cases included in the training set during the whole 

teaching process. These repetitions are intended to perform 

many steps of the training algorithms until the error in the 

output is acceptably small. The following values of the 

number of epochs were checked during the experiments: 30, 

TABLE II. 

MEAN LOSS FUNCTION VALUE FOR DIFFERENT EPOCHS NUMBER 

Epochs 

number 

Training 

data 

Validation 

data 

Training 

time [s] 

30 0.042 0.035 754.7 

50 0.024 0.018 1229.6 

100 0.014 0.008 2459.1 

 

KACPER PODBUCKI, TOMASZ MARCINIAK: ASPECTS OF AUTONOMOUS DRIVE CONTROL USING NVIDIA JETSON NANO MICROCOMPUTER 119



 

 

 

 

50 and 100. The mean values of the loss function and training 

times are summarized in Table II. 

The average values obtained for the loss function show the 

high efficiency of the neural network model training process. 

As expected, the dependence of the decrease in the function 

value with the increase in the number of epochs can be 

noticed. The results for the validation data are slightly lower 

than for the training images, but these are average values, so 

there is no risk of overfitting phenomenon. The analysis of the 

complete input data confirmed that the structure of the 

network, the ratio of the number of training and validation 

images, as well as the selection of network parameters made 

it possible to achieve results that allow testing under real 

conditions. 

 Due to the use of the neural network model, when the 

vehicle is moving, an image is taken from the camera, which, 

after analysis, returns the value of the function responsible for 

steering the torsion of the front axle of the platform, 

depending on the model's prediction. In addition, parameters 

such as steering gain and steering bias have also been 

implemented, which have to be set manually because they are 

the result of the physical imperfections of the vehicle's design 

and the servo used for the steering system. 

 Depending on the number of epochs implemented during 

the neural network training process, the following 

observations were made during real tests. The car, using a 

model trained for 30 epochs, tended to cross the orange lines 

at the exit of the curve and cut them off. This problem was 

regular and repetitive, since crossings of the track limits 

occurred more or less at the same points on the route. This 

phenomenon was eliminated for the model with 50 epochs. 

The vehicle was already moving inside the orange lines, in 

accordance with the planned trajectory, but on straight 

sections its path deviated from the central axis marked by a 

white dotted line. This effect was completely eliminated for a 

model trained with 100 epochs. The car was driven without 

problems along the set trajectory, not exceeding the limits of 

the track and keeping its position in the axis of the route. 

V. CONCLUSIONS 

The tested model of the Waveshare JetRacer AI vehicle 

allowed for the implementation of an algorithm for the task of 

autonomous driving along a designated route. Due to the use 

of the NVIDIA Jetson Nano B01 microcomputer supporting 

the GPU-based CUDA architecture, it was possible to run a 

complex model of the neural network. It processes the data 

obtained from the Waveshare IMX219 160 degree FoV 

camera, and then sends the control signals to the servo 

responsible for the steering system. 

Preparation of training data for a dataset that reflects the 

test environment, selection of appropriate parameters of the 

neural network, and optimization of its performance allow for 

obtaining a reliable algorithm for autonomous driving. It 

should be noted that it does not require powerful computing 

power from efficient graphics cards dedicated to PC devices, 

but can also be successfully used on embedded devices [16]. 

The conducted experiments confirm the correct operation 

of both the hardware and the software part. After an 

appropriate selection of the number of epochs during the 

neural network model training process, it is possible to 

eliminate undesirable behavior of the vehicle, such as going 

beyond the boundaries of the route or deviation from the set 

movement trajectory. The trajectory of the movement of 

Waveshare JetRacer AI model based on the algorithm 

analyzed is stable. 

Further research will allow the system to be expanded with 

additional sensor modules for more precise environment 

monitoring (including obstacles detection) using data fusion 

techniques [17].  
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Abstract—Language models are typically trained on solely text
data, not utilizing document timestamps, which are available in
most internet corpora. In this paper, we examine the impact
of incorporating timestamp into transformer language model in
terms of downstream classification task and masked language
modeling on 2 short texts corpora. We examine different times-
tamp components: day of the month, month, year, weekday.
We test different methods of incorporating date into the model:
prefixing date components into text input and adding trained date
embeddings. Our study shows, that such a temporal language
model performs better than a regular language model for
both documents from training data time span and unseen time
span. That holds true for classification and language modeling.
Prefixing date components into text performs no worse than
training special date components embeddings.

I. INTRODUCTION

MOST language models are trained solely on text data.
Leveraging text domain, such as language [12] or style

[10] into a language model may have a positive effect on it.
Time of text authorship may be also considered as an input
feature, but this poses specific challenges (and opportunities)
as:

• time is continuous, whereas language is discrete, at
any time moment, an event might change a language
irreversibly and not trivial to combine time and language
units both from the mathematical and practical stand-
point;

• texts might reflect natural and social cycles (days, weeks,
years, cyclical sport and political events);

• text content might be correlated with extralinguistic fea-
tures, themselves correlating with time (e.g. air tempera-
ture).

Recently, the NLP community has started to use time as a
feature in training and/or fine-tuning large neural models ([1],
[16], [19]). Here, we analyze temporal language modeling in
the context of two classification tasks in different timescales:
Ireland News Headlines and Twitter Sentiment Analysis. We
also incorporate date components other than year. We fo-
cus on examining different approaches to date incorporation
(learnable embeddings, prefixing text) using periodic and non-
periodic time features under a downstream classification task.

The contributions of this paper are as follows:

• two classification datasets were redefined in a common
setup in which three time-related tasks are introduced:
classification (possibly) using temporal metadata, predict-
ing temporal metadata (as a regression task) and temporal
language-modeling task (as a cloze task).

• we compared three methods for introducing temporal
information into neural language models;

• we considered not only linear time, but also cycles such
as years, weeks, and months;

• we measured the performance of RoBERTa [14] models
in several setups on the two datasets (using different parts
of the temporal information, and both fine-tuning and
training from scratch);

• the relations between the temporal metadata, the texts and
the results obtained were analyzed.

The datasets and source of our code are publicly available.
Generally, utilizing a date does not cost much effort, because

many internet documents are available with a timestamp and
it is possible to adapt existing models to new domain. Such
temporal language models may contribute to:

• e-commerce search engines, e.g. users intention with
short phrase "umbrella" may refer to umbrella protecting
from a rain in the autumn or sun umbrella in the summer;

• other types of search engines, e.g. historical newspapers;
• OCR for historical documents.

II. DATASETS

Usually, text classification tasks do not incorporate time and
other metadata. We suppose its impact is stronger for short
texts due to shorter texts carrying less information. The time
impact may be stronger for text, which may depend on peo-
ple’s mood or different interests. We carried out experiments
with two large short-text classification datasets, where every
sample is assigned a time stamp. One is spread over more than
20 years, the other ones — only 80 days. Both datasets are in
English.

A. Ireland News

The dataset is available at Kaggle1, its creator is Rohit
Kulkarni. It consists of article headlines posted by the Irish

1https://www.kaggle.com/therohk/ireland-historical-news
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TABLE I: Categories count in datasets.

category item
train dev test test 20/21

news 603996 75963 75783 30278
business 162550 20330 20034 14477
sport 195384 24543 24346 13447
opinion 91697 11572 11528 8086
culture 67260 8525 8424 5643
life&style 65120 8093 8084 7188

Times newspaper. Each headline is accompanied by a times-
tamp and article category (text of an article is not included).
There are six main categories: news, sport, opinion, business,
culture, life&style. The datasets statistics are described in
Table I. There are more fine-grained subcategories provided
in the original dataset, but they vary over time, so we didn’t
make use of them in our experiments.

Timestamps range from 1996-01-01 to 2021-06-30. There
are 1,611,495 such headlines in total.

We employed the date range from 1996-01-01 to 2019-12-
31 for most of our experiments and created an additional test
set, which consists of 2020-2021 years, which dates are non-
overlapping with the rest of the dataset. We refer to this test
set as Ireland News 2020-2021. The test set Ireland News,
without year annotation, refers to time span from training
data (1996-2019). Since train/dev/test split is not determined
at the original dataset site, we assign each sample randomly
to train/dev/test using the 80%/10%/10% split. This resulted
in the 1,186,898 / 149,134 / 148,308 train/dev/test split. The
average number of words in the dataset is 7.1 per headline.

B. Sentiment140

This sentiment analysis dataset is obtained and described
in [2]. Since in the original dataset the train set contains
1,600,000 items (positive and negative tweets) and test set
only 498 (positive, negative, and neutral tweets), we made
significant modifications: neutral tweets were deleted from the
test set, 100,000 random items were added to the test set, also
a dev set was created by randomly selecting 100,000 samples
from the train set. This resulted in the 1,400,000 / 100,000
/ 100,359 train/dev/test split. Timestamps range from 2009-
04-06 to 2009-06-25. The datasets set are balanced (∼50%
positive and ∼50% negative tweets). The average number of
words is 13.8 per item. Tweets are from users in different time
zones. We take time local to the author of a tweet.

III. DATASETS ANALYSIS

The number of items per category differs in time. The
distribution over days of month, months, years, weekdays in
train datasets are presented in Figures 1 and 2 for, respectively,
Sentiment140 and Ireland News. For the Sentiment140 dataset
distribution over a year is not presented, since all items are
from 2009. Mutual Information between presented factors
and the class is given in Table V. In Ireland News, mutual
information related to days of month and months is much
lower than those of years and weekdays. In Sentiment140

mutual information is similar for days of month, months, and
weekdays.

In both datasets, there are dependencies, which may be
helpful for model performance. E.g. in Ireland News there
are more sports texts on Friday and in Sentiment140 there are
more negative texts on Wednesdays and Thursdays.

IV. TASKS

We created three tasks for each dataset: classification,
‘fractional’ year prediction, word gap prediction. Our main
objective was to examine the impact of incorporating times-
tamps on text classification tasks. Fractional year prediction
and word gap prediction tasks are mainly for analysis of the
results in classification tasks.

We added timestamps in fractional-year form, which can be
described by the following code:

days_in_year =
366 if year_is_leap_year else 365

fractional_year =
(year + (day_in_year-1+day) /
days_in_year )

Each item in our tasks is associated with a text, timestamp
(day precision), fractional year, and category. Sample data is
described in Table IV.

Each challenge for a given dataset uses the same train/de-
v/test split. The challenges are publicly available, courtesy
of the site’s owners, via the Gonito evaluation platform [3].
Source code of the challenge is available via the platform as
well.

A. Classification

The task objective is to predict the headline category
given text, date, and fractional year. The evaluation metric
is simple accuracy. The challenges are available at: https:
//gonito.net/challenge/ireland-news-headlines (Ireland News)
and https://gonito.net/challenge/sentiment140 (Sentiment140).
Dataset download and submission instructions are under the
"How To" tab, source code is under the "All Entries" →
catalog icon in each submission row.

B. Year prediction

The objective is to predict the year given the text.
The metric is Root Mean Square Error (RMSE). The
challenges are available at: https://gonito.net/challenge/
ireland-news-headlines-year-prediction (Ireland News) and
https://gonito.net/challenge/sentiment140-year-prediction
(Sentiment140).

C. Word gap filling

The task objective is to predict a masked word, like
in Masked Language Modeling, given text, date, fractional
year. Word is defined by characters split by spaces. There
is always exactly one masked word in each sample to
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(a) Distribution of classes over months. (b) Distribution of classes over days.

(c) Distribution of items over weekdays.

Fig. 1: Distribution of classes over date factors in Sentiment140 dataset. Distribution over year is not presented, since all items
come from one year.

TABLE II: Samples from the Ireland News dataset. To check article-id visit www.irishtimes.com/article-id The article ID is
not provided in the challenge.

fractional year timestamp text category article ID

2004.5082 20040705 Sudan claims it is disarming militias news 1.1147721
2008.4426 20080611 Bluffer’s guide to Euro 2008 sport 1.1218069
2017.1068 20170209 Gannon offers homes in Longview near Swords life&style 1.2966726

predict. The metric is PerplexityHashed implemented in
the GEval evaluation tool [4], which is a modified ver-
sion of LogLossHashed as described by [5]. This met-
ric ensures fair assessment disregarding model vocabulary.
The challenges are available at: https://gonito.net/challenge/
ireland-news-headlines-word-gap (Ireland News) and https://
gonito.net/challenge/sentiment140-word-gap (Sentiment140).

V. METHODS

We used the RoBERTa model in the base version [14].
All models are described in this section. All code is publicly
available via git commit hashes given in result tables.2

A. Regular Transformer as a baseline

The baseline is a regular RoBERTa with no temporal
information. We refer to this method as noDate in result tables.

2Reference codes to repositories stored at Gonito.net [3] are given in curly
brackets. Such a repository may be also accessed by going to http://gonito.
net/q and entering the code there.

B. Temporal Transformer

We selected the following temporal information: year,
month, day of the month (day), weekday. All of them are incor-
porated in our temporal models. We experimented with 3 ways
of including temporal information into RoBERTa models. The
first two involve slight RoBERTa model architecture changes
and training new embeddings during RoBERTa training. The
third one is only input data modification. They are described
below.

1) Date as embeddings added to every input token:
Temporal embeddings are added to every input token as:
embedding = token_emb + pos_emb + year_emb +
month_emb+monthday_emb+ weekday_emb
for each token_pos. We refer to this method as addedEmbDate
in result tables.
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(a) Distribution of classes over years. (b) Distribution of classes over years as a stacked bar plot. Note the
different y axis limit than other plots.

(c) Distribution of classes over months. (d) Distribution of classes over days of month.

(e) Distribution of classes over weekdays.

Fig. 2: Distribution of items over date factors in Ireland News dataset.

2) Date as stacked embeddings: Temporal embeddings are
stacked at the beginning of the input sequence, as:

emb =





year_emb if token_pos = 1
month_emb if token_pos = 2
month_emb if token_pos = 3
weekday_emb if token_pos = 4
token_emb+

pos_emb otherwise

Where all tokens are shifted 4 positions to the right, so first
text token is on token_pos = 5 We refer to this method as
stackedEmbDate in result tables.

3) Date as regular text: We only modify text input of
model by adding temporal information with prefixes, so
item with date 20040705 and text Sudan claims it is
disarming militias is combined to text year: 2004

month: 7 day: 5 weekday: 1 Sudan claims it
is disarming militias.

VI. EXPERIMENTS

A. Classification

We carried out experiments with text classification using all
presented models. RoBERTa was finetuned and trained from
pretrained checkpoints (which we refer to as pretrained) and
with randomly initialized weights (which we refer to as ‘from
scratch‘). The only training objective is the classification task.
We report the results in Table IV.

We examined the impact on classification by each date
factor. Since all temporal data incorporation methods yield
similar results, we chose the regular text date incorporation
method due to ease of its use (only text modification with no
architecture changes). The results are presented in Table V.
To examine this model conditioned by different prefixes we
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TABLE III: Model roberta-pretrained-textDate predictions depending on a given date in a development dataset. If a date is
represented by a dash, it is not prefixed to the model, bolded dates are as they occur actually in the dataset, not bolded are
random. The examples are cherry-picked. To check article-id visit www.irishtimes.com/article-id The article ID is not provided
in the challenge.

text article ID timestamp actual prediction

New bridge for Calzaghe to cross 1.914946 20080419 Sat. sport sport
New bridge for Calzaghe to cross 1.914946 20130307 Thu. - life&style
New bridge for Calzaghe to cross 1.914946 - - news

Sydney stereotypes 1.1102371 20000913 Wed. sport sport
Sydney stereotypes 1.1102371 20110422 Fri. - opinion
Sydney stereotypes 1.1102371 - - sport

Róisín Meets... comedian Mario Rosenstock 1.2463531 20151212 Sat. life&style life&style
Róisín Meets... comedian Mario Rosenstock 1.2463531 20040725 Sun. - news
Róisín Meets... comedian Mario Rosenstock 1.2463531 - - news

TABLE IV: Classification results. Different date incorporation into model. Acc stands for accuracy. The bold results are best
in its category (without and with external data).

Ireland News Sentiment140
method acc gonito acc gonito

most frequent from train 51.10 {161712} 49.88 {b4b180}

roberta-pretrained-noDate 82.35 {daaaf9} 89.27 {a8d1b7}
roberta-pretrained-stackedEmbDate 87.65 {9e041f} 91.16 {252c0c}
roberta-pretrained-addedEmbdate 86.82 {cede76} 91.04 {aa28dc}
roberta-pretrained-textDate 87.84 {7c52ed} 91.13 {688320}

roberta-scratch-noDate 77.88 {0798d5} 83.38 {e984db}
roberta-scratch-stackedEmbDate 83.24 {74efba} 86.18 {e3ff3e}
roberta-scratch-addedEmbdate 81.96 {587033} 85.47 {1c122b}
roberta-scratch-textDate 83.16 {413f72} 86.02 {d969ca}

TABLE V: Classification accuracy results. Different date elements included. Acc stands for accuracy. MI stands for Mutual
Information between a class and a date factor. MI for Sentiment140 between year and class equals 0, because there is only
2009 year in the dataset.

Ireland News Sentiment140
method Acc Gonito MI(1e-5) Acc Gonito MI(1e-3)

roberta-pretrained-noDate 82.35 {daaaf9} - 89.27 {a8d1b7} -
roberta-pretrained-textDate 87.84 {7c52ed} - 91.13 {688320} -

roberta-pretrained-textDay 82.66 {ca5340} 9 90.16 {2c2d07} 58
roberta-pretrained-textMonth 82.72 {3d5bb6} 61 89.59 {64cc1b} 16
roberta-pretrained-textYear 85.90 {893bbe} 3354 89.32 {be6d55} 0
roberta-pretrained-textWeekday 84.46 {daf69a} 3127 89.60 {8abd71} 19

TABLE VI: Roberta-pretrained-textDate classification on de-
velopment set result. All results comes from the same model,
the only difference is the prefix construction. Prefix is a
standard model mode, no-prefix is a mode where no date is
prefixed, and random-prefixed stands for a mode, where the
date prefix comes from random date 1996-01-01 to 2021-06-
30.

model dev acc

prefix 87.97
no-prefix 78.38
random-prefix 73.97

checked its performance with no prefix and random prefix
settings. Results are in Table VI and Table VII. The samples

from different prefix settings are provided in Table IV.
To check model degradation, we made an inference on

Ireland News test set from years 2020-2021. This is a time
span later than training data, which comes from 1996-2019.
The results are in Table VIII.

The impact of train dataset size is presented in Figure 3.

B. Year prediction

We choose two methods for year prediction. The first is
a baseline using term frequency-inverse document frequency
(TF-IDF) with logistic regression. The second is averaging all
output embeddings of RoBERTa and feeding to linear regres-
sion (LR) layer. Both RoBERTa and linear regression weights
are tuned during training. In both methods, the minimum
(maximum) output is limited to the minimum (maximum)
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TABLE VII: Classification improvement due to prefixing on roberta-pretrained-textDate model. All results comes from the
same model, naming convention comes from Table VI.

dev set percentage

accurate on both prefix and no-prefix 75.14
accurate on prefix, but not on no-prefix 12.83
accurate on no-prefix, but not on prefix 3.19
not accurate on prefix, nor on no-prefix 9.84

TABLE VIII: Classification accuracy results. Test set (years
2020-2021) comes from other time span than training set
(years 1996-2019).

Ireland News (2020/21)
method acc gonito

most frequent 38.27 {953311}

roberta-pretr.-noDate 85.99 {e684b3}
roberta-pretr.-textDate 87.79 {5fba22}
roberta-pretr.-textYear 87.49 {8d5ad4}

fractional year found in the datasets. The results are presented
in Table IX, along with a null-model baseline using the mean
fractional year from the training set as the prediction for each
data point.

C. Word gap filling

RoBERTa was finetuned and trained from a pretrained
checkpoint and with randomly initialized weights. The training
objective is Masked Language Modeling. Only prepending
data to the input was considered as a method for introducing
the data. See Table X.

VII. DISCUSSION

For both datasets including dates into RoBERTa models
raises the accuracy score. This stands true for pretrained and
randomly initialized models. Stacked embedding and date
incorporation as a text give a similar result and both are
slightly better than the method of adding embeddings to every
input token. It’s easier to modify input text than modify model
architecture, hence we recommend embedding date by prefix-
ing input texts. The greater mutual information is between
each factor and class factor, the more the model gains in
accuracy score. The model trained with a date prefix performs
well, only when the prefix is provided. There is no gain
from date prefixing for a 1k documents train dataset and the
gain is constant over 100k documents train dataset. Predicting
fractional year is difficult in both datasets because all models
perform not much better than baseline. We hypothesize this is
a reason why classification benefits from date metadata, since
adding strongly correlated factors (like a date to text in this
case) would not bring information gain.

The temporal models perform better also for test sets from
unseen years. To our surprise, day of the month, month, week-
day, year incorporation into model performs only marginally
better than incorporation only year for Ireland News 2020-
2021 dataset.

In pretrained models, date incorporation slightly lowers
perplexity. Models with randomly initialized weights benefit
hugely from date incorporation.

VIII. RELATED WORK

There are several studies concerning language model degra-
dation over time and adaptation to newer data [13], [17], [6].
[7] focused especially on text classification. They considered
years as well as cyclical intervals (e.g., January-March). Their
method was to train separate models for different time spans.
[8] proposed method based on using discrete multiple tem-
poral word embeddings based on time domains for document
classification using recurrent neural networks. [9] developed
model-agnostic timed dependent embedding representation for
time and evaluated on recurrent neural networks across various
tasks. [1] introduced temporal T5 language model, where a
year was prefixed into text input and finetuned on temporal
data. The experiments focused on knowledge extraction from
language models and showed their method performs better
in terms of language modeling and question answering than
T5 language model with no prefixed year. [19] incorporated
both geographical and time data into a transformer model
for a QA task employing year as well as month and day.
[16] prefixed year for semantic change detection. Additionally,
the authors proposed the training objective of masking year
information during model training. However, both [1], [16] use
only year metadata, in contrast to our study, where we also
days of month, months, weekdays are taken into consideration.
[18] trained an SVM model to predict the date of text as a
classification problem and [11] use approach of neologism
based approach. Very recently [15] released temporal NLP
challenges based on a large corpus of historic texts but didn’t
include downstream tasks, such as classification. The corpus
consists of texts covering over 100 years. They trained from
scratch and fine-tuned temporal RoBERTa models based on
day of month, months, weekdays, and year as a prefixed text.
They proved that temporal language models perform better
than standard language models.

IX. CONCLUSION

Transformer models benefit from temporal information data
in classification tasks for short texts. We have proved that it’s
not only true for a year, but also other date factors, such
as weekday, day of the month, and month. The greater the
mutual information between a factor and a class, the greater
the benefit. The result is important, because day of the month,
month, weekday factors don’t outdate after model training
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TABLE IX: Fractional year prediction results, RMSE is for root-mean-square error, MAE – mean absolute error, LR – linear
regression.

Ireland News Sentiment140
method RMSE MAE Gonito RMSE MAE gonito

mean from train 6.76426 5.80722 {0b0e9c} 0.04674 0.03396 {4856c5}

TF-IDF + LR 5.32491 4.27185 {2226fb} 0.04917 0.03635 {579c8f}

RoBERTa + LR head 4.53676 3.38758 {632b5d} 0.04469 0.03289 {349e5b}
RoBERTa from scratch + LR head 4.51179 3.35951 {be0106} 0.04526 0.03222 {b672ee}

TABLE X: Word gap prediction results. Ppl hashed stands for perplexity hashed.

Ireland News Sentiment140
method ppl hashed gonito ppl hashed gonito

equal probability 1024.0 {6bd5a8} 1024.0 {3de230}

RoBERTa from scratch 90.8 {9ac479} 51.0 {f0f343}
RoBERTa from scratch with time 46.0 {dc75a7} 46.1 {ddf16f}

RoBERTa no fine-tuning 51.0 {f0f343} 66.2 {e625c6}
RoBERTa fine-tuned 23.3 {42793a} 34.6 {a365da}
RoBERTa fine-tuned with time 21.6 {cfaf6c} 33.6 {37bd6e}

(a) Ireland News test (1996-2019) accuracy. (b) Ireland News test (2020/21) accuracy.

Fig. 3: Test set accuracy varying on train dataset size for model with and without date incorporation.

due to its cyclical nature, differently to year, which is linear.
The best and simplest method for temporal data incorporation
seems to be input text modification.
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open platform for research competition, cooperation and reproducibility.
In A. Branco, N. Calzolari, and K. Choukri, editors, Proceedings of the
4REAL Workshop: Workshop on Research Results Reproducibility and
Resources Citation in Science and Technology of Language, pages 13–
20. 2016.
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Abstract—Electronic Commerce (E-Commerce) has become
one of the most significant consumer-facing tech industries in
recent years. This industry has considerably enhanced people’s
lives by allowing them to shop online from the comfort of their
own homes. Despite the fact that many people are accustomed to
online shopping, e-commerce merchants are facing a significant
problem, a high percentage of checkout abandonment. In this
study, we have proposed an end-to-end Machine Learning (ML)
system that will assist the merchant to minimize the rate of
checkout abandonment with proper decision making and strat-
egy. As a part of the system, we developed a robust ML model
that predicts if someone will checkout the products added to the
cart based on the customer’s activity. Our system also provides
the merchants with the opportunity to explore the underlying
reasons for each single prediction output. This will indisputably
help the online merchants in business growth and effective stock
management.

Index Terms—E-Commerce, Checkout Prediction, Checkout
Abandonment, Decision Support, Explainable AI (XAI), LIME

I. INTRODUCTION

AS we are living in an era where digitalization and
technology are evolving day by day, our dependency

on the internet has noticeably increased. E-commerce has
made shopping easy and safe for all internet users all over
the world. People nowadays prefer exploring websites to find
their daily needs rather than walking around shopping malls,
supermarkets, and shops. They do not have to take the hassle
of finding a product and waiting for a long billing queue,
which makes purchasing simple and quick. On the contrary,
e-commerce also makes it easier for companies to reach out
to new customers all over the world. A report from Statista
[1] shows that global sales have jumped from 1,336 billion
to 5,542 billion USD in the last 6 years in the e-commerce
industry. In the near future, undoubtedly the dependency on
online shopping will increase significantly.

Recently, the online retailers are encountering numerous
business challenges such as the lack of trust, customer churn,
product return and so on. With the rapid technological ad-
vancement in the data science domain, researchers have al-
ready started to solve these type of problems by utilizing
data science approaches. Some of the existing research works

are related to the product review classification such as the
authors in [2] proposed DNN networks to train a classifier for
identifying the product quality from product reviews. One of
the major problems in e-commerce industry is the return of
the product. In [3] and [4], the researchers tried to address this
issue by using different predictive modeling techniques.

Apart from these, one of the most common business chal-
lenges in the e-commerce industry is high checkout abandon-
ment rate. According to the study of Baymard Institute, a
research institute in Denmark, the average checkout abandon-
ment rate is 69.82% [5]. Also during the COVID-19 pandemic,
online shopping behaviors have been significantly changed.
When individuals browse an online store for a particular prod-
uct, as a natural consequence, they often add many additional
items to their cart. Among the added items in the cart, some are
in need and the others may be their favorite but are not in great
demand, and most of the time the majority of them are never
checked out which results in high checkout abandonment rate.
However, very few researchers have contributed to solve the
issues related to online shopping carts. Jian et al [6] proposed
a framework to predict buyers’ repurchases intention from
the cart information. In another study [7], the author built a
recommendation system using the shopping cart information.

In this research, we have tried to address the aforementioned
business problem of the e-commerce industry and proposed an
end-to-end ML system that will automatically perform all the
steps such as data collection, transformation, preprocessing,
statistical analysis, and predictive analytics. In the case of
predictive analytics, we have conducted an extensive exper-
iment and found CatBoost as the outperforming approach that
predicts the checkout possibility of users with the highest
accuracy (=0.76) and precision (=0.694). Moreover, we have
applied a model agnostic local explanation approach for the
explainability that will help the e-commerce merchants to
analyze how every single customer gets influenced by different
factors.

Our contribution to this study can be considered from two
perspectives: one from a research standpoint, and the other
from a commercial standpoint. The research perspective is that
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no previous study attempted to solve this particular problem
and proposed any end-to-end ML based solution. On the
other hand, if business people conduct targeted marketing or
apply other business strategies to consumers who are most
likely to purchase the products in the cart, then the sales will
be increased. Apart from that, the prediction will assist the
merchant in maintaining effective stock management as well.
Indisputably, the combination of statistical insights, predictive
output, and local explanation aid the seller in developing
proper strategies for business growth.

II. PROPOSED SOLUTION

As a solution to the checkout abandonment issue in e-
commerce business, in this phase, we have proposed an end-
to-end system shown in Fig. 1.

Fig. 1. System diagram

From Fig. 1 it can be observed that our proposed system
takes raw data from the database and outputs analytical and
predictive insights to a dashboard. Development of this system
is composed of several steps: data understanding, preprocess-
ing, exploratory data analysis, data modeling, and a model-
agnostic approach.

To conduct the experiment, a large real dataset has been
collected from a prominent SaaS platform that integrates
with online stores to track behavior in real-time. Our dataset
contains 27 features in total, where 21 features are numerical
and the other 6 features are categorical. Table I and Table
II shows the description of all the numeric and categorical
features respectively. Among all the instances(=28410), 55%
instances belong to class 0 (‘not checked out’) and the other
45% belongs to class 1 (‘checked out’) which indicates that
the dataset is almost balanced.

After collecting the data, in the preprocessing phase, we
have applied the James-Stein encoder to convert the categorical
features into informative numerical representations. The math-
ematical expression of the James-Stein encoder is as follows:

JSi = (1−B)×mean(yi) +B ×mean(y) (1)

Where
B =

var(yi)

var(yi) + var(y)
(2)

The idea of the James-Stein encoder is to shrink the
category’s mean target towards a more median average.

As most of the features do not fall into a Gaussian distri-
bution, in this experiment, we have applied min-max scaling
to scale the features from 0 to 1.

TABLE I
DATA DESCRIPTION OF NUMERICAL FEATURES

Feature Name Description

visited cart How many times did the user visit the “Cart”
page so far in the current visit.

total add cart How many products did the user add to the
shopping cart.

total clicked products How many times did the user click on products
or visit the “Product Page” of products.

session length steps Length of the visit in steps/events.
session length sec Length of the visit in seconds.
mean viewed price Mean price of clicked products.
max viewed price Max price of clicked products.
min viewed price Min price of clicked products.
sum viewed price Sum price of clicked products.
total orders Total orders the user checked out so far.
total purchased sum Total sum of orders the user checked out so far.
total visits Total previous visits of the users.
returning visitor Is it a new or returning user.
customer since days Total minutes since user’s first visit.

cart sum The sum of the shopping cart the user has/sees
it right now.

cart total prd Total products the user has in the shopping cart.

cart total sale prd Total discounted products the user has in the
shopping cart.

cart total prd in sale The ratio of discounted products vs non
discounted products in the cart.

cart total saved The amount of money the user is saving due to
the presence of sale products in the cart.

cart sum without
discount

Total sum of the cart on original price of the
products.

cart total saved % Total percentage of saved money in the cart.

TABLE II
DATA DESCRIPTION OF CATEGORICAL VARIABLES

Feature Name Description
landing page The page where the user started the visit.
week day Day of the week
origin From which origin did the user land on the store.
utm source From which source did the user land on the store.
utm medium From which medium did the user land on the store.
device The user’s device type.

Then, during the data modeling phase, we have followed
a proper and systematic workflow that has been illustrated in
Fig. 2. This workflow has been started just the completion of
the data preprocessing steps. At first, we have segregated the
entire processed dataset into training (=80%) and validation
(=20%) data to eliminate biases during the model evaluation
phase. Then, in the second stage, we have chosen the ML
algorithms based on the objectives as well as the characteristics
of the data. In this study, we have applied 5 SOTA algo-
rithms such as XGBoost [9], LightGBM [10], CatBoost [11],
mGBDTs [13], and TabNet [12] not only targeting the best
prediction output but also with a special focus on interpreting
the models. To create a baseline performance, we have also
included a DNN model.

Then in the evaluation phase, we have applied 5 evaluation
metrics namely Accuracy, Precision, Recall, f0.5-score, and
ROC-AUC. The fourth and most important step is to tune the
hyperparameters of the model very attentively to obtain the
best prediction output without over-fitting or under-fitting. For
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Fig. 2. Flow-diagram of Data Modeling

TABLE III
MODEL PERFORMANCE ON TRAINING AND TESTING DATA.

ROC
-AUC Precision Recall f0.5

Score
Accu-
racy

DNN Train 0.565 0.586 0.972 0.858 0.606
Test 0.565 0.585 0.971 0.636 0.606

XGBoost Train 0.798 0.742 0.778 0.771 0.802
Test 0.753 0.689 0.729 0.720 0.758

CatBoost Train 0.804 0.755 0.779 0.774 0.809
Test 0.755 0.694 0.725 0.719 0.760

LightGBM Train 0.782 0.724 0.759 0.752 0.786
Test 0.746 0.680 0.723 0.714 0.751

TabNet Train 0.757 0.688 0.746 0.733 0.739
Test 0.730 0.655 0.722 0.702 0.723

mGBDT Train 0.793 0.743 0.764 0.760 0.798
Test 0.733 0.673 0.694 0.690 0.741

tuning the hyperparameters, the Bayesian approach has been
chosen in this experiment since it takes less time compared
to others to find the best set of parameters and improves
generalization performance on the test data. After getting the
optimized hyperparameters for all of the models, in the fifth
stage, we have trained our models using the training dataset.
With the completion of the training phase, we went on to the
sixth stage, in which we have utilized the trained models to
make predictions on the unseen validation dataset and track
their performance against each evaluation metric. Then, in the
following step, we have compared the performance among the
models to figure out the best model for this particular business
problem.

III. BEST MODEL AND FEATURES SELECTION

In this phase, we have divided our analysis into two parts.
We have started the analysis by explaining the performance
of each model and selecting the best model from their com-
parison. Finally, we have explored the top features of our best
model to find insight that can help to make important business
decisions.

Table III shows both of the training and testing results for
each of the models of our experiment. From the Table III, it
can be observed that our obtained test results are very close to
the training results, which indicates that the model has learned

the underlying patterns well from the data without over-fitting.
By considering the business problem we were trying to solve,
we have mainly focused on Precision, f0.5-score, and Accu-
racy. Significantly, it has been appeared that all the models
have been performed better than our baseline DNN model
in terms of Precision, f0.5-score, and Accuracy. Although
TabNet pretrained model performs well for tabular data, in our
case it fails to outperform the tree-based models. Similarly,
the mGBDT fails to outperform the other non-differentiable
boosting algorithms. All of the tree-based boosting algorithms:
XGBoost, Catboost, and LightGBM have yielded the results
close to each other. Comparing the results of each models, it
can be seen that CatBoost has consistently outperformed all
other models with accuracy (=0.76) and precision (= 0.694).
As the conclusion of all comparisons, we chose CatBoost as
the best performing model for checkout prediction.

Furthermore, we have extracted the most effective 5 features
from the CatBoost classifier. Table IV shows the best features
in descending order based on the feature importance.

TABLE IV
FEATURE IMPORTANCE (TOP 5) OF CATBOOST CLASSIFIER

Rank Features Importance(%)
1 total visits 14.09
2 customer since days 13.56
3 total purchased sum 6.46
4 max viewed price 5.90
5 min viewed price 5.75

TABLE V
EXAMPLES FROM VALIDATION DATA FOR LOCAL EXPLANATIONS.

Features Instance 1 Instance 2
visited cart 1 1
total add cart 1 2
total clicked products 6 2
session length steps 38 5
session length sec 1564.05 111.54
mean viewed price 213.62 48.9
max viewed price 239 48.9
min viewed price 169.9 48.9
sum viewed price 1281.7 97.8
total orders 0 1
total purchased sum 0 185
total visits 10 1
returning visitor 1 1
customer since days 0 1704.9
cart sum 239 97.8
cart total prd 1 2
cart total sale prd 0 2
cart total prd in sale 0 100
cart total saved 0 42
cart sum without discount 239 139.8
cart total saved % 0 30.04
landing page home page home page
week day wednesday thursday
origin google google
utm source unknown google
utm medium unknown cpc
device mobile desktop
checkout status not-checkout checkout
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IV. MODEL EXPLANATION AND DECISION SUPPORT

To make our model’s decision more transparent, in this
study, we have built a support system using the model agnostic
local explanation technique, LIME [14]. This method will
assist us in comprehending the factors that influence a complex
black-box model around a single instance of interest.

In the following Table V, we have taken two instances from
the unseen validation data for local explanations. Instance
1 has a checkout-abandonment status, and Instance 2 has a
checkout status. The prediction and explanations for these
examples can be found in Fig. 3 and 4.

Fig 3 illustrates the decision rules and feature significance
based on which the CatBoost model made the decision for
instance 1, which was actually abandoning the checkout after
adding items to the cart. We can observe that the model pre-
dicts with a 95% probability that this person will abandon the
checkout. Also, the aforementioned 3 most important features:
“total visits”, “customer since days”, and “total purchased
sum” significantly influenced the model to decide in favor of
checkout abandonment.

Fig. 3. Explanation of instance 1.

In Fig 4, we can observe that the model predicts with 99%
probability that instance 2 will checkout the added item which
is actually correct. From the value of “customer since days”
feature, it is obvious that being the old customer gave the
model confidence that instance 2 will checkout the products.

Fig. 4. Explanation of instance 2.

The aforementioned illustrations of local explanations of
predictions for individual examples can immensely assist busi-
ness analysts or decision-makers in making meaningful and
unbiased decisions. Especially, this explanation technique can
especially assist in making decisions in confusing situations
where it is difficult to decide whether a person will checkout
the items from the cart or not.

V. CONCLUSION

In this study, we have aimed to minimize the checkout
abandonment rate, which is a key concern in modern e-
commerce business, by proposing an end-to-end system. One
of the most important components of the system is the ML
model that predicts the probability of checkout abandonment
for each of the customer. Also, it provides the explanation of
the decision taken by the model for further business support.
In case of predictive analytics, the CatBoost was found as the
best performer with 0.694 (Precision), 0.719 (f0.5-score), and
0.76 (Accuracy). For reliable decision making with additional
support, we have integrated the LIME, that interprets the
model’s output as well as extract the decision rules.
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Abstract—In simultaneous machine translation (SMT), an
output sequence should be produced as soon as possible, without
reading the whole input sequence. This requirement creates a
trade-off between translation delay and quality because less
context may be known during translation. In most SMT methods,
this trade-off is controlled with parameters whose values need
to be tuned. In this paper, we introduce an SMT system that
learns with reinforcement and is able to find the optimal delay in
training. We conduct experiments on Tatoeba and IWSLT2014
datasets against state-of-the-art translation architectures. Our
method achieves comparable results on the former dataset, with
better results on long sentences and worse but comparable results
on the latter dataset.

I. INTRODUCTION

S IMULTANEOUS machine translation (SMT) can be de-
fined as producing output sequence tokens while reading

input sequence tokens in an on-line fashion. These tokens may
represent words in given languages, chunks of audio streams,
or any other sequential data. The main difference between
SMT and more general neural machine translation (NMT) is
how the input and output sequences are processed. Most NMT
methods read all input tokens and then generate the output
sequence. Because of this, even though efficient state-of-the-art
NMT methods exist, they cannot be used in SMT applications.
Also, SMT methods need to consider the trade-off between
delay and quality, as faster translation implies less context from
the input. In most cases, this trade-off has to be optimized by
checking various parameter settings, which is resource- and
time-consuming.

SMT can be decomposed into a sequence of readings of the
input tokens and writings of the output tokens. Reinforcement
learning (RL) [1] is often applied to train SMT systems that
sequentially choose between these actions and/or choose the
written token. In this paper, we present an RL-based method
with self-learning delay. Unlike in other approaches, we apply
bootstrapping in training, which means that the sequences
translated can be in principle infinite. We conduct experiments
on Tatoeba and IWSLT2014 datasets against state-of-the-art
translation architectures. Our method achieves comparable
results on the former dataset, with better results on long
sentences and worse but comparable results on the latter dataset.

The paper is organized as follows. Section II overviews
literature related to neural machine translation, reinforcement
learning, and simultaneous machine translation. Section III
formally defines the problem considered in this paper. Sec-
tion IV presents our method. Section V describes simulations

evaluating the presented architecture. Section VI discusses
the experimental results and limitations of our approach.
Section VII concludes the paper.

II. RELATED WORK

a) Neural machine translation (NMT): A basic architec-
ture for neural machine translation includes an encoder that
is fed with the input sequence; its final state becomes the
initial state of a decoder that produces the output sequence [2].
In order to produce the right output, attention must be paid
to significant input tokens. Attention was introduced to the
encoder-decoder architecture in [3] and [4]. An architecture
for NMT that is based solely on attention is Transformer [5].
Recurrent neural networks (RNN) were applied to capture
short-term dependencies in input sequences and combined with
multilayer attention in R-Transformer [6]. However, all these
architectures only produce output when given the whole input
sequence and hence are not applicable to on-line translation.

b) Reinforcement learning (RL): RL is a general frame-
work for adaptation in the context of sequential decision making
under uncertainty [1]. In this framework, an agent operates
in discrete time, at each instant observing the state of its
environment and taking action. Subsequently, the environment
state changes, and the agent receives a numeric reward. Both
the next state and the reward result from the previous state and
action. By repeatedly facing the sequential decision problem
in the same environment, the agent learns to designate actions
in current environment states to be able to expect the highest
future rewards.

In the context of this paper, especially interesting is the case
where the agent cannot observe its state but only the value
of a certain function of the state. This case is modeled as the
Partially Observable Markov Decision Process (POMDP) [7]. In
this model, the agent needs to collect subsequent observations
to be able to recognize its current situation at any specific time.
This can be done effectively with an RNN. Deep Recurrent
Q-Learning [8] is an RL method for POMDP, which applies
an RNN for that purpose.

RL has been applied to neural machine translation to
optimize a policy, which, given an input sentence, assigned
maximum probability to the corresponding output sentence.
RL was applied this way to optimize the translation quality
expressed in BLEU [9] which is not directly differentiable. RL
has also been applied to train a random generator of sentences in
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a generative adversarial architecture [10]. A similar architecture
has been applied for the sequential generation of graphs [11].

c) Simultaneous Machine Translation (SMT): A number
of SMT methods use reinforcement learning. One of the first
examples of using RL for SMT was presented in [12]. It uses
imitation learning from the optimal sequence of actions to
learn a policy for the system. In [13], a two-action framework
was introduced, where the agent can read an input token,
named READ, or write a new output token, named WRITE.
This framework serves as a baseline for many new SMT
methods, with authors extending and modifying it to achieve
better results. The proposed reward function is based on the
achieved BLEU score [14] and the translation delay metrics
proposed by the authors, with the trade-off between delay and
translation quality controlled by setting appropriate parameter
values. In [15], a third action was added, named PREDICT,
which works similarly to READ, but instead of reading an
input token, it predicts this token. The reward function was also
changed to include predictions’ quality, with delay-quality trade-
off still controlled by parameters. In [16], a commonly used
NMT encoder-decoder structure was modified to work with
SMT by making encoder, and attention dynamically change
after every READ and adding an incremental decoder, which
outputs a token from them after every WRITE. In [17], a
method was proposed for extracting action sequences from
NMT architectures, which were later used with sentence pairs
in imitation learning to learn an optimal policy. Recently,
reinforcement learning was used in multimodal translation
[18], utilizing text and visual data to improve the quality of
translations.

Not every SMT method uses reinforcement learning. In [19],
the ”wait-k” strategy was proposed, which produces a new
output token with a fixed delay equal to k. It can be easily
implemented in commonly used NMT architectures, shown
by modifying the original Transformer. In [20], the ”wait-k”
strategy was used in speech-to-text task, showing it is efficient
in applications other than machine translation.

III. PROBLEM DEFINITION

We consider input sequences, x = (xi)
|x|21
i=0 , that contain

tokens, xi ∈ Rd, d ∈ N. The input sequences correspond
to target sequences, y = (yj)

|y|21
j=0 , yj ∈ Rd2

, d2 ∈ N. The
sequences are of variable lengths presented by the | · | function.
An interpreter agent is fed with subsequent tokens from x and
produces tokens of an output sequence, (zj)

|z|21
j=0 , zj ∈ Rd2

on
the basis of x.

Three special tokens playing various roles exist in both the
input and the output space. They are:

" NULL — a missing element,
" EOS — denotes the last element of each sequence,
" PAD — an element concatenated to sequences after EOS

for technical reasons.

For brevity, we will assume xi=PAD, yj=PAD, zj=PAD for,
respectively, i ≥ |x|, j ≥ |y|, j ≥ |z|.

Given x, the agent should produce z that minimizes the qual-
ity index in the form

J(y, z) =

K21�

j=0

L(yj , zj). (1)

The loss L penalizes mistranslation; L(PAD, PAD) = 0; K is
a number larger than any |y|. The sequence z that minimizes
(1) is of length |y|, contains tokens equal to those in y, and
ends with EOS.

We also require the interpreter agent to be of limited capacity
but handle sequences of arbitrarily large lengths. In other words,
we require the agent to operate on-line, i.e., it is fed with
subsequent tokens of the input sequence and simultaneously
produces subsequent tokens of the output sequence.

IV. METHOD

A. Reinforcement learning to transform sequences

We formalize the transformation of one sequence into another
as an iterative decision process. At each of its instants, an agent
reads a subsequent token from the input sequence or writes
a subsequent token of the output sequence, similarly to [13].
That is, at each instant, the agent executes one of two actions:

" READ — another input token is read. This action is
useful when it is (still) unclear what output token should
be produced.

" WRITE — a subsequent output token is produced. This
action is useful when a certain comprehensive portion of
input tokens have been read, and a subsequent part of its
interpretation can be presented.

A policy is a method of selecting actions and producing output
tokens based on tokens read and those produced so far.

After execution of some of the actions, the agent receives
numerical rewards. Let the rewards received during the process
be denoted by r = (rk)

|r|21
k=0 . A reward, rk, is emitted at the

following times:
" An output token, zj , has just been written. Then rk is the

negative cost of mistranslation, i.e.

rk = −L(yj , zj). (2)

" A whole input sequence has been read, and the READ
action is taken. This action does not make sense at this
time. Therefore, for a certain constant M > 0, we have

rk = −M. (3)

Let n(t) be the number of rewards emitted before the t-th
action. The quality criterion for the policy is maximization of
future discounted rewards. That is, at each time t the expected
value of the return

Rt =

|r|21�

k=n(t)

γk2n(t)rk (4)

should be maximized, where γ ∈ (0, 1) is a discount factor.
In one episode of its operation, the agent transforms a single
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Fig. 1: Proposed architecture for on-line sequence transfor-
mation. The black squares represent passing/delaying xi and
outputting/skipping Np

t depending on the action at.

sequence. It stops producing additional output tokens when it
has outputted EOS.

In training, the agent, not having learned how to finish
sequences, must be prevented from producing them infinitely
long. Here we assume that an episode of training is terminated
when the agent has produced as many tokens as in the target
sequence y. The last target token is EOS, which is enough for
the agent to learn to finish the output sequences.

Usually, in reinforcement learning [1] a reward comes after
each action. However, here we want the agent to be rewarded
only for the tokens it produces, bearing in mind that it does
not produce them with READ actions. Rewards equal to
zero for such actions do not make sense here because they
could encourage the agent to maximize the sum of discounted
rewards by postponing the production of output. Therefore,
here we admit actions that are not immediately followed by
rewards. Those emitted rewards have their own indices and are
discounted according to them.

At each instant of its operation, a state of the agent’s
environment consists of the tokens the agent has read so far
and the tokens it has written so far. However, before taking
another action, it is only fed with the next input token and
with the last written token. Therefore, the agent’s environment
is partially observable.

B. Architecture

We propose an architecture that learns to make the actions
discussed above. The policy has the form of a recurrent neural
network. Its input size is d+ d2. In an instant of its operation
it is fed with a subsequent input token concatenated with
a preceding output token. Specifically, the first input to the
network is the pair (x0,NULL). Let us assume that the agent
has already read i input tokens and produced j output tokens.
Thus, after the READ action, the network input is (xi,NULL).
After the WRITE action, the network input is (NULL, zj21).

In training teacher forcing can also be applied: The agent is
fed not with the tokens it has already outputted but with target
tokens.

Output of the network is of size d2+2. The network produces
a d2-dimensional potential output token and 2 scalar return

estimates that approximate returns (4) expected if actions
WRITE and READ, respectively, were taken.

Let Nt be the d2 + 2-dimensional output of the network at
t-th instant. It is composed as

Nt = [Np
t , N

W
t , NR

t ],

where Np
t ∈ Rd2

is the potential output token, and NW
t , NR

t ∈
R are the return estimates for the WRITE and READ actions,
respectively. The architecture is depicted in Fig. 1.

The network output that estimates the return corresponding to
the just taken action at is trained to approximate the conditional
expected value

Qt(at) = E(Rt|Ct), (5)

where the condition Ct includes the following:
1) The action just taken is at.
2) Subsequently, those actions are selected, which corre-

spond to the network return estimates with maximum
values.

3) Input tokens read so far, and output tokens produced so
far. At the time t, the rest of the tokens are unknown,
thereby remaining random vectors.

The actions actually taken are usually selected as those
maximizing the return estimates given by the network. However,
with a small probability, the agent chooses the other action since
it needs to explore different actions to learn their consequences.
Therefore, we will not estimate Qt(at) based on the actual
return, but on a recursion instead. Specifically, let us denote by
j the number of output tokens produced before the analyzed
action is taken. A simple analysis reveals that Qt(at) (5)
satisfies the following recursive equation:

Qt(at) = E

ù
üüüüüüüüüüú
üüüüüüüüüüû

−M + γmaxb Qt+1(b)
if at = READ, fin(x)

maxb Qt+1(b)
if at = READ,¬fin(x)
−L(yj , zj) + γmaxb Qt+1(b)

if at = WRITE, j < |y| − 1
−L(yj , zj)

if at = WRITE, j = |y| − 1

����������������

at

ü
üüüüüüüüüüý
üüüüüüüüüüþ

(6)

where fin(x) means that all x tokens have been read. The
condition for the above expectation is that the action actually
taken is at.

Target values for the network will be based on the
above recursive equation and the fact that Qt+1(READ) and
Qt+1(WRITE) are estimated by NR

t+1 and NW
t+1, respectively.

Therefore, the network outputs at time t are trained as follows.1

After the READ action, when x is not finished yet, NR
t is

adjusted:
NR

t ← max{NR
t+1, N

W
t+1}. (7)

1We apply the notation:

[predicate] =

�
1 if predicate is true
0 otherwise.
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After the READ action, when x is already finished:

NR
t ← −M + γmax{NR

t+1, N
W
t+1}. (8)

After a WRITE action, the return estimate for the WRITE
action is adjusted as

NW
t ← −L(Np, zj)+ [j < |y| − 1]γmax{NR

t+1, N
W
t+1}, (9)

Also, the potential output is adjusted

Np
t ← yj . (10)

C. Weighting losses due to mistranslation and return estimation

The network produces outputs of two qualitatively different
kinds: the potential output tokens and the return estimates. The
network training requires minimization of an aggregated loss
that combines a loss due to mistranslation and a loss due to
return estimation. We propose to normalize these losses with
their averages defined below.

Let n = 1, 2, . . . be a training minibatch index. We average
original mistranslation losses, LM

n , and original estimation
losses, LE

n , according to

L̄M
n = wnL̄

M
n21 + (1− wn)L

M
n , (11)

L̄E
n = wnL̄

E
n21 + (1− wn)L

E
n (12)

where L̄M
0 = L̄E

0 = 0, and

wn = ρ(1− ρn21)/(1− ρn), (13)

where ρ ∈ (0, 1) is the decay factor, e.g. ρ = 0.99. The
terms (11,12) approximate arithmetic means for small n, and
exponential moving average for larger n.

Training the network aims at minimizing the aggregated loss
in the form

Ln = LM
n /L̄M

n + η(n, n0)L
E
n /L̄

E
n . (14)

The term η(n, n0) is a relative weight of the estimation loss
for the current minibatch/epoch index n and the (expected)
total number n0 of minibatches/epochs in the whole training.
For small n this weight should be small: η(n, n0) ≈ ηmin,
since high accuracy of future rewards is pointless when quality
of outputted tokens is poor. η(n, n0) is gradually growing
with n to a certain asymptote, ηmax. ηmin and ηmax are
hyperparameters of the training process, e.g. 1/50 and 1/5,
respectively. The η function may have the form

η(n, n0) = ηmax − (ηmax − ηmin) exp(−3n/n0). (15)

V. EXPERIMENTAL STUDY

In this section, we demonstrate the effectiveness of our
proposed architecture, henceforth called RLST (Reinforcement
Learning for on-line Sequence Transformation). We perform
experiments with seven machine translation tasks. They are
based on datasets taken from Tatoeba [21] and dataset taken
from IWSLT2014 [22].

In our machine translation tasks, the input sequence consists
of tokens representing words of a sentence in a source
language. The aim is to generate a sequence of tokens with

the same sentence meaning as the source sequence. We
conduct experiments on datasets presented in Table I which
contains basic statistics on the source and target languages
datasets, sizes of source and target dictionaries, and numbers
of sentences in each data split. For Tatoeba datasets, we also
separate long test splits, where source sentences have more
than 22 tokens. The long test split allows us to compare how
models deal with longer input sentences. For all datasets, we
compare our proposed RLST architecture with state-of-the-art
machine translation architectures, namely encoder-decoder with
attention [3] and Transformer [5]. For both encoder-decoder and
Transformer, the minimized loss is cross-entropy. For RLST,
we quantify LM

n and LE
n in (14) as cross-entropy and mean

square error, respectively.
In our experiments, we employed the following procedure

to optimize hyperparameters of the compared architectures.
For Tatoeba datasets, we optimized the hyperparameters
manually for all three architectures to obtain their best BLEU
score [14] on the En-Es language pair and applied these
values to all language pairs. For IWSLT2014 datasets, we
optimized the hyperparameters of RLST manually and took
the hyperparameters for the Transformer from [5] and for the
encoder-decoder with attention from [23].

Our simulation experiments have been performed on a PC
equipped with AMD Ryzen™Threadripper™1920X, 64GB
RAM, 4×NVIDIA™GeForce™RTX 2070 Super™.

A. Tatoeba

Tatoeba datasets [21] contain various, mostly unrelated,
sentences and their translations provided by the community.
We preprocess them using spaCy tokenizer [24] and replace
tokens that appear in training corpora less than three times
with a unique token representing an unknown word. We also
remove duplicated source sentences.

Experiments on Tatoeba for all architectures are run for 50
epochs, with a batch size of 128 and gradient clipping norm
set to 10.0. Encoder-decoder and RLST have weight decay
set to 1025, while Transformer has weight decay set to 1024.
Source and target tokens are converted to trainable vectors of
length 256 initialized with N (0, 1). There is a dropout applied
to them with a probability of 0.2. We use Adam optimizer
with default parameters and a constant learning rate equal
to 0.0003. The reference encoder-decoder is presented in [3].
Its encoder is a bidirectional GRU recurrent layer with 256
hidden neurons followed by a linear attention layer with 64
neurons. The decoder is a GRU recurrent layer with 256 hidden
neurons followed by a dropout with 0.5 probability and a linear
output layer with a number of neurons equal to the target’s
vocabulary size. The teacher forcing ratio for encoder-decoder
during training is set to 1.0. For the Transformer, we use
the following parameters: the number of expected features in
the encoder and decoder inputs is 256, the number of heads
in multiattention is 8, the number of encoder and decoder
layers is 6, the dimension of feedforward layers is 512, the
dropout probability is 0.25 and the teacher forcing ratio to
1.0. For RLST, we use the following approximator. Input and
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Dataset Abbr Src. Trg. Train Valid. Test Long
dict. dict. set set set test

Tatoeba Spanish-English Tat Es-En 13 288 8 960 124 179 41 393 41 394 2 387
Tatoeba French-English Tat Fr-En 13 792 10 056 161 283 53 761 53 762 2 613
Tatoeba English-Spanish Tat En-Es 8 690 12 698 115 026 38 342 38 342 2 325
Tatoeba English-Russian Tat En-Ru 10 009 21 820 241 785 80 595 80 595 1 756
Tatoeba English-German Tat En-De 10 504 15 276 170 347 56 782 56 783 3 805
IWSLT2014- IWSLT-
German-English De-En 8 848 6 632 160 239 7 283 6 750 —
IWSLT2014- IWSLT-
English-German En-De 6 632 8 848 160 239 7 283 6 750 —

TABLE I: Basic statistics of machine translation datasets.

previous output embeddings with a dimension of 256 are passed
to a dense layer with 512 neurons, Leaky ReLU activation
with negative slope set to 0.01 and dropout probability of 0.2.
Its output is processed by four GRU layers with the hidden
dimension of 512 and residual connections between them. The
output of the last recurrent layer is passed to a dense layer with
512 neurons, Leaky ReLU activation with a negative slope set
to 0.01, and a dropout probability of 0.5. The output of the last
dense layer is passed to the output linear layer with number of
neurons equal to the target’s vocabulary size and additional 2
neurons representing Q-values of actions. We also set γ = 0.9,
ε = 0.3, M = 3, N = 50000, ηmin = 0.02, ηmax = 0.2,
ρ = 0.99 and teacher forcing ratio to 1.0.

B. IWSLT2014
We conduct experiments on IWSLT2014 German-English

and English-German datasets using the fairseq framework
[22]. Data is preprocessed using the script provided by the
benchmark, which utilizes byte-pair encoding (BPE) [25]. For
every architecture, the training lasts for 100 epochs with varying
batch sizes to ensure that the maximum number of tokens
in a batch equals 4096 and the gradient clipping norm is
set to 10.0. The encoder-decoder and RLST architectures are
trained using Adam optimizer with default parameters and
constant learning rate scheduling with weight decay of 1025.
The Transformer is also trained using Adam optimizer, with
parameters and a learning rate scheduler described in [5].
For the encoder-decoder and the Transformer, we use the
lstm_wiseman_iwslt_de_en architecture (based on [23]) and
transformer_iwslt_de_en (based on [5] with some changes),
respectively. The encoder-decoder model has trainable source
and target embeddings dimensions of 256 without dropout.
Its encoder is an LSTM layer with 256 hidden neurons,
and its decoder was also an LSTM layer with 256 hidden
neurons followed by an output layer with the number of
neurons equal to the target’s vocabulary size. The decoder
uses the attention mechanism. The encoder and decoder
layers have a dropout probability of 0.1. The Transformer
has the following parameters: The trainable source and target
embeddings dimensions are 512 without dropout, the number
of neurons in feedforward layers is 1024, the number of
multiattention heads is 4, the number of encoder and decoder
layers is 6 and a dropout probability of 0.1. For RLST, we set
trainable source and target embedding dimensions to 256 with
a dropout of 0.2 probability. In the case of IWSLT-En-De, we

use the same approximator as in Tatoeba. For IWSLT-De-En,
we changed the dimensions of dense and GRU layers from 512
to 768. We also set γ = 0.9, ε = 0.30, M = 7, N = 100000,
ρ = 0.99, ηmin = 0.02, ηmax = 0.2 and teacher forcing ratio
to 1.0. For encoder-decoder and Transformer, we set beam
search width to 1 and teacher forcing ratio to 1.0.

C. Results

The results are presented in Table II. For each dataset and
architecture, we show BLEU values computed on a test split
from checkpoints for which the BLEU value on a validation
split was the highest. We also show the number of parameters
for each model. The highest values of BLEU for each dataset
are bolded. On the Tatoeba test confined to sentences of
length up to 22 words, all three architectures achieved similar
BLEU. However, in the test confined to longer sentences, RLST
outperforms the other architectures in 4 language pairs out of
5, usually by a large margin. The architecture to achieve the
best results on fairseq datasets is the Transformer. RLST and
the encoder-decoder with attention achieve similar BLEU on
this benchmark.

In order to gain an additional insight into the operation of
the RLST interpreter agent we present in Figure 2 the timing
of taking the READ and WRITE actions. As one may expect,
initially, the agent is mostly reading, then reading and writing
ratios are roughly equal, and finally, the agent is mostly writing.
It appears that the agent has read about five more words than
it has written for most of the time. That seems to correspond
to a common intuition: A human interpreter also needs to be
delayed a few words in producing an accurate translation of
a speech.

VI. DISCUSSION

Our proposed interpreter agent RLST is designed to trans-
form arbitrarily long sequences on-line. In each cycle of its
operation, it performs the same number of computations in
which it reads an input token or writes an output token. The
agent has only limited memory space to store information
about recently read tokens, a context of these tokens defined
by previous ones, and recently written tokens. Therefore, the
agent is not a method of choice for translating sentences of
moderate length without any context.

The RLST architecture outperformed others in the test on
long sentences (longer than 22 words) taken from Tatoeba. The
memory state of the interpreter agent preserved the context
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Architecture → Encoder-decoder Transformer RLST
Dataset ↓ BLEU Num. params BLEU Num. params BLEU Num. params
Tat Es-En 50.33 16 637 504 50.19 15 906 560 50.02 17 122 050

Tat Es-En (L) 16.52 16 637 504 13.42 15 906 560 20.57 17 122 050
Tat Fr-En 53.95 18 170 504 53.89 16 597 832 53.05 18 093 898

Tat Fr-En (L) 13.49 18 170 504 10.03 16 597 832 16.42 18 093 898
Tat En-Es 45.14 20 248 794 44.63 16 647 066 45.09 18 819 484

Tat En-Es (L) 16.1 20 248 794 12.39 16 647 066 21.07 18 819 484
Tat En-Ru 47.71 32 271 740 47.11 21 664 316 47.37 26 171 966

Tat En-Ru (L) 10.06 32 271 740 5.66 21 664 316 11.28 26 171 966
Tat En-De 41.98 24 015 596 41.63 18 433 964 40.62 21 266 350

Tat En-De (L) 10.95 24 015 596 9.5 18 433 964 10.2 21 266 350
IWSLT De-En 24.13 7 178 728 32.17 42 864 640 23.28 24 223 210
IWSLT En-De 19.01 7 748 240 26.13 43 999 232 18.32 15 331 986

TABLE II: BLEU scores on test splits and number of parameters for tested architectures. (L) on Tatoeba datasets denotes scores
from long test split.

Fig. 2: Processing of 1089 source sentences of length 15 from
the Tat En-Ru test dataset by the RLST interpreter agent. The
graph shows when the READ and WRITE actions are taken.

of the outputted words better than the attention mechanism
managed to do in the reference architectures. We hypothesize
that the sequential nature of human language makes it possible
to translate properly separate parts of a speech, but in order
to do that, the end of each part must be identified. It appears
that RLST manages to do it better in long sentences than the
reference architectures.

The goal of a large fraction of algorithms developed in
computer science is to transform input data into output data
whose size is unknown in advance. For some data types, it is
natural to process them sequentially. These types include natural
language, sound, video, and bioinformatic data, e.g., genetic.
The experiments in Section V confirm that our introduced
RLST architecture is very well adapted to such data.

VII. CONCLUSIONS

In this paper, we have presented the RLST architecture that
transforms on-line sequences of arbitrary length without the
need to define the trade-off between delay and quality. In the
transformation process, it makes sequential decisions about

whether to read an input token or write an output token. The
architecture learns to make these decisions with reinforcement.
The experimental study compared the architecture with state-of-
the-art machine translation methods, namely the Transformer
and the encoder-decoder with attention. Benchmark datasets
taken from Tatoeba and IWSLT with seven language pairs were
employed in the experiments. The RLST architecture solved
a more complex problem of on-line transformation than the
reference methods, which produced output tokens knowing the
entire source sequence. Even so, RLST produced translations of
comparable quality. It also outperformed reference architectures
in tests with long sentences (longer than 22 words) taken from
Tatoeba. That confirms that it is particularly well suited to
applications in which transformation of sequences of arbitrary
lengths and/or on-line is required.
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Abstract—We introduce a new loss function based on cross
entropy and SoftTriple loss, TripleEntropy, to improve classifica-
tion performance for fine-tuning general knowledge pre-trained
language models. This loss function can improve the robust
RoBERTa baseline model fine-tuned with cross-entropy loss by
about 0.02–2.29 percentage points. Thorough tests on popular
datasets using our loss function indicate a steady gain. The fewer
samples in the training dataset, the higher gain—thus, for small-
sized dataset, it is about 0.71 percentage points, for medium-
sized—0.86 percentage points, for large—0.20 percentage points,
and for extra-large 0.04 percentage points.

I. INTRODUCTION

NATURAL language processing (NLP) is a rapidly grow-
ing area of machine learning with applications wherever

a computer needs to operate on a text that involves capturing
its semantics. It may include text classification, translation,
text summarization, question answering, and dialogues. All
these tasks are downstream and depend on the quality of
the text representation [1]. Many models can produce such
text representations, from Bag-of-Word (BoW) or Word2Vec
word embedding to the state-of-the-art language representation
model BERT with variations in most NLP tasks.

The best performance on text classification tasks is obtained
when the model is first trained on a general knowledge corpus
to capture semantic relationships between words and then fine-
tuned with an additional dense layer on a domain corpus with
cross-entropy loss [2].

We introduce a new loss function – TripleEntropy –
to improve classification performance for fine-tuning gen-
eral knowledge pre-trained language models based on cross-
entropy loss and SoftTriple loss [3], [4]. Triplet Loss trans-
forms the embedding space so that vector representations
from the same class can form separable subspaces, stabilizing
and generalizing the language model fine-tuning process.
TripleEntropy can improve the fine-tuning process of the
RoBERTa based models, so the performance on downstream
tasks increases by about 0.02 - 2.29 percentage points.

In the following sections, we review relevant work on state-
of-the-art in distance metric learning (Section II); describe
our approach for training and our metric SoftTriple loss and
outline the experimental setup (Section III); discuss the results

(Section IV); conclude and offer directions for further research
(Section V).

II. RELATED WORK

A. Building Sentence Embeddings

Building embeddings that represent sentences is challenging
because the natural language can be very diverse. The meaning
can change drastically depending on the context of a word. It is
also an important issue because the quality of sentence embed-
dings substantially impacts the performance of all downstream
tasks like text classification and question answering. Because
of that, so far, considerable research effort has been put into
building sentence embeddings.

One of the first vector representations (embeddings), BoW,
is an intriguing approach in which the text is represented as a
bag (multiset) of its words, with each word represented by its
occurrence in the text [5]. The disadvantage of this strategy
was that the BoW embeddings fail to capture hidden meaning
of words and sentences, unlike the Word2Vec approach, which
used a machine learning process to predict word embed-
dings [6] and is able to represent the latent meaning of the
word. In Word2Vec, each word embedding is selected based
on its overall context in the training corpus and can express
the latent semantics of words. Unfortunately, this method does
not express the semantics of the whole sentence, so several
approaches have been proposed to solve this problem. The
most popular approaches build the sentence embedding as a
weighted average of the sentence’s word vectors. Since in
Word2Vec every word embedding is static, regardless of its
meaning in the whole sentence, this approach is not adapted
to changes in sentence and context semantics.

Bidirectional Encoder Representations from Transformers
(BERT) is a well-known technique for constructing high-
quality sentence embeddings that can express the dynamic and
latent meaning of the whole sentences better than any previous
approach. Its sentence embeddings can accurately reflect the
meaning of the input text, making a significant difference
in the quality of the downstream tasks performed. An even
better variant of the BERT-based architecture, RoBERTa, has
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emerged and has lately become unquestionably state-of-the-art
in terms of sentence embedding construction [7], [8].

B. Distance Metric Learning

Embedding learning that exploits the fact that instances
from the same class are closer than instances from other
classes is known as Distance Metric Learning (DML) [4].
DML recently has drawn much attention due to its wide
applications, especially in image processing. It can be used in
the classification tasks together with the k-nearest neighbour
algorithm [9], clustering along with K-means algorithm [10]
and semi-supervised learning [11]. DML’s objective is to
create embeddings similar to examples from the same class
but different from observations from other classes. [12]. In
contrast to the cross-entropy loss, which only takes care of
intra-class distances to make them linearly separable, the DML
approach maximizes inter-class and minimizes the intra-class
distances [13]. Aside from that, a typical classifier based
solely on cross-entropy loss concentrates on class-specific
characteristics rather than generic features of the dataset, as it
is only concerned with distinguishing between classes rather
than learning their representations. DML focuses on learning
class representations, making the model more generalizable
to new observations and more robust to outliers. There are
various DML methods in use today, of which the following
are the most important.

1) Contrastive Loss: Contrastive Loss (CL) is one of the
earliest methods in DML [14]. It concentrates on pairs of
similar and dissimilar observations1, whose distances are at-
tempted to be minimized if they belong to the same class and
maximized if they belong to different classes. The CL method
is given in Equation 1.
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i , x

2
i from the set of all pairs P in the

training set with the cardinality N . yi denotes label assigned
to the ith pair. It has a value of 0 if the associated samples
x1
i and x2

i belong to the same class, otherwise it has a value
of 1. d() is the Euclidean distance functions between a pair
of representations z1i , z

2
i . m > 0 is the margin beyond which

dissimilar points have no effect on the loss.
2) Triplet Loss: Triplet Loss, as another solution to the

DML problem, is similar to Contrastive Loss but works with
triplets instead of pairs [15]. Each triplet comprises an anchor,
a positive, and a negative observation. Positive examples
are members of the same class as an anchor, but negative
instances belong to a separate class. Because it considers more
observations simultaneously, it optimizes the embedding space

1In this paper we use: observations, samples, examples as synonyms. We
even refer to sentences as observations because most datasets contain one
sentence as an observation, i.e., the input to the ML model

better than Contrastive Loss. The actual formula for Triplet
Loss is in Equation 2.
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training set with the cardinality N . xa
i denotes an anchor,

xp
i (positive) is the observation from the same class as the

anchor, xn
i (negative) denotes an observation belonging to a

different than the anchor class, m is a margin imposed between
positive and negative pairs margin.

The most typical issue with triplets and contrastive learning
is that as the number of observations in a batch grows, the
number of pairs and triplets grows squarely or cubically.
Another point is that using training pairs and triples, which
are relatively easy to distinguish, leads to poor generalization
of the model. Semi-solutions of the above problems are
as introducing Ä a temperature parameter that controls the
separation of classes [16], or hard triples, which samples such
triplets that the anchor and the positive are not close together,
and the anchor and the negative are close together [17].

Triplet Loss has previously been used with the BERT
language model to detect whether new claims are similar to
a set of claims that were previously fast-checked online [18].
Another interesting work uses self-supervised triplet training
to learn similarities for recommendations [19]. The triplet
network was also used with the BERT encoder in the domain
of protein modelling to solve several regression tasks with
limited data such as peak absorption wavelength or enantios-
electivity [20].

3) ProxyNCA Loss: It is a more general approach to solving
a problem with high resource consumption [12]. It employs
proxies – artificial data points in the representation space that
represent the entire dataset. One proxy approximates one class;
therefore, there are as many proxies as classes. This technique
drastically reduces the number of triplets while simultaneously
raising the convergence rate since each proxy makes the triplet
more resistant to outliers. The proxies are integrated into
the model as trainable parameters since the synthetic data
points are represented as embeddings. Equation 3 depicts a
ProxyNCA loss formula.

3 = 2 1

N

N�

i=1

log

�
exp(2d(zi, p(yi)))�

p(ne)*p(Nei)
exp(2d(zi, p(ne)))

�
(3)

where i denotes the index of the representation zi of the
observation xi, N indicates the number of observations in the
training set, p(yi) denotes the anchor’s proxy, p(Nei) denotes
proxies representing the different classes that xi belongs, d
is the Euclidean distance between the anchor and the given
proxy.

4) SoftTriple Loss: A single proxy per class may not be
enough to represent the class’s inherent structure in real-
world data. Another DML loss function introduces multiple
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proxies per class - SoftTriple Loss [4]. It can produce better
embeddings while maintaining a smaller number of triplets
than Triplet Loss or Contrastive Loss. The SoftTriple Loss is
defined by the Equations 4, 5 and 6.
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where N denotes the number of observations in the training
set, c * C indicates the class index, C indicates number of
classes, k is the number of proxies per class, ¶ defines a margin
between the example and class centres from different classes,
¼ reduces the influence from outliers and makes the loss more
robust, µ is the scaling factor for the entropy regularizer, zi
defines the representation of the observation xi, wk

c denotes
proxy embeddings of the class c (there are k of them).

III. OUR APPROACH

For fine-tuning pre-trained language models, we offer a
novel objective function TripleEntropy. It is based on the
supervised cross-entropy loss and the SoftTriple Loss [4].
The latter component is a loss from the Distance Metric
Learning (DML) family of losses, which learns an embedding
by capturing similarities between embeddings from the same
class and distinguishing them from embeddings from different
classes [4].

For the classification problem, let us denote (as in the
previous section):

" N – the number of observations,
" c * C the class index, where C indicates the number of

classes,
" yic – the objective probability of the class c for the ith

observation,
" ´ – the scaling factor that tunes influence of both parts

of the loss.

The TripleEntropy is given by the Equation 7:

L = (´)3MCE + (12 ´)3SoftTriple (7)

where

3MCE = 2 1

N

N�

i

C�

c

yic log (pic) (8)

It can be applied for different encoders E(·) * Rd

from natural language processing domain such as BERT [3],
RoBERTa [7] or others models that create text representations
(embedding).

A. Model

In our work, we use the objective function from Equation 7
to fine-tune the pre-trained BERT-based language models
provided by the huggingface library as RoBERTa-base and
RoBERTa-large as depicted in the figure 1. In the standard
settings, the single input text is first tokenized with Byte-
Pair Encoding (BPE) tokenizer [2], which produces a vector
of tokens xi with a maximum length of 512, with [CLS]
at the beginning of an array, [EOS] at the end and [SEP ]
between tokens representing different sentences. The output
of RoBERTa model E(xi) * Rd is an array of embeddings,
where each input token has its corresponding embedding.

1) Multinominal Cross-Entropy Loss: In our experiments,
we used the multinominal cross-entropy (MCE) loss calculated
in the same way as it was proposed by the authors of the
BERT language model [3]. The sentence representation is
obtained by pooling the output of the model E(xi) * Rd

and passing it to the C dimensional single fully connected
layer. Its output is passed to the softmax function generating
probabilities pic, which are, along with objective probabilities
yic, directly feeding the multinominal cross-entropy loss.

2) SoftTriple Loss: The second component of the TripleEn-
tropy loss Equation 7 is SoftTriple Loss Equation 4, respon-
sible for a more robust and better generalization of the model
during tuning. It is fed by the direct output of the model
E(xi) * Rd, even before pooling. It means that if the batch
size is B, then the total number of embeddings that feed
SoftTriple Loss during one training iteration is B * |xi|.
This implementation ensures that the proxies representing each
class will be well approximated so that the quality of fine-
tuning increases.

Our implementation is a development of the earlier work
[21], where Contrastive Loss was applied only to the embed-
ding corresponding to the first [CLS] token of the input vector
xi. We apply SoftTriple Loss to the embeddings corresponding
to all tokens from the input vector xi, which ensures the
better generalization of the fine-tuning process but requires
more computing power. Fortunately, the SoftTriple Loss is
significantly more efficient than the Contrastive Loss since
it generates triplets not from all observations but from its
approximated proxies.

B. Training and testing

During our experiments, each result (average accuracy)
was obtained as based on 4 seed runs (2, 16, 128, 2048),
where each run was 5-fold cross-validated. It means that each
accuracy result is an averaged of 20 different results. Apart
from that, each result was based on the best parameter com-
bination obtained by grid search which included parameters
k * {10, 100, 1000, 2000}, µ * {0.01, 0.03, 0.05, 0.07, 0.1},
¼ * {1, 3, 3.3, 4, 6, 8, 10}, ¶ * {0.01, 0.1, 0.3, 0.5, 0.7, 0.9, 1}
and ´ * {0.1, 0.3, 0.5, 0.7, 0.9}. We noticed that for most ex-
periments, the best hyperparameter set is following k = 2, 000,
µ = 0.1, ¼ = 3.3, ¶ = 0.3 and ´ = 0.9.
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Fig. 1. BERT-based model fine-tuning architecture using TripleEntropy loss
as the sum of SoftTriple Loss and Cross-Entropy Loss

C. Datasets

We conducted experiments to assess the usefulness of our
TripleEntropy loss. To do so, we employed a variety of well-
known datasets from SentEval [22] along with the IMDb
[23]. These datasets cover both text classification and textual
entailment as two important natural language tasks. Addi-
tionally, we have examined the performance of our method
when the number of training examples is limited to 1,000 and
10,000 observations on sampled datasets. Table I shows the
description of the datasets and their sampled versions.

IV. RESULTS

Our results are presented in the form of a comparison
between the performance of the RoBERTa-base (RB) and
the RoBERTa-large (RL) models as baselines, followed by
the RoBERTa-base with TripleEntropy Loss (RB TripleEn-
tropy) as well as RoBERTa-large with TripleEntropy Loss (RL
TripleEntropy). All results shown below are expressed as a
weighted F1 score. Moreover, we have created 4 experimental
groups depending on the size of the dataset. In the first group,
we present results regarding the small-sized datasets with a
number of sentences of 1,000. In the second group, we explore
results for the medium-sized datasets in which the number
of sentences is about 4,000. In the third group, we present

results belonging to the large-sized datasets with a number
of sentences of about 10,000. The extra-large-sized group
consists of elements where the number of observations is larger
than 50,000.

The RB baseline models were trained with the use of
AdamW optimizer [30], beginning learning rate 1e-5, L2
regularization, learning rate scheduler and linear warmup from
0 to 1e-5 for the first 6% of steps and batch size of 64.
The RB TripleEntropy models were trained on the same set
of hyperparameters as the baseline models they refer to and
additional parameters specific to TripleEntropy Loss, as it is
described in Section III-B.

A. RB TripleEntropy for small datasets

Table II presents the results for the datasets containing 1,000
sentences. We observe that models trained using TripleEntropy
have a higher performance than the baselines by about 0.71
percentage points. It is worth noting that the gain in perfor-
mance is observed in each dataset, especially for the TREC-1k
and MRPC-1k, where it amounts to 2.29 and 1.11 percentage
points, respectively.

B. RB TripleEntropy for medium datasets

Table III shows the results based on the datasets containing
about 4,000 sentences. Here, we can observe that models
trained using TripleEntropy have higher performance than the
baselines by about 0.86 percentage points. The highest gain
in performance is observed in the case of TREC and MRPC
datasets by 1.00 and 1.28 percentage points, respectively.

C. RB TripleEntropy for large datasets

Table IV shows the results based on the datasets containing
about 10,000 sentences. The gain in the performance amounts
to 0.20 percentage points.

D. RB TripleEntropy for extra-large datasets

Table V shows the results based on the datasets containing
more than 50,000 sentences. The gain in the performance is
not as high as in the case of the medium and small-sized
datasets, and it is 0.04 percentage points on average, which is
not significant.

E. RL TripleEntropy for small datasets

We have compared our results to the related work [21]
where the authors claim the performance gains over baseline
RoBERTa-large by applying loss function consisted of cross-
entropy loss and Supervised Contrastive Learning loss. The
work shows the improvement over baseline in the few-shot
learning, defined as fine-tuning based on the training dataset
consisting of 20, 100 and 1,000 observations. In order to
compare our new loss function with the results from the
related work, we conducted experiments where the baseline
was RoBERTa-large (RL) with cross-entropy loss and com-
pared it to the RoBERTa-large with TripleEntropy loss (RL
TripleEntropy) on the dataset consisted of 1,000 observations.
Our method yields a gain over baseline of 0.48 percentage
points, which is higher than the performance improvement
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TABLE I
SENTEVAL AND IMDB DATASETS, AND THEIR SAMPLED SUBSETS, USED IN OUR EVALUATION.

Dataset # Sentences # Classes Sampled sub-
sets

Task

SST2 67k 2 10k, 1k Sentiment (movie reviews)[24]
IMDb 50k 2 10k, 1k Sentiment (movie reviews) [23]
MR 11k 2 10k, 1k Sentiment (movie reviews) [25]
MPQA 11k 2 10k, 1k Opinion polarity [26]
SUBJ 10k 2 1k Subjectivity status [27]
TREC 5k 6 4k, 1k Question-type classification [25]
CR 4k 2 1k Sentiment (product review) [28]
MRPC 4k 2 1k Paraphrase detection [29]

TABLE II
WEIGHTED F1 SCORE OF ROBERTA-BASE (RB) VS ROBERTA-BASE WITH TRIPLEENTROPY LOSS (RB TRIPLEENTROPY) FOR SMALL DATASETS

CONTAINING 1,000 OBSERVATIONS

Model SST2-S IMDb-S SUBJ-S MPQA-S MRPC-S TREC-S CR-S MR-s avg
RB 88.63 81.00 94.61 87.75 78.01 79.80 91.57 85.89 85.91
RB TripleEntropy 89.09 81.45 94.70 87.93 79.12 82.09 92.16 86.39 86.62

TABLE III
WEIGHTED F1 SCORE OF ROBERTA-BASE (RB) VS ROBERTA-BASE WITH TRIPLEENTROPY LOSS (RB TRIPLEENTROPY) FOR MEDIUM DATASETS

CONTAINING ABOUT 4,000 OBSERVATIONS

Model MRPC-M TREC-M CR-M avg
RB 83.11 96.19 93.28 90.86
RB TripleEntropy 84.39 97.19 93.58 91.72

TABLE IV
WEIGHTED F1 SCORE OF ROBERTA-BASE (RB) VS ROBERTA-BASE WITH TRIPLEENTROPY LOSS (RB TRIPLEENTROPY) FOR LARGE DATASETS

CONTAINING ABOUT 10,000 OBSERVATIONS

Model SST2-L IMDb-L SUBJ-L MPQA-L MR-L avg
RB 92.63 85.12 96.83 91.08 89.09 90.95
RB TripleEntropy 92.79 85.23 97.15 91.30 89.29 91.15

TABLE V
WEIGHTED F1 SCORE OF ROBERTA-BASE (RB) VS ROBERTA-BASE WITH TRIPLEENTROPY LOSS (RB TRIPLEENTROPY) FOR EXTRA LARGE DATASETS

CONTAINING MORE THAN 50,000 OBSERVATIONS

Model SST2-XL IMDb-XL avg
RB 94.89 87.10 91.00
RB TripleEntropy 94.95 87.12 91.04

over baseline for a dataset of the same size from the related
work, in which improvement over baseline is 0.27 percentage
points. The results are presented in Table VI.

F. Discussion

Our method improves the performance most significantly
for the small-sized dataset by 0.87 percentage points in the
case of the RoBERTa-base baseline and 0.48 percentage points
in the case of the RoBERTa-large baseline and the medium-
sized dataset, where the increase amounts to 0.86 percentage
points. For the large-sized dataset, the rise over baseline is
0.20%, while for the extra-large-sized dataset, the gain over
baseline amounts to 0.04 percentage points. Our experiments
show consistent performance improvement over baseline when
using TripleEntropy loss, which is highest for the small and
medium-sized datasets and decreases for the large and extra-
large sized datasets. It is an improvement over previous related

work, where the performance improvement for the supervised
classification tasks was achieved only for the few-shot learning
settings [21].

We also conclude that the smaller the dataset is, the higher
our new goal function’s performance gain over baseline. This
observation is consistent with the conclusions of previous
work [21]. The increase is negligible when the dataset is
larger than about 10k observations. In addition, our work
focuses on datasets of no less than 1k observations, so we
do not know how it behaves in the case of few-shot learning,
which in contrast, has been well documented in the case of
work [21]. The performance comparison between baseline and
our method throughout dataset size is depicted in Figure 2.

V. CONCLUSIONS

We proposed a supervised Distance Learning Metric ob-
jective that increases the performance of the RoBERTa-base
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TABLE VI
WEIGHTED F1 SCORE OF ROBERTA-LARGE (RL) VS ROBERTA-LARGE WITH TRIPLEENTROPY LOSS (RL TRIPLEENTROPY) FOR SMALL DATASETS

CONTAINING 1,000 OBSERVATIONS

Model SST2-S MPQA-S MRPC-S TREC-S CR-S MR-S avg
RL 91.96 90.18 76.09 83.75 93.43 89.69 87.52
RL TripleEntropy 92.14 90.59 77.16 84.59 93.62 89.89 88.00

Fig. 2. Performance comparison between RB and RB TripleEntropy

models, which are strong baselines in the Natural Language
Processing tasks. The performance is improved over multiple
tasks from the single sentence classification and pair sentence
classification to be higher by about 0.02-2.29 percentage points
depending on the training dataset size. In addition, each result
has been confirmed through tests with 5-fold cross-validation
on 4 different seeds to increase its reliability.

In the future, we plan to investigate the effect of other
DML methods on the performance of language models in a
manner similar to the SoftTriple Loss method. We also want
to extend the applicability of TripleEntropy by comparing the
results with language models from different architectures, such
as BERT, DistilBERT, or XLNet, to investigate its overall
usefulness. Furthermore, given that our new loss function
performs better the smaller the dataset, we plan to test how
TripleEntropy behaves under few-shot learning settings.
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Abstract—In this work, we propose a new parameter to study
the effectiveness of classifiers - the AUC (area under curve) of the
balanced accuracy curve (BAC) on data with different balance
degrees - we compare its effectiveness with the popular AUC
parameters for the ROC and PR curve. We use a global kNN
classifier with typical metrics to verify the utility of the new
parameter. BAC, ROC and PR curves generate similar results,
the advantage of BAC is its simplicity of implementation and
ease of interpretation of results.

I. INTRODUCTION

CLASSIFICATION accuracy is the most natural parameter
for assessing classification quality. Total accuracy fails

when test data are unbalanced in terms of class sizes. With
help comes a balanced version of accuracy, which is simply
the efficiency of the average across all test classes. Thanks to
this parameter, even small test classes are equally taken into
account in the classification. In this work, we present a prelim-
inary verification of whether the AUC of a balanced accuracy
curve applied on training data balanced in different levels
can create a valuable competitive parameter for PR and ROC
curve. Let us turn to a brief review of the literature on the topic
under discussion. First of all, the parameters that we discuss in
this paper concern the evaluation of binary classifiers. Let us
introduce the basic notation. The following symbols shall be
used: T = True, P = Positive, F = False,N = Negative.
TP is the number of test objects from the positive class that
were correctly classified. FP is the number of test objects
from the negative class that were classified into the positive
class. FN is the number of objects in the positive class
that have been classified in the negative class. A receiver
operating characteristic curve (ROC) is a chart that shows the
predictive capability of a binary classifier as its threshold of
discrimination evolves. The method was initially designed for
military radar receiver operators in 1941, resulting in its name
[1], [2]. The ROC curve shows the ratio of TP to FP values
through the prism of thresholds determining membership to
a positive class. The best value of the ROC curve is closest
to the upper left corner of the plot. A Precision Recall curve
(PR) [4], [3] is basically a chart with the Precision values on
the y axis and the Recall on the x axis. precision = TP

TP+FP

Precision is understood as the accuracy of the classification of
a positive class - the percentage of correctly classified objects
in that class out of those classified. recall = TP

TP+FN The
Recall parameter tells us about the relevance to the positive
class - it specifies the percentage of correctly classified objects
in the positive class in relation to all classified objects to the
positive class. The best value of the PR curve is closest to
the top right corner of the plot. An extensive introduction of
the relationship of ROC and PR curves can be seen in papers
[5] and [6]. In paper [7], the author leads a discussion on
the imbalance of decision classes vs PR curve. The literature
review related to classification quality assessment is enormous,
we will not even attempt to review it in this paper, for further
reading the reader is directed to e.g. paper [12].

In the following sections we have the following content. In
Section II we present the research methodology. In section III
we present the results of the experiments. In section IV we
summarise the work and indicate further research plans. Let
us move on to discuss the methodology used in this thesis.

II. METHODOLOGY

In this section we discuss how we implemented the ROC,
PR, BAC curves and introduce information about the classifier
used.

A. Basic classifier

In testing the effectiveness of AUC values for BAC, ROC
and PR curve, we used the kNN classifier. Which does not
mean that there is any restriction on the use of other classifiers.
The one chosen is an initial reference point. The procedure
used is as follows.

Step 1. We input a training decision system (U trn, A, d)
and a test decision system (Utst, A, d), where A is a set of
conditional attributes, d a decision attribute.

Step 2. The classification of test objects using training
objects is carried out as follows.

Across all conditional attributes a ∈ A, training objects v ∈
U trn and test objects u ∈ Utst, we calculate the importance
weights w(u, v) using selected metric.
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In the version used, the obvious limitation k is the size of the
training system.

The test object u is classified using the weights computed
for all training objects v. The weights are ordered in ascending
order as,

w1(u, v1) ≤ w2(u, v2) ≤ . . . ≤ w|Utrn|(u, v|Utrn|)

Using the calculated and sorted weights, the training deci-
sion classes vote with the following parameter, where c is over
the decision classes in the training set,

Classweightc(u) =

k�

i=1

wc
i (u, v

c
i ).

Eventually, the test object u is categorized into the class c with
the smallest value Classweightc(u).

Assume that the positive class is denoted by 1 and the
negative class by 0. Once all test objects u have been
classified, the quality parameter accuracy, acc is calculated,
according to the equation

accbalanced =
accclass1 + accclass0

2

accclassc =
|correctly classified objects in classc|

|classified objects in classc|

B. BAC curve

We propose the AUC of the balanced accuracy curve as
a new factor for cross-sectional assessment of classification
quality. The curve is constructed from balanced accuracy
values using training systems with varying levels of class
balance. We divide the analyzed data into test and training
datasets and determine which of the two possible classes is a
positive class and which is a negative class. After classifying
each decision class, we create a test set containing 30% of the
total number of objects. From the remaining 70% (excluding
the data contained in the test set), we create a training set.
The splitting and classification procedure is carried out a
hundred times - we include the average accuracy value as the
final result. In the case of BAC, we use a 0.5 threshold for
classification. The class balance levels (of training decision
system) we use are: (10 : 90, 20 : 80, 30 : 70....90 : 10).
The use of BAC is possible when the decision classes are
adequately represented in terms of size, since we require the
creation of subsets with different levels of balance used data
should have access to the same number of objects in the
classes. In other words, in the case of data that is highly
unbalanced, where one of the important classes is small the
use of BAC can be difficult.

Fig. 1. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is Canberra defined
as follows: d(x, y) =

�n

i=1

|xi−yi|
|xi|+|yi|

C. ROC and PR curve

We chose the AUC of the ROC and PR curves as refer-
ence parameters. We divide the analyzed data into test and
training datasets and determine which of the two possible
classes is the positive class and which is the negative class.
After determining each decision class, we select 50 random
objects from each class and combine the objects into one
test set containing 100 objects. Then using the remaining
objects from the entire dataset, we create a training set. We
use the classification probabilities obtained after applying the
kNN classifier to obtain the optimal threshold visualized by
ROC curve and PR curve. We compare the probabilities with
thresholds in the range from 0 to 1 with a step=0.001. If the
probability is greater than or equal to the threshold, then we
classify the object into the positive class, otherwise into the
negative class. For each threshold, we calculate the coefficients
of true positives (sensitivity), false positives and the accuracy
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Fig. 2. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is Chebyshev
distance defined as follows: d(x, y) = max

i
(|xi − yi|)

(precision) of classifying objects. The example detailed results
for the ROC and PR curves, due to the difficulty of showing
the mean result are from single classifications. The results
summarising the performance of the curves are the average
of a hundred times of the experiment.

III. EXPERIMENTAL SESSION

In the experimental part we use the kNN method (See de-
scription in section II-A) with metrics: manhattan, euclidean,
manhattan-maxmin, cosine, minkowski, chebyshev, canberra,
chi-square, jaccard, epsilonHamming, sørensen. Definitions of
each metric are provided in the headings of Figures 1 to 11.
For the selected classifier, custom implementations for creating
BAC, ROC and PR curves were written. We verify parameter
performance on three decision systems selected from the UCI
repository [15] - Australian Credit, Pima Indians Diabetes
and Heart Disease datasets. Detailed results showing all three

Fig. 3. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is Chi-squared
distance defined as follows: d(x, y) =

�n

i=1

� |xi−yi|
|xi|+|yi|

�2

curves are presented for the Australian Credit decision system
only - see figures from 1 to 11. A summary of metrics ranking
generation based on AUC of BAC, ROC and PR curves for
Australian Credit, Pima Indians Diabetes and Heart Disease
systems can be seen in figures 12, 13 and 14.

A. Result summary

In Figures 12, 13 and 14 we have the rankings of the kNN
method metrics based on the AUC of the BAC, ROC and PR
curves - for Australian Credit, Heart Disease and Pima Indians
Diabetes datasets respectively.

Results for Australian Credit decision system : AUC range
of three positions for BAC and ROC curve agree for the
metrics: canberra, euclidean, manhattan, minkowski, sorensen
and epsilonHamming. AUC range of three positions for
BAC and PR curve agree for the metrics: canberra,euclidean,
minkowski, sorensen, epsilonHamming.
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Fig. 4. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is Cosine distance

defined as follows: d(x, y) =

�n

i=1
xiyi��n

i=1
x2
i

��n

i=1
y2
i

Results for Heart Disease decision system: AUC range
of three positions for BAC and ROC curve agree for the
metrics: canberra, cosine, chisquared, manhattan, maxmin, eu-
clidean,minkowski, chebyshev, epsilonHamming and sorensen.
AUC range of three positions for BAC and PR curve agree for
the metrics: jaccard, canberra, manhattan, maxmin, chisquared,
minkowski, epsilonHamming, sorensen.

Results for Pima Indians Diabetes decision system: AUC
range of three positions for BAC and ROC curve agree for
the metrics: jaccard, cosine, chisquared, maxmin, sorensen
and epsilonHamming. AUC range of three positions for BAC
and PR curve agree for the metrics: jaccard, manhattan,
chisquared, maxmin, minkowski, sorensen and epsilonHam-
ming. The overall shape of the ranking indicates that the
BAC, ROC and PR curves are comparable tools for assessing
classification quality.

Fig. 5. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is epsilonHamming
distance defined as follows: d(x, y) = |{a ∈ A : dist(a(xi), a(yi)) ≥
ε}|, ε = 0.01

When analyzing the results for the three selected decision
systems (Australian Credit, Heart Disease, and Pima Indians
Diabetes), we see that the area under the balanced accuracy
curve for the entire training system balance spectrum can be
a competitive factor for determining the quality of classifiers
to ROC and PR curve. The ranking results are similar to each
other. Some metrics are mixed among themselves because
the data are randomly selected, but there are clear common
features to these rankings. The shape of the curve showing
the ranking of metrics is similar. The main advantage of
using the field under the accuracy curve is the simplicity of
implementation and the ease of understanding the resulting
factor. Which is simply the cross-sectional stability of the
classifier for training knowledge balanced in different levels.
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Fig. 6. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is euclidean
distance defined as follows: d(x, y) =

��n

i=1
(xi − yi)2

IV. CONCLUSION

This paper examines the applicability of the field under
the accuracy curve-defined as the set of classification accu-
racies using training systems with different levels of decision
class balancing-to the cross-sectional evaluation of the kNN
classifier. We used the global method (k is selected from the
entire system at once) with different metrics as reference kNN
variants. By seeing the results, we can summarise that the
specified factor is competitive with the ROC and PR curve,
with its implementation and interpretation being much simpler
and more understandable. Preliminary results show a similar
gradation of methods, the difference in the performance of
the metrics is due to the fact that the data were randomly
selected, but the overall ranking looks similar. We consider our
results as an initial step to open a discussion on the potential
applicability of BAC to assess the stability of classifiers.
We plan to extend our research to the entire spectrum of

Fig. 7. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is jaccard distance

defined as follows: d(x, y) = 1−
����

�n

i=1
(xi∗yi)�n

i=1
x2
i
+
�n

i=1
y2
i
−
�n

i=1
(xi∗yj)

����

classification methods in the future.
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Fig. 10. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is Minkowski

distance defined as follows: d(x, y) =
��n

i=1
|xi − yi|p

� 1
p , p = 3

Fig. 11. An exemplary detailed result for Australian Credit decision system.
From the top, BAC, ROC, and PR curves. The metric used is sorensen distance

defined as follows: d(x, y) = 1−
����
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Fig. 12. Ranking of metrics for the Australia Credit data set. Comparison of rankings for AUC of BAC, ROC and PR curves.

Fig. 13. Ranking of metrics for the Heart Disease data set. Comparison of rankings for AUC of BAC, ROC and PR curves.

Fig. 14. Ranking of metrics for the Pima Indians Diabetes data set. Comparison of rankings for AUC of BAC, ROC and PR curves.
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Abstract—Choosing a proper representation of textual data is
an important part of natural language processing. One option is
using Word2Vec embeddings, i.e., dense vectors whose properties
can to a degree capture the "meaning" of each word. One of the
main disadvantages of Word2Vec is its inability to distinguish
between antonyms. Motivated by this deficiency, this paper
presents a Word2Vec extension for incorporating domain-specific
labels. The goal is to improve the ability to differentiate between
embeddings of words associated with different document labels or
classes. This improvement is demonstrated on word embeddings
derived from tweets related to a publicly traded company. Each
tweet is given a label depending on whether its publication
coincides with a stock price increase or decrease. The extended
Word2Vec model then takes this label into account. The user
can also set the weight of this label in the embedding creation
process. Experiment results show that increasing this weight leads
to a gradual decrease in cosine similarity between embeddings of
words associated with different labels. This decrease in similarity
can be interpreted as an improvement of the ability to distinguish
between these words.

I. INTRODUCTION

TRANSFORMATION of text into a numerical represen-
tation is an important part of any natural language

processing (NLP) problem. Considering the level of words,
one can choose between alternatives ranging from simple one-
hot encoding to complex language models such as ELMo [9],
BERT [3], or GPT-3 [2]. Word2Vec embeddings lie in-between
these two extremes in terms of level of complexity.

Word embeddings are dense vectors usually of several
hundred dimensions with the ability to at least partly capture
the meaning of each word. This meaning is based on each
word’s context, i.e., words that co-occur with a given target
word. It is captured by the relative position of different words
in the embedding vector space. Words with similar meaning
should be represented by vectors close to each other, while
dissimilar words should be more distant. Moreover, basic
operations such as addition or subtraction enable the derivation
of representations for new words. A common example is the
subtraction of the embedding for the word man from of the
word king, followed by the addition of the embedding of
woman. the result should be close to the embedding of the
word queen.

Originally proposed by [6], Word2Vec is an algorithm for
creating word embeddings. It is based on a simple idea: words
with similar meaning occur in similar contexts. This context is
usually defined by surrounding words. One issue with this line
of thinking is that although Word2Vec works well for detecting

synonyms, hyponyms or hypernyms [5, 14], it can’t easily
distinguish between two antonyms [11, 1]. Hence, words such
as good and bad are often represented by relatively similar
embeddings.

Several authors, including [8] or [4], addressed this issue by
extending the basic Word2Vec algorithm to consider not only
the context of words, but also thesauri information. In cited
papers, several well known public datasets such as WordNet or
Roget are used. [10] claim that the information about antonyms
can be extracted from the geometry of the embedding space
with a method called contrasting maps.

This paper describes a simple modification of the Word2Vec
algorithm for considering domain specific document labels
data during embedding creation. In contrast with the afore-
mentioned work, presented approach is more flexible and can
be adopted to many domains of interest.

In the paper, the modification is applied in the domain of
finance. The problem can be stated as follows: We have set
of tweets related to a specific publicly traded company. It is
assumed that certain words occur more frequently when the
stock price of a company drops, while others are used more
when the stock price rises. In many financial analysis tasks it
would be useful to represent words with occurrences associ-
ated with these opposite situations with vectors that are distant
from each other. Can we improve on the basic Word2Vec
algorithm by considering the information about stock price
increase or decrease in the time of tweet publication?

Incorporating this information directly into word embed-
dings could be helpful in risk or return prediction. Some
researchers, e.g. [12] or [13] are already using the basic
Word2Vec model for similar tasks and this work could improve
the prediction power of their models.

The remainder of this paper is organized as follows: Section
II provides a basic overview of the Word2Vec algorithm,
section III describes a modification for considering domain-
specific labels during embedding creation, and section IV
introduces the experiments performed to evaluate this mod-
ification. Results of these experiments are then presented
and discussed in section V. Finally, the presented work is
summarized in section VI. This section also discusses future
research opportunities.

II. WORD2VEC OVERVIEW

The Word2Vec algorithm is based on a simple feed-forward
neural network with a single hidden layer. The number of
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neurons in this hidden layer determines the dimensionality of
the embedding space. Word embeddings are found by training
this neural network in one of two ways – continuous bag of
words (CBoW) and skip-gram.

The extension presented in this paper is based on the skip-
gram model. When using this approach, the neural network
uses the one-hot encoded target word as it’s input and tries
to predict it’s multi-hot encoded context. The objective of the
skip-gram model can be further formulated as maximizing the
log probability [7]:

1

T

T�

t=1

�

2cfjfc,j ;=0

log p(wt+j |wt) (1)

where T is the total number of target words, and c is the
context window size, i.e., the number of words before or after
the target word in the text to consider as skip-gram output.

The training sets for both CBoW and skip-gram methods
are practically identical and can be created easily from a
corpora of text documents. After the neural network is trained,
the embeddings of different words are simply the weights of
connections between the input element representing a given
word in one-hot encoding and all neurons of the hidden layer.

In their subsequent paper, [7] extended the Word2Vec
algorithm to improve both its performance in terms of training
time and its accuracy. Two modifications were proposed:

" Frequent word subsampling: Words that occur fre-
quently in the text are omitted from the document with
probability:

P (wi) = 1−
"

t

f(wi)
(2)

where f(wi) is the frequency of the word wi and t is
a threshold usually around 1025. Most frequent words
include articles such as the, a and an that do not carry
that much information about the contextual meaning of a
specific word.

" Negative sampling: Leads to a modified objective func-
tion:

log σ(v2wO

T vwI
)+

+

k�

i=1

Ewi>Pn(w)

�
log σ(−v2wi

T vwI
)
�

(3)

which in practical terms causes only k words that are
missing in a given context to update their embeddings
during training.

Experimental results show that these extensions lead to both
more efficient training, and to better quality of final embed-
dings. Proposed extension implements word subsampling, but
not negative sampling.

III. PROPOSED EXTENSION

As discussed in introduction, one of Word2Vec’s disad-
vantages is antonym representation. Antonyms such as good

and bad are often surrounded by similar words, hence their
Word2Vec embeddings are relatively similar.

I propose an extension of the Word2Vec model that allows
for consideration of domain specific document labels to better
distinguish between words related to different classes. In
contrast to previous work presented in section I, it does not
rely on general purpose thesauri.

The extension is based on the idea of modifying the output
to be predicted by the neural network. In addition to context
(surrounding words) for a certain input word, the neural
network also has to predict the document class.

This extension further lets the user set the weight of this
class label prediction relative to word context prediction.
Modified objective function can then be formulated as:

1

T

T�

t=1

�

2cfjfc,j ;=0

(log p(wt+j |wt) + u log p(dt|wt)) (4)

where u is the label prediction weight and dt is the document
label associated with word wt. This weight is implemented as
replication of the output neurons for label prediction u times.

IV. EXPERIMENT DESIGN

To verify that the extension helps the Word2Vec algorithm
better consider domain specific labels, an experiment with the
goal of creating embeddings from tweets related to a publicly
traded company was performed. Each tweet was labeled with
a label "1" if the stock price increased one day after tweet
publication. If the stock price decreases, the tweet was labeled
with "0". Difference of 2 subsequent daily close prices was
used to determine the label. The basic skip-gram model was
then extended to predict not only the context of a word but
also the label representing the stock price increase or decrease.

The hypothesis to test can be stated as follows: When
the price change label is considered during embedding cre-
ation, the distance between embeddings of words occurring
more frequently on price decrease and embeddings of words
occurring more frequently on price increase will be greater
as compared to the embeddings created with the standard
Word2Vec skip-gram model. Moreover, this distance should
grow with the weight of this price change label represented
by u in equation 4.

A. Data and Preprocessing

The experiment utilized tweets related to the Walt Disney
Company, which is publicly traded on the New York Stock
Exchange under the DIS symbol. Tweets published between
January 1, 2017 and December 31, 2020 were used to train the
Word2Vec model. The $DIS "cashtag" was used to find tweets
related to the company. 45 000 tweets containing 401 000
words were further randomly selected in order to reduce both
the training time and memory use.

These tweets were preprocessed before they were used as in-
put for the skip-gram model. Following steps were performed:

" the text was transformed to lower-case,
" cashtag symbols $, hashtag symbols # and the user

mention symbols @ were removed,
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" all other non-alphanumic symbols were removed,
" all HTML tags were removed,
" all URLs were replaced by a "__URL__" placeholder,
" and all numbers were replaced by a "__NUMBER__"

placeholder.

B. Hypothesis Evaluation
To evaluate the aforementioned hypothesis, the polarity

of each word was calculated as the difference between the
number of occurrences of a given word in tweets associated
with a price increase (positive occurrences) and in tweets
associated with a price decrease (negative occurrences).

Since the dataset contains a different number of positive and
negative tweets, the polarity of negative tweets was further
modified using the following equation:

polm(w) =
Npos

Nneg
pol(w) (5)

where polm(w) is the modified polarity of word w, pol(w) is
the basic polarity of the same word calculated as the difference
between positive and negative occurrences, and Npos and Nneg

is the total number of tweets related to price increase and price
decrease respectively.

Top 75 positive words were then paired with top 75 negative
words (most negative word was paired with the most positive
word, 2nd most positive word was paired with 2nd most
negative word and so on). Then the distances between the
embeddings of paired words were examined.

Furthermore, a list of 10 specific antonym pairs was con-
structed. This list was then verified to make sure that one
word in the pair has indeed negative polarity, while the other
word’s polarity is positive. These antonym pairs are listed
in table IV-B. Distances between the embeddings were again
examined.

To consider different vector norms, cosine similarity was
used as a measure of distance. According to Agudo [1], cosine
similarity is also preferred for synonym or antonym detection
tasks.

All experiments were implemented in Python 3.9 using
well-known libraries including numpy, pandas and Keras.

Positive word Negative word
buying selling
upgraded downgraded
raised lowered
strength weakness
ahead delayed
bullish bearish
up down
above below
high low
positive negative

TABLE I
PAIRS OF ANTONYMS WHOSE DISTANCES WERE EXAMINED DURING

EXPERIMENTS

V. EXPERIMENT RESULTS

Table II shows the cosine similarity measure for the
antonym pairs listed above. These results include three differ-
ent levels of label weight, as well as similarity derived from

the embeddings trained by the well-known Gensim1 Word2Vec
implementation. With label weight set to 1, the average
cosine similarity is very close to the similarity exhibited by
Gensim embeddings. This small difference can be attributed
to the random nature of the neural network training process.
However, as the label weight increases the similarity between
embeddings starts to drop significantly. When the label weight
is set to 100 the embeddings become almost orthogonal.

These results are confirmed by the second test examining
75 pairs of top positive and top negative words. Notewor-
thy negative words include "down", "coronavirus", "below",
"downgraded" or "risk". Interesting positive words include
"higher", "nice", "streaming", "up" or "nflx". Using the same
label weight values as in table II, mean cosine similarities
across all word pairs were 0.36 (u = 1), 0.315 (u = 10) and
0.046 (u = 100). The cosine similarity mean for Gensim em-
beddings was 0.346. These results manifest the same behavior
as the results for 10 selected antonym pairs.

Both experiments support the hypothesis stated in section
IV. Given a specific minimum weight, domain-specific labels
can indeed help increase the distance between relevant word
embeddings. Moreover, this distance increment grows with the
label weight.

VI. CONCLUSION

This paper explored the possible utilization of domain-
specific labels during word embedding creation with the
Word2Vec algorithm. An extension to the skip-gram model
was proposed and evaluated in an experiment where word
embeddings were created from a dataset of tweets related to
the Walt Disney company. Results of this experiment show
that the extension helps distinguish between words whose
occurrence is correlated with different labels (in this case
stock price increase and decrease). Furthermore, the cosine
similarity between such words decreases as the label weight
increases.

Presented experiments were performed on a relatively small
dataset of 45000 tweets related to a single company. The pro-
posed extension should therefore be examined on significantly
larger amounts of data in the future. Moreover, the extension
implementation used during experiments is not ready to be
deployed to production. Further performance improvements
are needed. Combining the extension with negative sampling
should also be examined.

The extension was compared with a standard Word2Vec
implementation provided by the Gensim library. Additional
comparison to the models proposed by [8] or [4] would
be beneficial. One of the potential benefits of the presented
extension is its ability to consider any domain-specific labels
instead of relying on a specific thesaurus.

The work presented in this paper is a part of a larger project
with the aim of examining if sentiment and other information

1https://radimrehurek.com/gensim/
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TABLE II
COSINE SIMILARITY BETWEEN WORD EMBEDDINGS COMPARED ACROSS VARIOUS CONFIGURATIONS

Positive word Negative word Gensim u = 1 u = 10 u = 100
buying selling 0.772 0.753 0.156 0.009
upgraded downgraded 0.961 0.959 0.579 0.082
raised lowered 0.942 0.937 0.875 0.044
strength weakness 0.911 0.909 0.594 0.022
ahead delayed 0.461 0.461 0.547 0.023
bullish bearish 0.912 0.919 0.151 0.008
up down 0.602 0.640 0.154 0.004
above below 0.769 0.735 0.059 0.004
high low 0.876 0.869 0.117 0.008
positive negative 0.840 0.844 0.392 0.014
Mean 0.804 0.803 0.362 0.022

extracted from social media can be used to improve mean-
risk investment portfolio optimization models. In the future I
plan to examine the usefulness of the presented extension for
stock price and risk prediction and compare it with complex
language models such as BERT.
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Abstract—Hearing loss is one of the most significant sensory
disabilities. It can have various negative effects on a person’s
quality of life, ranging from impeded school and academic
performance to total social isolation in severe cases. It is there-
fore vital that early symptoms of hearing loss are diagnosed
quickly and accurately. Audiology tests are commonly performed
with the use of tonal audiometry, which measures a patient’s
hearing threshold both in air and bone conduction at different
frequencies. The graphic result of this test is represented on
an audiogram, which is a diagram depicting the values of the
patient’s measured hearing thresholds. In the course of the
presented work several different artificial neural network models,
including MLP, CNN and RNN, have been developed and tested
for classification of audiograms into two classes - normal and
pathological represented hearing loss. The networks have been
trained on a set of 2400 audiograms analysed and classified by
professional audiologists. The best classification performance was
achieved by the RNN architecture (represented by simple RNN,
GRU and LSTM), with the highest out-of-training accuracy being
98% for LSTM. In clinical application, the developed classifier
can significantly reduce the workload of audiology specialists
by enabling the transfer of tasks related to analysis of hearing
test results towards general practitioners. The proposed solution
should also noticeably reduce the patient’s average wait time
between taking the hearing test and receiving a diagnosis. Further
work will concentrate on automating the process of audiogram
interpretation for the purpose of diagnosing different types of
hearing loss.

I. INTRODUCTION

HEARING IS one of the most important senses and is
crucial for a human to maintain full connectivity to

the world. Early on in life, hearing helps one to establish
language skills which lays the groundwork for quick devel-
opment during school years. In daily tasks, hearing is used in
communicating with other people as well as for listening to
music, television and radio, and going to the cinema or theatre.

According to World Health Organization (WHO), currently,
around 430 million people globally require rehabilitation ser-
vices for their hearing loss [1]. Estimations show that by 2050
nearly 2.5 billion people will be living with some degree
of hearing loss, at least 700 million of whom will require
rehabilitation services [1]. Overall, hearing impairment has
devastating consequences for interpersonal communication,
psychosocial well-being, quality of life and economic inde-

pendence [2]. The consequences of hearing loss are frequently
underestimated and ignoring the initial symptoms usually leads
to further degradation. Once diagnosed, early intervention is
the key to successful treatment. Medical and surgical treatment
can cure most ear diseases, potentially reversing the associated
hearing loss. Research has shown that, particularly in children,
almost 60% of hearing loss is due to causes that can be
prevented [1], [6], [7].

The standard hearing test is carried out using pure tone au-
diometry, which determines the hearing thresholds at different
frequencies. As a rule, a frequency range of the hearing test
varies within 125 – 8000 Hz. The sound level of pure tones
is given in dBHL, and the subject is tested in both air and
bone conduction. The test results in two data series contain-
ing discrete hearing thresholds in the function of frequency,
separately for both conductions. This data series is usually
presented in the form of an inverted graph called audiogram.
An audiogram helps to determine the degree of hearing loss,
but also the type of pathology: sensorineural, conductive or
mixed [3], [4].

According to projections, the demand for professional au-
diologists will burgeon in near future [1]. Nowadays, around
78% of low-income countries have less than one otorhino-
laryngologist per million inhabitants and about 93% have
less than one audiologist per million inhabitants [1], [5]. In
this context, introduction of expert systems based on artificial
intelligence for preliminary audiogram interpretation could
significantly reduce the workload of specialists, while at the
same time shortening the patient’s wait for a diagnosis.

Over the last decade, a comparison of several approaches
to hearing loss determination, including Decision Tree, Naive
Bayes and Neural Network Multilayer Perceptron (NN) model,
has been prepared by Elbaşı & Obali [10]. The tests have
been carried out using a set of numerical values representing
Decibels corresponding to fixed frequency levels (750Hz,
1kHz, 1,5kHz, 2kHz, 3kHz, 4kHz, 6kHz, 8kHz). The achieved
accuracy was 95.5% in Decision Tree, 86.5 % in Naive Bayes
and 93.5 % in NN.

A different approach was presented by Noma & Ghani [11],
who developed a classification system based on the relation-
ship between pure-tone audiometry thresholds and inner ear
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disorders symptoms such as Tinnitus, Vertigo, Giddiness etc.
The classifier, based on the multivariate Bernoulli model with
feature transformation, has shown to provide 98% accuracy of
predicting hearing loss symptoms based on audiometry results.

Recently, Charih et al. [12] presented their Data-Driven
Annotation Engine, a decision tree based audiogram clas-
sifier which considers the configuration, severity, and sym-
metry of participant’s hearing losses and compared it to
AMCLASS [13], which fulfils the same purpose using a set of
general rules. Both classifiers have achieved similar accuracy
of around 90% across 270 different audiometric configurations
by three licensed audiologists.

More recently, Crowson et al. [14] adopted the ResNet-101
model to classify audiogram images into three types of hearing
loss (sensorineural, conductive or mixed) as well as normal
hearing using a set of training and testing images consisting
of 1007 audiograms. This approach resulted in 97.5% classi-
fication accuracy, however it is limited to processing images.

In summary, the combination of neural networks and in-
creased computing resources of new hardware architectures
has the potential to deliver faster overall tests results and
more detailed assessments[15]. This being said, however, the
currently proposed solutions deliver classification accuracy in
the 90-95% range, which, although very high, still leaves
considerable room for error. Clinical standards suggest that the
margin of error should be kept under 5%[16] and optimally
should be close to 3% [17]. These requirements are met only
by two of the discussed classifiers. The method proposed by
Noma & Ghani achieves 98% accuracy, however it has been
designed to predict significant symptoms of inner ear disorder,
and thus it cannot be used for general purposes such as early
detection of hearing degradation. The best audiogram classifier
to date has been presented by Crowson et al., who used transfer
learning to adapt an established image classifier network to
analysis of audiogram images. While this approach resulted in
a 97% classification accuracy, it exhibits serious limitations.
Because it is an image classifier, it cannot be used with the
original data series produced by tonal audiometry. This means
that the data series first need to be converted into audiogram
images, which may result in data loss. Moreover, although
the structure of audiograms generally is similar, there can still
be significant differences between audiograms generated by
different hardware and software configurations. Aside from
differences such as background and line colours, audiograms
can also differ in the amount of presented information (eg.
they may contain data for a single ear or both). A sample
comparison of significant differences between audiograms
obtained from different sources is presented in Figures 1 and
2. In consequence, a universal solution for classifying results
of tonal audiometry cannot be based on an image classifier.

This study presents the development of a neural network
for classification of discrete tonal audiometry data series.
In the course of this study, several different neural network
architectures have been trained and tested with the use of 2400
audiogram data series analysed and classified by professional
audiologists. The goal of the presented study was to achieve a

Fig. 1. A pure tone audiogram showing air and bone conduction thresholds for
both left and right ear [8]. The “X” and "]" symbols are used to mark left-
sided air and bone conduction, respectively. The "O" indicate air conduction,
whereas the "<" denote bone conduction, both in the right ear.

Fig. 2. A pure tone audiogram showing air and bone conduction thresholds
only for the right ear. The "O" and "<" indicate left-sided air and bone
conduction, respectively.

high enough classification accuracy for the developed network
to be applicable for use in a clinical environment.

II. MATERIALS & METHODS

A. Data

The study has been conducted with the use of 2400 data se-
ries containing results of pure tone audiometry tests performed
from 2020 to 2021 by clinicians working at the Otolaryn-
gology Clinic of the University Clinical Centre in Gdansk,
Poland. The data contains 650 examples of normal hearing
and 1750 examples of pathological hearing loss. The tests had
been performed in a soundproof booth, according to ISO 8253
and ISO 8253 standards. Air conduction tests employed TDH-
39P headphones, while bone conduction testing involved a
Radioear B-71 bone-conduction vibrator. The data series have
been analysed and labelled by expert audiologists from the
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Medical University of Gdansk Department of Otolaryngology
according to established methodology [9]. In consequence, the
dataset has been classified into two subsets: hearing pathology
and normal hearing.

B. Preprocessing

The input data series contained numerical information about
tonal points, defined as loudness (dB) for a given frequency
(Hz), in XML format. The dataset included the following range
of frequencies:

125Hz, 250Hz, 375Hz, 500Hz, 750Hz, 1000Hz, 1500Hz,
2000Hz, 3000Hz, 4000Hz, 6000Hz, 8000Hz.

Every tested frequency has been assigned a loudness level
in the range from -10dB to 120dB. If certain frequencies had
not been registered during the hearing test, they have not been
included in the corresponding data series.

C. Testing methodology

Using the prepared dataset, three different neural network
architectures have been trained to interpret tonal audiome-
try data and in order to differentiate normal hearing (N)
from pathological hearing loss (P). The tested architectures
included Multilayer Perceptron (MLP), Convolutional (CNN)
and Recurrent (RNN) neural networks, all of which have
been previously applied to data classification problems [18],
[19], [20]. The general workflow of the presented study is
shown in Fig. 3. Each model has been assessed using k-fold
cross-validation, which consists of dividing the data into k
subsets and training the model k-times with k-1 subsets, with
a different subset being used for testing in every iteration. The
presented research used k = 5, which resulted in train to test
dataset proportions of 80% to 20%, respectively.

Fig. 3. Workflow of processes leading to model evaluation.

After revealing the best performing architecture, further
tests and optimizations would be carried out in order to
improve classification accuracy.

III. RESULTS

The purpose of the initial tests was to reveal the best
neural network architecture model for classification of pure
tone audiometry data. The tested neural network architectures
included MLP, CNN and RNN. The results of those tests are
presented in Table I.

TABLE I
COMPARISON OF PERFORMANCE RESULTS OF PRELIMINARY MODELS.

Parameters MLP CNN RNN

Accuracy 0.9458 0.9563 0.9604

Loss 0.6429 0.1185 0.1346

Precision 0.8255 0.8984 0.9062

Recall 1.0 0.9349 0.9430

F1 0.9044 0.9163 0.9243

As it can be seen, initial research revealed that the best
classification performance has been produced by the RNN
architecture model. Once the most promising neural network
architecture has been identified, three of its variants have been
trained and optimized in terms of hyper parameters, including
number of nodes and hidden layers, dropout layers, learning
and decay rate. The first model consisted of a simple RNN,
second one was based on Gated Recurrent Units (GRU) [22]
and the last one used Long Short-Term Memory (LSTM) [21].
The results of these tests are shown in Table II.

Receiver Operating Characteristics (ROC) curves with cor-
responding Area Under the Curve (AUC) parameters for these
models are presented in Fig. 4.

TABLE II
COMPARISON OF PERFORMANCE RESULTS OF RNN MODELS.

Parameters Simple
RNN

GRU LSTM

Accuracy 0.9646 0.9771 0.9812

Loss 0.0836 0.0530 0.0540

Precision 0.9030 0.9453 0.9394

Recall 0.9680 0.9680 0.9920

F1 0.9344 0.9565 0.9650

The cross validation scores for k = 5 with LSTM classifier
are given in Table III. The average accuracy was 98.08% (+/-
0.17%).

TABLE III
K-FOLD VALIDATION SCORE OF LSTM MODEL (k = 5).

Iteration 1 2 3 4 5

Accuracy 97.96 98.33 97.96 97.91 98.22

A detailed analysis of classification performance achieved
by the tested RNN models can be made using a confusion
matrix, which visualizes the number of True Positives (TP
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Fig. 4. ROC curve with AUC parameter of RNN models.

- patients who have been properly classified with hearing
loss), True Negatives (TN - patients who have been properly
classified with good hearing), False Positives (FP - patients
who have been improperly classified as hearing loss) and False
Negatives (FN - patients who have been improperly classified
with good hearing). The confusion matrix for the tested RNN
models is presented in Figures 5, 6 and 7.

Fig. 5. Confusion matrix of simple RNN.

Fig. 6. Confusion matrix of GRU.

Fig. 7. Confusion matrix of LSTM.

IV. DISCUSSION

Initial tests have shown that the simple RNN architecture
model delivers noticeably better pure tone audiometry clas-
sification results in comparison to MLP and CNN models,
achieving accuracy of 96.04% versus 94.58% and 95.63%
respectively (Tab. I). The chosen network architecture appears
to have the largest impact on classification accuracy, as fur-
ther tests and optimizations resulted in minor improvements.
Optimization of parameters such as the number of nodes and
hidden layers, dropout layers as well as learning and decay
rate improved the accuracy of simple RNN from 96.04%
to 96.46%. In comparison, applying the same optimization
process to MLP and CNN models did not result in markedly
improved evaluation parameters. A possible explanation for
this could be the fact that RNN have been designed to process
time series data, and structurally pure tone audiometry results
could be interpreted as a special case of time series. This
could be further explored by testing the effectiveness of more
advanced RNN models such as GRU and LSTM. As it can be
seen in Tab. II, both of these models obtained more than 97%
accuracy, with the highest out-of-training set accuracy being
achieved by LSTM at 98.12%. While these results, which
have been cross-validated using the 5-fold method, would
seem to indicate a general prevalence of the RNN architecture
in processing audiometry data, establishing an effectiveness
hierarchy of RNN models is a more complex matter. Although
LSTM has shown the best classification accuracy, when anal-
ysed in terms of confusion matrix, the lowest number of False
Positives (FP) was obtained by GRU (Figures 6 and 7), with
LSTM taking second place. In comparison, the simple RNN
produced over 62% more False Positives than LSTM and 85%
more than GRU.

Overall, simple RNN and GRU performed equally well in
terms of False Negatives (FN), producing them only in 0.8%
of cases, whereas LSTM significantly outperformed the other
models with only one case of error occurring. It can be argued
that when classifying results of pure tone audiometry tests,
the FN number is more important than FP because it shows
that a patient does not have hearing loss when they actually
do. In this case the patient may not receive treatment and
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get worse because their disease was undetected. On the other
hand, a false positive would only result in the patient being
unnecessarily referred to an audiologist, who would properly
interpret the test results and inform the patient that their level
of hearing is normal.

Summing up, it can be said that the 98.12% classification
accuracy achieved by LSTM fulfills the established margin
of error criteria and is significantly better than the 97.5%
classification accuracy offered by the best existing algorithm
for audiogram data classification, proposed by Crowson et
al. [14]. While some of the difference could be attributed
to the rival method providing a larger set of classes, the
presented method provides an additional advantage in the type
of processed data: it works with original tonal audiometry
data series instead of audiogram images and therefore is more
universal. The only rival method also designed for processing
tonal audiometry data series, presented by Elbaşı & Obali [10],
provides an even lower 95.5% classification accuracy.

In terms of classifying pure tone audiometry data, the only
existing solution with a similar classification accuracy level
(98%, proposed by Noma & Ghani [11]), has been designed
to predict significant symptoms of inner ear disorder and thus
cannot be used for general classification of tonal audiometry
test results.

V. CONCLUSIONS

The presented work aimed to develop a neural network
for classification of discrete tonal audiometry data series with
accuracy high enough for medical application. In the course
of this study, several different neural network architectures,
including MLP, CNN and RNN, have been trained and tested
with the use of 2400 audiogram data series analysed and
classified by professional audiologists. The highest classifi-
cation accuracy was achieved with an optimized LSTM RNN
at 98.12%. The high accuracy of the obtained neural network,
particularly the low number of False Negatives (0.2%), al-
lows for its application at the Otolaryngology Clinic of the
University Clinical Centre in Gdansk, Poland. Results of pure
tone audiometry tests, which thus far needed to be examined
by professional audiologists, can now be classified with the
developed neural network under the supervision of general
practitioners. This change may result in a significant reduction
of the workload of audiology specialists, as they will no longer
need to deal with patients whose symptoms are not caused by
hearing loss (which may amount to over 10% of all patients
subjected to pure tone audiometry tests) [23], [24]. After it has
been further tested in practice, the developed solution could
be introduced directly in the audiometry laboratory, ensuring
that the patient receives a first interpretation of the performed
tests as soon as they have been completed. Further work will
concentrate on expanding the classifier for the purpose of
diagnosing different types of hearing loss.
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P. Mierzwińska and A. Romanowicz who helped to create the

pure tone audiometry test dataset used in this study.

REFERENCES

[1] World Health Organization. 2021. World report on hearing. https://www.
who.int/publications/i/item/world-report-on-hearing.

[2] Olusanya, B. O., Neumann, K. J., Saunders, J. E. 2014. The global
burden of disabling hearing impairment: a call to action. Bull World
Health Organ. 92(5):367–373,http://dx.doi.org/92/5/13-128728

[3] Kapul AA, Zubova EI, Torgaev SN, Drobchik VV. 2017. Pure-tone
audiometer. J Phys Conf Ser, http://dx.doi.org/10.1088/1742-6596/881/
1/012010

[4] V. P. Aras. 2003. Audiometry techniques, circuits, and systems, M. Tech.
Credit Seminar Report, Electronic Systems Group, EE Dept, IIT Bombay

[5] World Health Organization. 2013. Multi-country assessment of national
capacity to provide hearing care

[6] Tukaj C, Kuczkowski J, Sakowicz-Burkiewicz M, Gulida G, Treti-
akow D, Mionskowski T, Pawełczyk T. 2014. Morphological alterations
in the tympanic membrane affected by tympanosclerosis: ultrastruc-
tural study. Ultrastruct Pathol. 38(2):69-73, http://dx.doi.org/10.3109/
01913123.2013.833563

[7] Narozny W, Skorek A, Tretiakow D. 2021. Does Treatment of Sud-
den Sensorineural Hearing Loss in Patients With COVID-19 Require
Anticoagulants? Otolaryngol Head Neck Surg. 165(1):236-237, http:
//dx.doi.org/10.1177/0194599820988511

[8] Prashanth Prabhu P, Jyothi Shivswamy. 2017. Audiological findings
from an adult with thin cochlear nerves, Intractable & Rare Diseases
Research, 6(1):72-75, http://dx.doi.org/10.5582/irdr.2016.01081
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Abstract—The main goal of this work was to implement a
reliable machine learning algorithm that can classify a dog’s
age given only a photograph of its face. The problem, which
seems simple for humans, presents itself as very difficult for the
machine learning algorithms due to differences in facial features
among the dog population. As convolutional neural networks
(CNNs) performed poorly in this problem, the authors took
another approach of creating novel architecture consisting of a
combination of CNN and vision transformer (ViT) and examining
the age of the dogs separately for every breed. Authors achieved
better results than those in initial works covering the problem.

I. INTRODUCTION

DELAYING the aging and preventing diseases associated
with it is becoming increasingly prevalent in state-of-the-

art medicine. Biological and chronological age comparison is
one of the primary assessment tools to estimate the health
status of a given subject. The trend is also prevalent in
veterinary medicine as animals, especially domesticated ones
such as dogs, play an essential role in modern societies.

Machine learning and its growing effectiveness and versa-
tility provide valuable tools that can be used in medicine and
anti-aging research to create simple and easy-to-use methods
for assessing biological age.

The age assessment can help approximate an animal’s health
status, allowing the animal owner to take preventive actions
before a health condition is developed. The authors hope this
work’s findings will also be useful for further research in
human and animal preventive medicine.

The main goal of this work was to create a tool to assess a
dog’s age, given only its picture. The age groups of the dogs
were classified as follows:

• Young dogs, aged from 0 to 2 years,
• Adult dogs, aged from 2 to 6 years,
• Senior dogs, aged from 6 years and more.
The tool will be a part of the larger project aiming to detect

animals’ health conditions and belongs to a realm of preven-
tive medicine solutions. The system’s overall architecture is
presented in Fig. 1.

Fig. 1. A block diagram of the CyfroVet system for early decease diagnostics
(a part of it presented in [11])

This work is part of CyfroVet, a research project run
by ACC Cyfronet to utilize technology, especially AI, in
veterinary medicine. The anti-aging and presented system is
one of the topics covered by the project, alongside cancer cell
detection and segmentation.

The summary of this paper’s contributions is as follows:
• new architecture for addressing the difficult task of dogs

classification, which outperforms available state-of-the-
art models,

• new dataset which enables effective training of the clas-
sification models,

• conceptualization of using age assessment in animals for
disease prevention and their early diagnosis.

We make our code and the dataset publicly available.
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II. MATERIALS AND METHODS

There are multiple methods for assessing canines age. Most
of them involve a certain kind of precise examination. The
few most popular are:

• Ocular lens examination [1]
• Teeth examination [2]
• Bone examination [3]
Authors have noticed an opportunity to use computer vision

in this field, as it can recognize image features and patterns
sometimes impossible to notice for humans with a bare eye
examination. As mentioned before, a reliable age assessment
based on appearance can be a straightforward tool to use
for veterinary medicine practitioners and pet owners. Facial
appearance differing vastly from the typical one for a given
age group can be a sign of accelerated biological aging,
which may be an indicator of the overall health status of
an individual. Having preliminary warning signs, practitioners
can take preventive steps and make a detailed diagnosis to
detect early signs of disease before more severe symptoms
develop. This early warning can be beneficial in treating
potentially terminal conditions in their early stage. Quick
detection and treatment of medical conditions such as cancer
can significantly increase an individual’s chances of survival.

A. Datasets

In this experiment, the authors initially decided to use the
DogAge dataset containing dogs of various age groups created
by the Tech4Animals research group [5]. This dataset was
used in the Dog Age Challenge competition organized by the
group mentioned earlier, which required participants to create
a neural network algorithm that could assess the dog’s age. It
took place in 2019.

The expert dataset consisted of photographs classified into
age groups by animal scientists. The photographs were high-
quality, and the dog was directly facing the camera.

The Petfinder dataset consisted of photographs downloaded
from Petfinder.com, a website for pet adoption [4]. Experts did
not verify the classification of each age group. The images
were often of poor quality, with dogs at various angles and
distances.

Several preprocessing techniques were used for those
datasets, such as cropping and data augmentation. They will be
described in detail in the next section. The Petfinder dataset
was cleared of irrelevant photos (i.e., dog’s face not clearly
visible, other dogs appearing).

After the initial experiments, the authors sought to expand
the datasets, as the performance was not reaching satisfying
results. The data was collected from the Petfinder.com [4],
as the website provided the divisions of the dogs by age
and breed. The photographs were downloaded and cleared,
as many repeating adoption offers were on the website. Two
approaches were taken, with the first dividing the problem
into examining only one breed at a time and the second
by expanding the mixed breeds datasets. Obtained photos
were similar to those described in the previous case of the

Petfinder dataset. The datasets are described in Tab. I. Expert
dataset and Petfinder dataset refer to datasets presented in
DogAge Challenge. Big dataset refers to a dataset created by
downloading new photos. Two datasets consisting only of dogs
of single breeds are also presented in Tab. I. The dataset name
describes the breeds. Given breeds were selected based on data
availability - the number of photos and class balance.

III. EXPERIMENTS

The initial datasets presented many challenges. Firstly, they
were greatly imbalanced, with the adult category containing
more images than the other two combined. Secondly, the data
quality was also an obstacle - the Petfinder set contained many
invalid photos (i.e., dog’s face not visible, humans present in
the image) for the network training. Those problems were also
present within the new datasets. The experiments were run on
the Prometheus cluster, using one node with 2 Nvidia Tesla
v100 GPUs and 36 CPU cores.

A. Image cropping algorithm

A two-way approach was introduced to address the problem
of low image quality. Firstly, the Petfinder dataset was man-
ually cleared, removing the inadequate pictures (e.g., a dog
looking back or to the side, two dogs in the picture, dog with
toys in its mouth). Secondly, two cropping algorithms were
tested: YOLO (You Only Look Once)[6] and FaceDetector.
After the evaluation, the latter was chosen. Both algorithms
could correctly detect the dogs. However, FaceDetector fo-
cused only on the dog’s face. Therefore, it presented itself not
only as a cropping mechanism but also as a tool to clear the
new datasets of irrelevant photos, as manual clearing is time
inefficient. Results of both cropping algorithms are visible in
Fig. 2. for FaceDetector and Fig. 3. for YOLO.

Fig. 2. An image cropped with
FaceDetector

Fig. 3. An image cropped with
YOLO

B. Metrics

Categorical accuracy (CA), F1-score (F1), and recall (RA)
metrics were used to examine the performance of tested
models. In the DogAgeChallenge announcement, [10] a mod-
ified version of mean average error (MAE), average accuracy
(ACA), and average recall (aRA) is used. In this paper, the
authors decided not to use mMAE since it was concluded that
this metric would provide no meaningful information.
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TABLE I
SUMMARY OF THE DATASETS

Dataset name Total number of photos Number of adult group photos Number of senior group photos Number of young group photos

Expert dataset 1088 370 495 223

Petfinder dataset 22573 13016 1898 7659

Big dataset 49010 26021 5523 17464

Big dataset (balanced) 16964 5999 5517 5448

Chihuahua 3933 1898 875 1160

Pitbull terrier (balanced) 3195 1128 996 1071

C. Augmentation, class weights and data balancing

To cope with a class imbalance within the datasets, the
authors tried to introduce data augmentation via random flip,
rotation, brightness, and contrast changes. However, augmen-
tation harmed models’ performances, lowering CA on vali-
dation sets on average by 5% when augmenting by flip and
rotation and 10% when augmenting via contrast and brightness
changes. Those tests were run on a balanced Pitbull Terrier
dataset, excluding the influences of class imbalance being
magnified by augmentation. Authors suspect that augmentation
via brightness and contrast shifts may negatively influence the
results by skewing some features crucial for age assessment
(for example, fur color). Data augmentation failed to solve the
class imbalance problem, so the authors used class weights
during training. Weights were chosen as 1, 5, and 2 for Adult,
Senior and Young classes. Only the Expert dataset, showing
different data distribution, was assigned weights 2, 1, and 2 for
the same class order. Also, class balancing via removal of the
photos from most numerous classes was tested. The number
of removed photos was chosen so that all classes had roughly
the same number of photos as the least numerous ones. In the
case of balanced datasets, no class weights were applied in
the final experiments, as this approach did not perform well
for balanced datasets (once again reducing CA and F1).

D. Initial network architecture and experiments

Initial trials were conducted using the transfer learning
protocol. The backbone of the model consisted of CNN pre-
trained on ImageNet dataset with a classifier consisting of fully
connected layers. During the experiments, the EfficientNetB7
[7] was chosen as the final backbone for the model, as
the results of different commonly used CNN architectures
were performing on a very similar level. The architecture of
the initial model is based on the EfficientNetB7 backbone,
followed by global average pooling and two fully connected
layers.

The initial model was tested on the available datasets. Dur-
ing the experiments, the random data splits were as follows:

• training split - 80% of the dataset
• validation split - 10% of the dataset
• test split - 10% of the dataset

The network was tested on both single and mixed-breed
datasets. It was trained using AdamW [8] optimizer with a
learning rate parameter equal to 0.0001 and the weight decay

TABLE II
ARCHITECTURE OF THE NETWORK WITH VIT AS CLASSIFIER

Layer
number

Layer name Parameters

1 EfficientNetB7 Weights from pretraining on Imagenet
2 Patch Encoding 2D Embedding dimension of 64
3 Layer normalization -
4 Multi-Head Attention 6 attention heads
5 Skip connection Adding outputs from layers 2 and 4
6 MLP layer -
7 Skip connection Adding outputs from layer 5 and 6
8 Layer normalization -
9 Flattening layer -

10 Dropout layer 50% dropout
11 MLP layer dropout increased to 50%
12 Dense layer Softmax activation

parameter of the same value. Different configurations of the
classifier with the usage of regularization, dropout layers, more
dense layers, and different values of units within dense layers
did not significantly influence the model’s performance. The
results of experiments with the initial network are visible in
Tab. III and Tab. IV.

E. Transformer-based classifier as a method to improve the
classification results

During the experiments, the CNN model obtained better
results than those found in the literature [10]. However, they
still were not satisfying, so the authors decided to modify the
architecture, adding a small version of ViT as a classifier after
the backbone CNN block. ViT implements an attention-based
model known in the field of NLP. The decoder block is omitted
in the computer vision version compared to the original
implementation. The model uses an attention mechanism to
learn relations between different parts of the input image.
Dosovitskiy et al. [9] showed that ViT can outperform current
state-of-the-art CNN architectures in image classification. As it
requires large datasets, the authors decided to extract features
from the data using pre-trained CNN. Architecture is presented
in Tab. II.

The model was again trained using available datasets, with
the same data split as for experiments with the initial network.
Results are visible in Tab. III and Tab. IV.
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TABLE III
FINAL RESULTS OF THE INITIAL AND MODIFIED NETWORKS TRAINED ON

THE DESCRIBED DATASETS.

Model Initial network Network with ViT
as classifier

Dataset CA RA CA RA
Expert dataset 0.49 0.44 0.51 0.49

Petfinder dataset 0.49 0.23 0.55 0.50
Big dataset 0.44 0.23 0.46 0.29

Big dataset (balanced) 0.53 0.25 0.54 0.45
Chihuahua 0.45 0.35 0.48 0.45

Pitbull Terrier (balanced) 0.50 0.22 0.50 0.44

TABLE IV
FINAL F1 SCORE OF THE INITIAL AND MODIFIED NETWORKS TRAINED ON

THE DESCRIBED DATASETS FOR SPECIFIC CLASSES (A - ADULT, S -
SENIOR, Y - YOUNG).

Model Initial network Network with ViT
as classifier

Dataset A S Y A S Y
Expert dataset 0.47 0.57 0.35 0.33 0.64 0.41

Petfinder dataset 0.47 0.40 0.55 0.57 0.42 0.56
Big dataset 0.28 0.42 0.56 0.32 0.45 0.57

Big dataset (balanced) 0.45 0.61 0.53 0.49 0.60 0.55
Chihuahua 0.27 0.54 0.55 0.49 0.51 0.43

Pitbull Terrier (balanced) 0.43 0.60 0.48 0.55 0.40 0.50

F. Results
The results obtained during the experiments are presented

in this section compared to the previous experiments. In the
comparison, classification accuracy (CA) and recall (RA) were
used to compare the obtained results with the ones conducted
previously during the DogAge Challenge [10]. During Do-
gAge Challenge, authors showed that using Squeezenet and
Inception v3 with dense layer classifiers resulted in the CA and
RA of 32% for the Sqeezenet model and 34% on both metrics
for Inception v3. Comparing these values with the ones seen
in Tab. III, which describes the ones obtained with solutions
proposed by the authors trained on available datasets, we can
see that significant improvement is made. The networks can
reach both higher CA and RA. The CNN + ViT architecture
improved CA and RA for every dataset. The single breed
approach was similarly effective compared to the mixed breed
approach. Examining Tab. IV, it is visible that CNN + ViT
does not necessarily improve F1 for given classes but instead
results in more even per-class F1. It can also be concluded
that the class balancing and weighting approach can be a
helpful tool to cope with class imbalances for this problem, as
balanced datasets’ results are comparable to those obtained on
unbalanced datasets with class weights applied during network
training.

IV. DISCUSSION

Several challenges affect the experiment and results pre-
sented in this work. The most important of them are as follows:

• limited access to high-quality data,

• lack of the effective data specification methods, which
makes both augmentation and preparation of the valida-
tion dataset challenging,

• it is tough to deal with multiple breeds using a single
model,

• granularity of the age classification is tightly related to
an ability to label images precisely.

Other research projects in this domain may also consider
these remarks to reach a high performance of ML models.

V. CONCLUSIONS AND FUTURE WORK

The problem of dog age classification using neural net-
works turned out to be more demanding than expected in
the beginning. Experiments showed that state-of-the-art CNN
models provided insufficient accuracy while using datasets
with multiple dog breeds. The transformer-based architecture
introduced in the paper improved the performance results, but
there is still much space for progress in future research.

VI. DATA AND CODE AVAILABILITY

The code and datasets as well as additional results available:
github.com/SzymonMazurekAGH/Age_recognition_Cyfrovet
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4th International Workshop on Artificial Intelligence
in Machine Vision and Graphics

THE main objective of the 4th Workshop on Arti-
ficial Intelligence in Machine Vision and Graphics

(AIMaViG’22) is to provide an interdisciplinary forum for
researchers and developers to present and discuss the latest
advances of artificial intelligence in the context of machine
vision and computer graphics. Recent advancements in artifi-
cial intelligence resulted in the rapid growth of both methods
and applications of machine learning approaches in computer
vision, image processing, and analysis. The development of
parallel computing capabilities in the first decade of the
21st century that boosted the development of deep neural
networks became a real gamechanger in machine vision. The
workshop covers the whole range of AI-based theories, meth-
ods, algorithms, technologies, and systems for diversified and
heterogeneous areas related to digital images and computer
graphics.

TOPICS

The topics and areas include but are not limited to:
• image processing and analysis:

– image enhancement,
– linear and non-linear filtering,
– object detection and segmentation,
– shape analysis,
– scene analysis and modeling,
– scene understanding,

• machine learning for vision and graphics:
– pattern recognition,
– deep neural models,
– convolutional networks,
– recurrent networks,
– graph networks,
– generative adversarial networks,
– neural style transfer,
– deep reinforcement learning,

• machine vision:
– image acquisition,
– stereo and multispectral imaging,
– embedded vision,
– robotic vision,

• image theory:
– computational geometry,
– image models and transforms,
– modeling of human visual perception,
– visual knowledge representation and reasoning,

• visualization and computer graphics:

– data-driven image synthesis,
– graphical data presentation,
– computer-aided graphic arts and animation,

• applications:
– innovative uses of graphic and vision systems,
– image retrieval,
– autonomous driving systems,
– remote sensing,
– digital microscopy,
– security and surveyance systems,
– document analysis,
– OCR systems.
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• Śluzek, Andrzej, Khalifa University, United Arab Emi-
rates

PROGRAM COMMITTEE

• Andrysiak, Tomasz, Bydgoszcz University of Science
and Technology, Poland

• Angulo, Jesús, Mines ParisTech, France
• Cyganek, Bogusław, AGH University of Science and

Technology, Poland
• Kasprzak, Włodzimierz, Warsaw University of Tech-

nology, Poland
• Kwolek, Bogdan, AGH University of Science and

Technology, Poland
• Okarma, Krzysztof, West Pomeranian University of

Technology, Poland
• Olszewski, Dominik, Warsaw University of Technology,

Poland
• Palus, Henryk, Silesian University of Technology,

Poland
• Subbotin, Sergey, Zaporozhye National Technical Uni-

versity, Ukraine
• Tomczyk, Arkadiusz, Lodz University of Technology,

Poland





On the Feasible Regions Delimiting Natural Human
Postures in a Novel Skeletal Representation

Simon B. Hengeveld∗ A. Mucherino,∗
∗IRISA, University of Rennes 1, Rennes, France.

simon.hengeveld@irisa.fr, antonio.mucherino@irisa.fr

Abstract—The de facto standard for storing human motion
data on a computer involves a representation based on Euler
angles. This representation, while effective, has several short-
comings. Triplets of Euler angles are not unique, and the same
posture may be expressed using different combinations of angles.
Furthermore, many possible Euler angle triplets correspond to
unnatural positions for human joints. This means that, in general,
a large part of the representational space remains unused. In this
paper, we further investigate a recently proposed representation
inspired by molecular representations. It uses only two (instead
of three) degrees of freedom per joint: a vector and a torsion
angle. Using the two key ingredients of this new representation,
we present a complete analysis of the Graphics Lab Motion
Capture Database. The data found in this analysis provide
us with some powerful insights about natural and unnatural
human postures in human motions. These insights can potentially
lead to possible constraints on human motions which may be
used to more effectively solve open problems in the computer
graphics community, most notably the problem of (human)
motion adaptation.

I. INTRODUCTION

SEVERAL open problems in computer graphics deal with
human motions [2], [3], [9], in which these motions may

come from motion capture recordings. In human motions, we
have a skeletal character which changes its postures over time.
The anatomy of the character in these motions can defined as
a graph G = (V,E), in which the vertex set V represents the
joints and the edge set E represents the bones of the human
skeleton. In this work, and generally in the context of human
motions, these graphs G are regarded as trees, in which every
joint v * V has a unique parent joint, assigned by a function
p : v * V \ {v0} ³ p(v). Note that because G is a tree, we
have that the number of bones |E| = |V | 2 1.

In order to complete the representation of our characters,
we need the function

χ : v * V 2³ χ(v) * R3,

which assigns a three-dimensional offset from to every joint of
the character to its unique parent joint. The real value ||χ(v)||
corresponds to the length of the bone {u, v} * E, where the
symbol || · || represents the Euclidean norm. This means that
this function χ together with the anatomy G lets us define the
morphology of the skeleton (G,χ) [8]. In graph theory, the
pair (G,χ) is generally referred to as “skeletal structure”.

Furthermore, if we add a fictive root joint v0 to the tree G
and fix it at position (0, 0, 0), we can use the offsets between

RightUpLeg

RightLeg

RightFoot

Spine

Neck, Neck1
Head

Spine1, LeftShoulder,

LeftArmLeftForeArm

LeftHand

ROOT: Hips, LHipJoint,

RHipJoint, LowerBack

RightShoulder

RightToeBase

Fig. 1: An example of skeletal structure (G,χ). This T-pose
is the commonly used initial posture of the human motions,
particularly in BVH files [6]. These labels we use for the joints
originate from files composing the motion database we use in
our analysis. Joints with |χ| = 0 are shown next to their parent
joint, marked in italic.

a joint v and its parent defined by χ to find a realization of the
initial posture x0 of the skeleton. If we let p be the function
that pairs the parent to each vertex v * V , we can define the
realization of the initial posture as follows:

x0 : v * V 2³
�

(0, 0, 0) if v = v0,
x0(p(v)) + χ(v) otherwise.

Fig. 1 shows a commonly used default position for the
skeletal motions considered in this paper. The motion itself
is then defined by the changing positions of the n joints in V
over time, where the time is generally defined as a sequence of
m frames t * T , with T = {1, 2, . . . ,m}. A possible simple
choice for representing the motion of the character would
be to use Cartesian coordinates to assign a three-dimensional
position to each joint changing over time:

xt : v * V 2³ xt(v) * R3. (1)
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However, this Cartesian representation does not explicitly
encapsulate the information about the morphology of skeleton.

The standard way of describing human motions utilizes an
Euler angle representation ρ. At every frame t, we assign
a triplet of Euler angles θ (pitch), φ (roll) and η (yaw) to
every bone of the skeletal structure representing our character.
Together with the known offset between p(v) and v, we
can define a transformation matrix Mt(v) that takes into
consideration both the translation data from χ(v) and the given
Euler angles. The formula capable to converting the Euler
angles in absolute positions for the joints is:

ρt : v * V 2³
�

(0, 0, 0) if v = v0,�
u*P (v) Mt(u)[0, 0, 0, 1]

T
otherwise,

where P (v) is set of vertices u that form the unique path
from v0 to v over the tree structure of the graph. For a more
detailed discussion of the transformations involved in the Euler
representations (with a particular focus on the standard BVH
file format), the reader is referred to [6].

In this work, we consider the vector-torsion angle represen-
tation proposed in [4] to represent our human skeletons, and
present an in-depth statistical analysis, over a large database,
aiming at identifying the feasible regions in the vector-torsion
angle space for all joints forming a human character. This
is a continuation of the work previously proposed in [4], in
which we had only presented some preliminary results for this
analysis. To the best of our knowledge, this is the first time an
analysis of this kind on the full skeleton has been performed in
the relation to human motions and motion capture in general.

The rest of the paper is organized as follows. In Section II,
we recall the main definitions regarding our vector-torsion
angle representation of the human skeleton. In Section III,
we present our analysis on a very-well known motion capture
database where the new vector-torsion angle representation
is employed. This complete analysis allows us to identify
constraints for each of the joints of the skeleton. As finally
discussed in Section IV, the results of the presented analysis
are likely to have a positive impact on computer graphics
applications such as motion adaptation.

II. THE VECTOR-TORSION ANGLE REPRESENTATION

We briefly summarize in this section the main ideas behind
the vector-torsion angle representation initially proposed in
[4]. Recall that the graph G is a tree representing the anatomy
of the human character, and that, together with the offset
function χ, it defines a skeletal structure (G,χ) describing
the full morphology of the character. By following the natural
vertex order given by the structure of G, we can define two
angles, a vector angle and a torsion angle ωv , for every vertex
v * V which has at least three ancestors.

Definition 1 Given a skeletal structure (G,χ) and one real-
ization x, the vector angle ζv for the joint v in this realization
is the smallest angle (in the range [0, 180ç]) formed by the
line passing through x((p ç p)(v)) and x(p(v)), and the line
passing through x(p(v)) and x(v).

Definition 2 Given a skeletal structure (G,χ) and one real-
ization x, the torsion angle ωv for the joint v in this realization
is the clockwise angle (in the range [0, 360ç]) formed by the
plane defined by x((p ç p ç p)(v)), x((p ç p)(v)) and x(p(v)),
and the plane defined by x((p ç p)(v)), x(p(v)) and x(v).

When a realization x preserves the morphology of the
character, we can use this pair of angles combined with the
bone lengths (defined by χ) to find the Cartesian coordinates
of any joint v that has at least three ancestors. We point
out that the idea of using these two angles, while novel in
relation to motions, stems from work in the field of Molecular
Biology. There, the angles are in fact used in the context of
proteins and other molecules in order to differentiate between
molecular conformations [1], [10]. The value that the vector-
torsion representations has to offer to represent motions can
be summarized in the following four advantages: (i) the
combination of a vector angle with a torsion angle cannot
lead to any representation singularities, (ii) there exists a
bijective correspondence between the value of the angles and
the positions in space for the joints, (iii) it exhibits only two
degrees of freedom for recovering the same joints positions
of the skeletal representations, as the triplets of Euler angles
are capable to do with three degrees of freedom, and (iv)
it allows us to empirically constrain the feasible (and mostly
continuous!) regions in the vector-torsion angle space where
only natural postures for the human skeleton can be found.

For more details about the vector-torsion representation, the
reader is referred to our original publication [4].

III. MOTION ANALYSIS

In this section we present an analysis of the Graphics Lab
Motion Capture Database1, a large database of human motions
resulting from recordings using motion capture. The database
contains 2436 motion files which sum to a total of more than
four million frames. In the following, we will refer to human
joints with labels such as Hips, RightShoulder, LeftLeg and
others, which we take from the data file forming the motion
database.

Using the vector-torsion representation briefly presented in
Section II, we conducted a statistical analysis of the vector
angles ζtv and torsion angles ωt

v of every applicable joint v at
every frame t of these four million frames. Using the resulting
data from this experiment, we generated a heat-map scatter-
plot for each joint v.

Even though it is not possible to define the vector and
torsion angles for the joints having fewer than three ancestors,
we also performed the analysis on these joints. In fact, there is
no need in our analysis to build up human postures, but only
to look at the available postures of the database. Therefore,
for those joints missing a sufficient number of ancestors, we
have simply defined a different set of “reference joints” in
the graph G, that we subsequently use for defining the vector
and torsion angles. Table I shows the complete set of joints
for which we performed our analysis, together with the list of

1https://mocap.cs.cmu.edu
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TABLE I: The three reference joints for each joint involved in
the analysis. We suppose that the reference joint with smallest
numerical label is the closest; the one with largest numerical
label is instead the farthest. In some cases, the reference joints
are not the joint ancestors implied by the graph structure.

joint ref#1 ref#2 ref#3
Head Neck Spine1 Spine
Neck Spine1 Spine Hips

Spine1 Spine Hips RightUpLeg
Spine Hips RightUpleg RightLeg

LeftArm Spine1 Spine Hips
RightArm Spine1 Spine Hips

LeftForeArm LeftArm Spine1 Spine
RightForeArm RightArm Spine1 Spine

LeftHand LeftForeArm LeftArm Spine1
RightHand RightForeArm RightArm Spine1
LeftUpLeg Hips Spine Spine1

RightUpLeg Hips Spine Spine1
LeftLeg LeftUpLeg Hips Spine

RightLeg RightUpLeg Hips Spine
LeftFoot LeftLeg LeftUpLeg Hips

RightFoot RightLeg RightUpLeg Hips
LeftToeBase LeftFoot LeftLeg LeftUpLeg

RightToeBase RightFoot RightLeg RightUpLeg

three reference joints used for computing the vector and the
torsion angles.

Other joints are however excluded from our analysis. These
are all the joints which share the same global position with
some other joints, because their offset to the parent has zero
length. Although this may sound like a contradiction, these
joints actually have the purpose of modifying the orientation
(the corresponding Euler angles are non-zero) of the entire set
of subsequent bones on the current skeleton branch. Therefore,
joints with |χv| = 0 are omitted, and they are not counted as
ancestors of other joints either.

We present several scatter-plots obtained in the analysis
described above, starting at the head of the skeleton, working
our way down to the feet. The following figures show a total
of 18 plots for different joints of our human skeleton, with
the vector angles on the x-axis and the torsion angles on the
y-axis. In these plots, points tending to the warmer colors
correspond to pairs of angles that were found more frequently.

Fig. 2 collects the first set of 12 scatter-plots. The name
of joints related to the presented plots are given in the plot
itself. The first joint we considered, the Head joint, is only
able to perform limited movements in the space defined by
the vector and torsion angle, as expected. Roughly speaking,
only one third of this space is actually feasible for this joint.
Moreover, the warmer part of the scatter-plot indicates that the
most common posture for this joint is when the two angles are
close to 180ç, which is compatible with an erected posture for
the upper body part.

While the Neck joint exhibits a pattern very similar to the
one of the Head joint, we notice that the two joints involved
in the modeling of the human spine (Spine and Spine1 joints)
admit an even smaller feasible space. This is particularly true
for the Spine1 joint (see Fig. 1 to identify the exact location
of the joint), where a large part of the scatter-plot remained

“immaculate white”, which is, the combinations of vector and
torsion angles in those white areas are completely infeasible
for a human spine.

The LeftArm and RightArm joints exhibit a quite con-
strained pattern as well, which is similar to those found for
some of the previous joints but shifted in the center of the
vector angle axis (the x-axis). This corresponds to saying that
the angle formed by the spine and the one of these two joints
is in most of the cases close to 90ç. Notice in fact that these
two joints share the same global Cartesian positions with the
LeftShoulder and RightShoulder joints. We can also remark
that the two scatter-plots are symmetric w.r.t. the axis parallel
to the x-axis and passing through the torsion angle value 180ç.

The expected flexibility for the human arms is reflected in
the two corresponding scatter-plots, the ones related to the
LeftForeArm and RightForeArm joints. This is in fact the first
pair of joints that we comment for which the “colored areas”
are able to cover more than 50% of the two-dimensional space.
Yet, there are still particular combinations of vector and torsion
angles that correspond to unnatural postures.

Similarly, the scatter-plots related to the LeftHand and
RightHand joints show a quite large range of movement
possibilities. This was expected as well. Moreover, the little
populated blue areas in these two scatter-plots seem to suggest
the extremely high flexibility of the human hand: even if
sometimes very uncommon (a few frames of the database
may contain them), there exist very special (and still natural)
postures that the human hand can take. Therefore, if we take
into consideration in full these low-populated areas, we can
state that the scatter-plots related to the human hands are the
ones that almost cover the entire two-dimensional space.

When stepping down over the joints forming the human
legs, we can observe similar patterns. For the LeftUpLeg
and the RightUpLeg joints, we can notice that the patterns
are similar to those observed for the two upper arm bones.
The same applies for the LeftLeg and RightLeg joints (see
Fig. 3, even if they seem to admit little larger movement
possibilities w.r.t. the corresponding arm joints). The human
feet (LeftFoot and RightFoot joints) also exhibit quite large
movement possibilities, similarly to what we have observed for
the hand joints, but the low-populated areas in the scatter-plots
for the feet are much more sparse. This may be consequence
of the fact that the human feet lost, during evolution, part of
their movement possibilities, but the similarity to the hands
seems to be still visible in our figures.

Finally, the scatter-plots of the LeftToeBase and RightToe-
Base joints show that they are the only joints that can actually
span the entire two-dimensional space, but the region is mostly
not continuous and most of the vector-torsion combinations are
actually placed around the center of the plot, where ζv = 90ç

and ωv = 180ç.
To sum up, our analysis shows that there exist large differ-

ences in flexibility between different joints, and the feasible
regions tend to vary a lot on the basis of the nature of
each joint. In general, the vector angle seems to be the most
restrictive factor. In fact, for joints like the Head, Neck and
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Fig. 2: The first 12 scatter-plots obtained in our analysis.

Spine joints, we see that the feasible vector angle regions are
around the 180ç mark and do not vary much. The plots for
these joints are quite similar, and this makes sense when we
look at their respective ancestor joints in the skeleton (see
Fig. 1)

Joints on the right and left side of the human body appear

to have very comparable regions, except for the fact that the
values of the torsion angles are generally inverted. This is
a result from the fact that we use a clockwise rotation to
compute the torsion angles between the two planes defined
by the quadruplets of joints. This gives rise to the symmetry
property mentioned above.
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Fig. 3: The remaining 6 scatter-plots obtained in our analysis.

IV. CONCLUSIONS

We have further expanded on the recently proposed vector-
torsion angle representation for human motions. Furthermore,
we presented an extensive analysis using this representation, in
order to find the feasible regions which delimit natural human
postures during human motions.

Constraints that can be derived from this analysis are likely
to play a very important rule in works on motion adaptation
[2], [3]. They may allow us to avoid defining many unnatural
human positions in an attempt to create motions satisfying
some new constraints, related for example to a change of
morphology for the character. When using our vector-torsion
representation, the constraints on the values of the vector and
torsion angles can directly be imposed; those related to joints
with too few ancestors may instead be used for verification.
Applying such constraints for motion adaptation, in the context
of dynamical distance geometry [7], [8], [9], is one of the main
directions for future work.
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Abstract—A lightweight neural network-based approach to
two-person interaction classification in image sequences, based on
human skeletons detected in sparse video frames, is proposed.
The idea is to use an ensemble of pose classifiers (”experts”),
where every expert is trained on different time-indexed snapshots
of an interaction. Thus, the expertise of "weak" classifiers is
distributed over the time duration of an interaction. The overall
classification result is a weighted combination of all the pose
experts. Important element of proposed solution is the refinement
of skeleton data, based on a merging-of-joints procedure. This
allows the generation of reliable features being passed to the
artificial neural network. This is the key to our lightweight solu-
tion, as ANN resources, needed for feature space transformation,
can be significantly limited. Our network model was trained and
tested on the interaction subset of the well-known NTU RGB+D
dataset, although only 2D skeleton information is used, typical
in video analysis. The test results show comparable performance
of our method with some of the best so far reported STM-
and CNN-based classifiers for this dataset, when they process
sparse frame sequences, like we did. The recently proposed multi-
stream Graph CNNs have shown superior results but only when
processing dense frame sequences. Considering the dominating
processing time and resources needed for skeleton estimation in
every frame of the sequence, the key to real-time interaction
recognition is to limit the number of processed frames.

I. INTRODUCTION

The aim of our work is the analysis of human interactions in
specific time-related image sequences. The data can originate
from decomposition of video clips onto frames or directly
from snapshots of videos posted as image galleries in the
Internet. Their common property is the sparsity of time-
relevant information (Figure 1).

The approaches to vision-based human activity recognition
can be divided into two main categories: activity recognition
directly in video data [1] or skeleton-based methods [2], where
the 2D or 3D human skeletons are detected first, even by
specialized devices, like the Microsoft Kinect.

In early solutions, hand-designed features like edges, con-
tours, Scale-Invariant Feature Transform (SIFT), Histogram
of Oriented Gradients (HOG) have usually been used for

This work was supported by ”Narodowe Centrum Badań i Rozwoju”,
Warszawa, Poland, grant No. CYBERSECIDENT/455132/III/NCBR/2020 -
the APAKT project

detection and localization of human body parts or key points
in the image [3], [4].

More recently, Neural Network-based solutions were suc-
cessfully proposed for solving human pose- and human ac-
tivity recognition problems, e.g., solutions are based on Deep
Neural Networks (DNN) [5], especially on Long-Short Term
Memory (LSTM) models and Convolutional Neural Networks
(CNN) [6], and more recently on Graph CNNs [7]. CNNs have
the capability automatically to learn rich semantic and discrim-
inative features from images and multi-dimensional signals.
Furthermore, CNNs can learn both spatial and temporal infor-
mation from signals and model scale-invariant features as well.
Graph CNNs allow efficient implementations of convolution
layers when structured data (i.e., graphs) are processed. Some
popular solutions to human skeleton estimation (i.e., the de-
tection and localization) in images, based on DNN and CNN
models, can be mentioned: OpenPose [8], DeepPose [9] and
DeeperCut [10].

Hence, nowadays human action- and interaction recognition
in video is most often based on skeleton data extracted from
video frames. The state-of-the-art solutions to human action
encoding and classification, which process human skeleton
data, typically use "heavy" deep neural networks, like 3D
CNNs and LSTMs or slightly lightweight Graph CNNs
[11], [12].

In this work, we focus on two-person interaction recognition
in sparse frame sequences, assuming the existence of skeleton
data for key video frames. We took the straightforward idea of
extending two-person pose classification of still images to two-
person interaction classification in image sequences, by apply-
ing an ensemble of pose classifiers [13]. Typically for a clas-
sifier ensemble, individual classifiers are ”experts” in different
parts of the input data domain and the extra weighting network
differentiates between subdomains. In our approach, the pose-
classifiers are experts at different time stages, while their input
space itself (i.e., the spatial image information) is not affecting
the fusion weights. By performing a simple time decomposi-
tion, we are going to distinguish four subsequent time periods
of an interaction process, e.g. start, before midterm, after
midterm and final. The final fusion will take the form of a
weighted sum of class likelihoods of all the pose classifiers.

Proceedings of the of the 17th Conference on Computer
Science and Intelligence Systems pp. 181–190

DOI: 10.15439/2022F195
ISSN 2300-5963 ACSIS, Vol. 30

IEEE Catalog Number: CFP2285N-ART ©2022, PTI 181



(1) (2) (3) (4)

Fig. 1. Example of a sparse sequence of frames from a two-person interaction video

There are 4 remaining sections of this work. Section II
refers some recent approaches in human pose, -action and -
interaction recognition. Our solution is presented in section
III. In section IV, experiments are described, to verify the
approach. The classifiers are trained and tested on two datasets:
an own human pose image dataset, called ”humiact5”, and
the well-known video dataset for action and interaction, NTU
RGB+D [14]. Finally, in section V, we summarize our work
and contribution to the subject.

II. RELATED WORK

The recognition of human activities in video is a hot
research topic in the last 15 years. Typically, human activity
recognition in images and video requires first a detection of
human body parts or key-points of a human skeleton. The
skeleton-based methods compensate some of the drawbacks of
vision-based methods, such as assuring the privacy of persons
and reducing the scene lightness sensitivity.

The vast majority of research is based on the use of artificial
neural networks. However, more classical approaches have
also been tried, such as the SVM (e.g. [15], [16]). Yan et al.
[17] used multiple features, like a ”bag of interest points” and
a ”histogram of interest point locations”, to represent human
actions. They proposed a combination of classifiers in which
AdaBoost and sparse representation (SR) are used as basic al-
gorithms. In the work of Vemulapalli et al. [18] human actions
are modeled as curves in a Lie group of Euclidean distances.
The classification process is using a combination of dynamic
time warping, Fourier temporal pyramid representation and
linear SVM.

Thanks to higher quality results, artificial neural networks
are replacing other methods. Thus, the most recently con-
ducted research in the area of human activity classification
differs only by the proposed network architecture. Networks
based on the LSTM architecture or a modification of this archi-
tecture (a ST-LSTM network with trust gates) were proposed
by Liu et al. [19] and Shahroudy et al. [14]. They introduced
so called ”Trust Gates” for controlling the content of an LSTM
cell and designed an LSTM network capable of capturing
spatial and temporal dependencies at the same time (denoted
as ST-LSTM). The task performed by the gates is to assess the
reliability of the obtained joint positions based on the temporal
and spatial context. This context is based on the position
of the examined junction in the previous moment (temporal
context) and the position of the previously studied junction in

the present moment (spatial context). This behavior is intended
to help network memory cells assess which locations should
not be remembered and which ones should be kept in memory.
The authors also drew attention to the importance of capturing
default spatial dependencies already in the skeleton data. They
have experimented with different mappings of the a joint’s set
to a sequence. Among the, they mapped the skeleton data into
a tree representation, duplicating joints when necessary to keep
spatial neighborhood relation, and performed a tree traversal to
get a sequence of joints. Such an enhancement of the input data
allowed an increase of the classification accuracy by several
percent.

The work [20] introduced the idea of applying convolutional
filters to pseudo-images in the context of action classification.
A pseudo-image is a map (a 2D matrix) of feature vectors
from successive time points, aligned along the time axis.
Thanks to these two dimensions, the convolutional filters find
local relationships of a combined time-space nature. Liang et
al. [21] extended this idea to a multi-stream network with
three stages. They use 3 types of features, extracted from
the skeleton data: positions of joints, motions of joints and
orientations of line segments between joints. Every feature
type is processed independently in an own stream but after
every stage the results are exchanged between streams.

Graph convolutional networks are currently considered as
a natural approach to the action (and interaction) recognition
problem. They are able to achieve high quality results with
only modest requirements of computational resources. ”Spatial
Temporal Graph Convolutional Networks” [22] and ”Actional-
Structural Graph Convolutional Networks” [23] are examples
of such an solution.

Another recent development is the pre-processing of the
skeleton data in order to extract different type of information
(e.g., information on joints and bones, and their relations
in space and time). Such data streams are first separately
processed by so called multi-stream neural networks and later
fused to a final result. Examples of such solutions are the
”Two-Stream Adaptive Graph Convolutional Network” (2S-
AGCN) and the ”Multistream Adaptive Graph Convolutional
Network” (AAGCN), proposed by Shi et al. [24], [25].

One of the best performances on the NTU RGB+D inter-
action dataset is reported in the work of Perez et al. [26].
Its main contribution is a powerful two-stream network with
three-stages, called ”Interaction Relational Network” (IRN).
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The network input are basic relations between joints of two
interacting persons tracked over the length of image sequence.
An important step is the initial extraction of relations between
pairs of joints - both distances between joints and their motion
are obtained. The neural network makes further encoding and
decoding of these relations and a final classification. The
first stream means the processing of within-a-person relations,
while the second one - between-person relations. The use of
a final LSTM with 256 units is a high-quality version of the
IRN network, called IRN-LSTM. It allows to reason over the
interactions during the whole video sequence - even all frames
of the video clip are expected to be processed. In the basic
IRN, a simple densely-connected classifier is used instead of
the LSTM and a sparse sequence of frames is processed.

The currently best results are reported by Zhu et al. [27],
where two new modules are proposed for a baseline 2S-AGCN
network. The first module extends the idea of modelling
relational links between two skeletons by a spatio-temporal
graph to a ”Relational Adjacency Matrix (RAM)”. The second
novelty is a processing module, called ”Dyadic Relational
Graph Convolution Block”, which combines the RAM with
spatial graph convolution and temporal convolution to generate
new spatial-temporal features.

From the analysis of the recent most successful solutions,
we can draw three main conclusions:

1) using an analytic preprocessing of skeleton-data to ex-
tract meaningful information and cancel noisy data, ei-
ther by employing classic functions or learnable function
approximations (e.g. relational networks);

2) preferring light-weight solutions by employing back-
ground (problem-specific) knowledge, i.e. using graph
CNNs instead of CNN, CNNs with 2-D kernels instead
of 3-D CNN;

3) a video clip containing a specific human action or
interaction can be processed alternatively as a sparse
or dense frame sequence, where sparse sequence is
chosen to achieve real-time processing under limited
computational resources, while the processing of a dense
sequence leads to better performance.

III. THE APPROACH

A. Structure

The input data for our interaction classifier is a sequence
of sparse video frames. Assuming, a video clip is given the
start and end of an interaction should be detected first. Then,
the video clip is split into some number M of consecutive
time intervals (e.g. M = 16). From each interval one frame
is selected for classification. Assume, that M = N ·m, where
N is a period of time, while m the number of frames in
one period. We may distinguish N = 4 periods: start, 1-st
intermediate, 2-nd intermediate and final. To the classification
of frames from a single period, a separate pose classifier (the
”expert”) is dedicated. As shown in Figure 2, the proposed
solution consists of several processing stages:

1) Skeleton estimation: the OpenPose net [28] is applied to
detect human skeletons with their 2D joints in an RGB
image (a video frame);

2) Feature engineering: a keypoint enhancement algorithm
is proposed in order to get more reliable two sets of
skeleton joints from the OpenPose results; next, feature
vectors are extracted from the refined joints.

3) Pose classifier training: several lightweight, densely-
connected MLP networks are trained - every one is a
”weak” classifier.

4) Model evaluation: alternative network models are evalu-
ated, to find the optimal model configuration and training
parameter. A Keras-tuner [29] - the RandomSearch al-
gorithm [30] is applied to find optimal hyper-parameter
settings.

5) Ensemble classifier: a dense gain network is also trained
to learn the weights for results of individual pose classi-
fiers. Two versions of the final classifier are implemented
- one with fixed weights and one with learned weights.

6) Model testing: after accumulating the pose class like-
lihoods over the frame sequence the final most likely
interaction class is selected as the winner. Two datasets
- an own humiact5 and the RGB subset of the NTU
RGB+D dataset, are used to evaluate the created models.

B. Skeleton estimation

In the paper [8], a multi-person 2D pose estimation ar-
chitecture was proposed based on part affinity fields (PAFs).
The work introduced an explicit nonparametric representation
of the keypoint association which encodes both position and
orientation of the human limbs. The designed architecture
can learn both human keypoint detection and association
using heatmaps of human key-points and part affinity fields
respectively. It iteratively predicts part affinity fields and part
detection confidence maps. The part affinity fields encode part-
to-part association including part locations and orientations. In
the iterative architecture, both PAFs and confidence maps will
be iteratively refined over successive stages with intermediate
supervision at each stage. Subsequently, a greedy parsing
algorithm is employed to effectively parse human poses. The
work ended up releasing the OpenPose library, the first real-
time system for multi-person 2D pose estimation [28]. In our
research, we use the core block of OpenPose, the ”body_25
model”, to extract 25 human key-points in images. The result
is an 25-elementary array, providing 2D image coordinates and
confidence score for every keypoint.

C. Feature engineering

From the (eventually more than two) sets of skeleton joints,
detected in the image by OpenPose, the two main actors are
selected based on size measure. A total variability of skeleton
keypoint locations is calculated for every skeleton and the two
with the highest variability are chosen for feature engineering.

1) Skeleton enhancement: There are cases where OpenPose
wrongly splits one human region into different regions due to
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Fig. 2. General structure of our approach

occlusion, low resolution, or complex visual context. There-
fore, we developed a keypoint (i.e., skeleton joints) merging
and replacement algorithm. In the first step, we try to merge
sets of joints, where applicable, to produce finer skeleton joints
(see Figure 3).

Two calculations are made for each pair of sets including the
number of intersection points of the two sets and the distance
between them. The intersection indicator value is scaled by the
number of points of the smaller set. The distance calculation
takes their two mean points and two standard deviation values
into account. These calculated values then will be compared
with corresponding thresholds to decide whether the two sets
are going to be merged or not. In case merging conditions are
met, the intersection points of the two sets will be treated in
the following way: the data points with higher probability will
be kept and the lower ones will be ignored.

For the sake of clarity, Figure 4 illustrates the merging
procedure of two specific sets, A and B, based on the
assumption that they come from the same person in the image.
The bigger set A is missing key-points for the left leg, while
the smaller set B includes these key-points. The mean points
(center of gravity) of A and B are mA and mB , respectively,
the standard deviations of joints locations for A and B are
[stdA,x, stdA,y] and [stdB,x, stdB,y], respectively.

The conditions for a merging action are as follows:

|A ∩B|
|B| ≤ θ1 (1)

|mA,x − mB,x|
stdA,x + stdB,x

+
|mA,y − mB,y|
stdA,y + stdB,y

≤ θ2 (2)

where θ1, θ2 are intersection threshold and distance threshold,
respectively.

After a merging action has been performed, the remaining
joints in the smaller set (call it S) can eventually replace low-
confident, corresponding joints in a subset Bs of the big set B.
To decide about this, the following values are considered: the
normalized Euclidean distance between the smaller set joints
and the corresponding candidate joints of the subset Bs, the
average confidence of all candidate joints in the small set S
and the average confidence of the corresponding joints in the
bigger set (Figure 5).

Let N -elementary sets S and Bs of corresponding joints
are given, considered for possible replacement. Standard de-
viation coefficients of the smaller set joints locations are
[stdS,x, stdS,y]. Let the confidence value of a joint j be
denoted as P (j). The conditions for a joints replacement are
as follows:

1

stdS,x + stdS,y

N�

i=1

�
(xSi

− xBsi
)2 + (ySi

− yBsi
)2 ≤ θ3

(3)
1

N

N�

i=1

P (Si) ≥ θ4 (4)

1

N

N�

i=1

P (Bsi) ≤ θ5 (5)

where θ3 is the normalized Euclidean distance threshold, θ4
- the confidence threshold for S and θ5 - the confidence
threshold for Bs.

The skeletons, which remain after the merging and replace-
ment steps, will be ordered by their bounding box size in
descending order. With (w, h) representing width and height
of a bounding box, the score = w·h. The two sets with highest
score will be kept and used further in the feature extraction
step.
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Fig. 3. The skeleton merging step.

Fig. 4. Illustration of a skeleton merging situation.

2) Feature extraction: Feature extraction means the calcu-
lation of normalized distances between pairs of joints from
two skeletons, tracked in the frame sequence of a video
clip. First, the distance between two middle-of-spine points
of two human skeletons is calculated and normalized by the
length of the spine I1 of the first person, giving the distance
feature (Figure 6). Then, every set of joints is independently
normalized by: translating the local coordinate system to the
middle-of-spine point O1 or O2, rotating the points so that
the spine segment (connecting joint 1 with joint 8) is parallel
to the Y axis of local system, and finally, scaling the point
coordinates by the spine length Ii.

Denote by H1,H2 the skeletons of the first and the second
human; O1, O2 - the centers of spine segments of the first
and second human, respectively; l1 - the length of the spine
segment of the first human; α1, α2 - the rotation angles to
make corresponding spine segments parallel to the Y axes
of local Cartesian coordinate systems. The distance feature
is calculated as the distance between local system origins,
O1, O2, normalized by the length l1:

d =
distance

l1
(6)

The normalization of joints coordinates (translation to local
system, rotation, scaling) is performed independently for ev-
ery set H1,H2. Let pi = (pi,x, pi,y) denotes the image

coordinates of a joint from skeleton Hi, (i = 1, 2). The
normalization of this joint is given as follows:

p2
i = (p2i,x, p

2
i,y) = (pi,x −Oi,x; pi,yi −Oi,y), i = 1, 2 (7)

�
p22i,x
p22i,y

�
=

�
cos(αi) − sin(αi)
sin(αi) cos(αi)

��
p2i,x
p2i,y

�
, i = 1, 2

(8)

(p222i,x, p
222
i,y) =

�
p22i,x
wi

,
p22i,y
hi

�
, i = 1, 2 (9)

3) Feature vector: Both the OpenPose (applied for our
RGB dataset) and the built-in skeleton detector from Kinect
v2 (generating the skeleton data in the NTU RGB+D dataset)
deliver person skeletons of 25 joints. By analysing a small
skeleton data subset, we found that the data for joints num-
bered from 15 to 24, corresponding to ”small” parts, like
fingers, are very often missing. Thus, we use only joints
numbered from 0 to 14. The feature vector obtained from
skeleton data of a single frame has 61 dimensions as there are
15 joints× 2 coordinates× 2 sets and one distance feature.
Assuming that we have selected m frames for analysis, we get
a map of m× 61 features.

D. Pose classifier training and evaluation

The feature data is fed to several MLP-based pose classi-
fiers. We use fully-connected MLP architecture with variants
of several hyper-parameters: the number of hidden layers of
the network can vary from 1 to 3, different activation functions
(ReLU and/or sigmoid) may be chosen, as well as the number
of neurons in hidden layers and the learning rate can vary. The
ANN is implemented using Keras [29].

Automated hyper-parameter tuning [31] is a crucial step dur-
ing ANN model training to increase the model’s performance.
We perform a hyper-parameter search during training using
the Random Search algorithm, offered in Keras [30]. For both
datasets the hyper-parameter search space is defined as:

Ssearch = [afun, lrate, nlayer, nneur], (10)

where the entries are: activation function, afun ∈
{relu, sigmoid}, learning rate, lrate ∈ [1025, 1022], number
of hidden layers, nlayer ∈ {1, 2, 3}, number of neurons in
hidden layer, nneur ∈ {100, 200, . . . , 1000}.
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Fig. 5. The joints replacement step

Fig. 6. The normalization elements for two sets of joints

E. Ensemble classifier

As mentioned earlier, every pose classifier is an ”expert”
to recognize snapshots taken during different time period of
an interaction. In practice, the training of such an assembly is
performed at the same time, but 3 out of 4 ”expert” networks
are always in a dropout mode. The actually updated network
depends on the time period the current input frame belongs
to.

In the testing process, the interaction class is known after the
entire frame sequence - from a single video clip - has been
classified and the results of individual pose classifiers were
accumulated. The likelihood of every interaction class comes
from an aggregation of pose class likelihoods, as a weighted
sum of pose likelihoods, for frames indexed from t=0 to t=T.

1) Fixed gains: In a hand-crafted form we define the ag-
gregation of likelihoods, obtained by particular pose classifiers
(i = 1, 2, 3, 4) for frames (t = 1, 2, ..., N), the Prpose_i(t)−s,
as follows:

S =
�T

t=0[Prpose_1(t) ·max(0, (T/2− t)/T )+
+Prpose_2(t) ·min(0.5, t/T )+

+Prpose_3(t) ·min(0.5, (T − t)/T )+
+Prpose_4(t) ·min(0, (t− T/2)/T )]

(11)

2) The gain network: In the trained case, the gain network
provides gain coefficients wi(t) for the four pose classifiers
depending on the frame index (t):

S =
�T

t=0[Prpose_1(t) ·w1(t)+Prpose_2(t) ·w2(t)+
+Prpose_3(t) · w3(t) +Prpose_4(t) · w4(t)]

(12)

IV. RESULTS

A. Datasets

In order to evaluate and test the trained classifiers, two
datasets were used. The search after best hyper-parameters
of a single pose classifier will be performed by training and
validating them on our humiact5 dataset. Its consists of im-
ages of 5 two-person poses - snapshots of interactions: boxing,
facing, hand holding, hand shaking and hugging/kissing. There
are 1695 images in total, in which 1154 images are in the
training set and remaining 541 images are in the evaluation set
(Figure 7). In this series of experiments, the OpenPose library
has been applied for skeleton detection in RGB images.

The best configuration of the pose experts and the final,
time-accumulating network will be trained and tested on the
interaction subset of the NTU RGB+D dataset. It includes 11
two-person interactions of 40 actors: A50: punch/slap, A51:
kicking, A52: pushing, A53: pat on back, A54: point finger,
A55: hugging, A56: giving object, A57: touch pocket, A58:
shaking hands, A59: walking towards, A60: walking apart. In
our experiments, already the skeleton data of the NTU RGB+D
dataset is considered. There are 10420 video clips in total, in
which ca. 70% are in the training set and remaining 30% are
in the test set. No distinct validation subset is distinguished.

The NTU RGB+D dataset allows to perform a cross-subject
(person) (short: CS) or a cross-view (CV) evaluation. In the
cross-subject setting, samples used for training show actions
performed by half of the actors, while test samples show
actions of remaining actors. In the cross-view setting, samples
recorded by two cameras are used for training, while samples
recorded by the remaining camera - for testing. We apply the
cross-subject (CS) evaluation mode, i.e., videos of 20 persons
are used for training and videos of remaining 20 persons - for
testing. The training set contains video clips of users identified
as: 1, 2, 4, 5, 8, 9, 13, 14, 15, 16, 17, 18, 19, 25, 27, 28, 31,
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Fig. 7. Samples from our humiact5 dataset: RGB images with skeleton data

Fig. 8. Samples from the NTU RGB+D interaction dataset: RGB video frames
with skeleton data [14]

34, 35 and 38. The number of samples in the training set is
7649, while in the test set - 2771.

Each skeleton instance consists of 25 joints of 3D skeletons
that apparently represent a single person (Figure 8). As our
research objective is to analyse video data and to focus on
only reliably detected joints, we use only the 2D information
of only first 15 joints.

From a video sample a set of frames is chosen as follows:
the video clip is uniformly split into N = 4 time intervals
(”periods”), from every interval some number of frames m is
selected (we tested m = 2, 4, 8). The number of frames in the
training set grows from 61192 to 244768 and the number of
frames in the test set grows from 22168 to 88672, accordingly
to the value of m from 2 to 8.

B. Pose classifier optimization

The hyper-parameter optimization of a pose classifier is
performed on the small humiact5 dataset. In order to run the
RandomSearch function of Keras, a NNHyperModel is created,
which implements the HyperModel class from the Keras-tuner.
The hyper-parameters of the search space are declared in
NNHyperModel as class parameters. Using the RandomSearch
function, we identified three ANN configurations, each one
being optimal for given number of hidden layers (1, 2 or 3).

The performances of the three selected models after 100
epochs of training are shown in Table I. The best test accuracy
(i.e., the recall averaged over all classes) of 84% was achieved
by the second model, whereas the other two have shown an
accuracy of 82%. Consequently, we have chosen an ANN

TABLE I
THE MEAN ACCURACY ON THE humiact5 DATASET OF THREE OPTIMAL

ANN CONFIGURATIONS WITH 1, 2 AND 3 HIDDEN LAYERS.

Training/test 1 hidden 2 hidden 3 hidden
ANN - mean training accuracy 95% 96% 99%

ANN - mean test accuracy 82% 84% 82%

TABLE II
THE MEAN ACCURACY OF POSE CLASSIFIERS VERIFIED ON THE NTU
RGB+D INTERACTION DATASET IN THE CS (CROSS SUBJECT) MODE

Expert 2 f/p 4 f/p 8 f/p
Pose - mean training accuracy 79.2% 82.4% 88.2%

Pose - mean test accuracy 61.2% 70.8% 76.1%

configuration of 2 hidden layers with 700 and 500 neurons in
the first and second layer, respectively. The activation functions
are ReLU and sigmoid, respectively. The learning rate is
5.89 · 1025.

C. Verification on the NTU RGB+D dataset

We train and test our models in the CS (cross-subject)
verification mode proposed for the NTU RGB+D dataset, i.e.
when actors in the training set are different than in the test
set, but data from all the camera views are included in both
sets. The frame sampling process for both training and testing
will be done three times with different number of frames per
time period (i.e., extracted from a single video sample): 2, 4,
8. The training set is split into learning and test subsets - two
third for learning and one third for validation/testing. There
are run 100 epochs of training and the best validation result
will be chosen.

1) Pose classifiers: In the follwing, we apply the second
version of the ANN pose classifiers, with two hidden layers,
as reported earlier in Table I. We train four pose classifiers
three times - every one is effectively trained on different
frames according to its dedicated time period of action (i.e.
t ∈ [0, T/4], [T/4, 2T/4], [2T/4, 3T/4], [3T/4, T ]) of training
samples with different frame sampling rates (i.e. n = 2, 4, 8
frames/period). The mean accuracy of these four pose experts,
depending on the number of frames per period is shown on
(Table II).

An immediate observation is, that all learning and test
accuracies increase, when the training data size is increased.
Specifically, with 8 frames per time-period (f/p), these accu-
racies reach to 88% and 76%, respectively. The average per
class accuracies (i.e. four class poses representing the same
interaction class) of the ANN experts, obtained with a 4 f/p

TABLE III
THE PER-CLASS TEST ACCURACY OF ANN POSE EXPERTS TRAINED ON

THE NTU RGB+D INTERACTION DATASET, VERIFIED IN THE CS (CROSS
SUBJECT) MODE, WHEN SAMPLED WITH 4 F/P

Class A050 A051 A052 A053 A054 A055
Test accuracy 58% 52% 66% 69% 72% 83%

Class A056 A057 A058 A059 A060
Test accuracy 70% 64% 80% 81% 78%
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TABLE IV
THE ACCURACIES OF ANN POSE CLASSIFIER AND TWO VERSIONS OF THE

ENSEMBLE CLASSIFIER (E-ANN-1, E-ANN-2), VERIFIED ON THE NTU
RGB+D INTERACTION DATASET IN THE CS (CROSS SUBJECT) MODE

Classifier Training accuracy Test accuracy
Mean of pose classifiers 88.2% 76.1%

E-ANN-1, eq. (11) 92.4% 81.3%
E-ANN-2, eq. (12) 94.5% 83.3%

TABLE V
THE PER-CLASS TEST ACCURACY OF ANN ENSEMBLE CLASSIFIER,

TRAINED ON THE NTU RGB+D INTERACTION DATASET, VERIFIED IN THE
CS (CROSS SUBJECT) MODE, WHEN SAMPLED WITH 8 F/P

Class A050 A051 A052 A053 A054 A055
Test accuracy 67% 67% 77% 87% 86% 91%

Class A056 A057 A058 A059 A060
Test accuracy 81% 76% 92% 93% 90%

frame sampling on the test set, is shown on Table III. There
are 3 classes (A55, A58, A59) that perform at least at 80%,
other 6 classes - from 60% to 80% and two - below 60%.
Compared with random choice - there are 11 classes and the
random prediction (a guess) would be 1/11 = 9.09%. The
largest accuracy is observed for the ”A055 - hugging” class.
The distance between two persons is here significantly smaller
than of the rest and the poses are relatively stable in every time
period.

2) Ensemble of pose classifiers: There are two variants
of the final ensemble classifiers: E-ANN-1, when the final
score of every interaction class is obtained by fixed weights,
according to equation (11), or E-ANN-2, where the trainable
gain network is used, according to equation (12). The class
with highest score is selected as the winner of the interaction
classifier. A notable improvement of interaction classifica-
tion is observed, when accumulating over time sequence the
weighted pose likelihoods. The mean accuracy of the best
version of pose experts (i.e., for frame sampling of 8 f/p)
was 88.2% (training) and 76.1% (testing), while the ensemble
classifier has reached 92.4 % and 81.3% (version 1), or 94.5%
and 83.3% (version 2), respectively (Table IV).

The per-class test accuracy of our ensemble classifier E-
ANN-2 (with 8 f/p frame sampling) is shown in Table V.
There are four classes (A55, A58, A59, A60) with an accuracy
of 90% and higher, while the lowest performance (67%) is
achieved for classes A50 (punch) and A51 (kicking), The
confusion matrix for this testing case is shown in Figure 9.
As the numbers of class samples in the test set are slightly
unbalanced, we normalized the results, assuming 276 test
instances per class, to make them easier comparable. ”Punch”
(A50) is most often misclassified with classes A51-A58, which
all use hands to express an action, but most often is confused
with ”Point finger”. ”Kicking” (A51) is frequently confused
with all other classes, slighly less with ”pat on back”. The
main errors appear between actions ”giving an object” (A56)
and ”shaking hands” (A58) - 18 and 9 cases, and between ”pat
on back” (A53) and ”touch pocket” (A57) - 9 and 18 cases.

Fig. 9. The confusion matrix for the ensemble classifier E-ANN-2, verified
on the NTU RGB+D interaction dataset in the CS (cross subject) mode

TABLE VI
INTERACTION CLASSIFICATION ACCURACY OF LEADING WORKS

EVALUATED ON THE NTU RGB+D INTERACTION SET IN THE CS (CROSS
SUBJECT) MODE. NOTE: † - RESULT ACCORDING TO [26], ‡ - RESULT

ACCORDING TO [27]

Work - reference Accuracy Parameters Frames
FSNET [32] 74.0% (†) ∼ 200K 32

ST-LSTM [19] 83.0% (†) ∼ 2.1M 32
ST-GCN [22] 83.3% (†) 3.08M 32

Our E-ANN-2 83.3% 400K 32
GCA-LSTM [33] 85.9% (†) unknown 32

2S GCA-LSTM [34] 87.2% (†) unknown 32
AS-GCN [23] 89.3% (†) ∼ 9.5M 32

IRNinter+intra [26] 85.4% ∼ 9.0M 32
LSTM-IRN [26] 90.5% ∼ 9.08M max(all, 128)
2S-AGCN [24] 93.4% (‡) 3.0M max(all, 300)
AAGCN [25] 91.5% (‡) ∼ 6.0M max(all, 300)
DR-GCN [27] 93.6% 3.18M max(all, 300)

2S DR-AGCN [27] 94.6% 3.57M max(all, 300)

D. Comparison

Many approaches to two-person interaction classification
have been tested on the NTU RGB+D interaction dataset. We
list some of the leading works in the Table VI. Our solution
needs a low number of weights to be trained and it processes
a sparse frame sequence. It shows a good tradeoff between
competitive accuracy and low complexity when compared with
other recently reported results.

Let us notice how we counted the number of parameters
of the E-ANN-2 network. Remember that the pose classifiers
have a common part - the feature transforming MLP with 2-
hidden layers - and there are separate fully-connected output
layers for every pose classifier. We can create two versions
of the E-ANN network - one network with multiple feature-
transforming MLPs that processes in parallel the four frame
subsets, and another one that processes all frames in sequence.
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As the individual results are finally aggregated over all frames,
both configurations deliver the same final result. In the first
configuration, there are 1 597 677 weights needed, while in
the sequential version - 399 444 weights only:

1) The feature transforming ANN: 61 · 700 + 700 + 700 ·
500 + 500 = 393 900 The FC classification layer: 500 ·
11+11 = 5 511 The gain network: (11+11)+11 = 33

2) Four parallel pose classifiers: 4·393 900+4·5 511+33 =
1 597 677

3) Four sequential pose classifiers: 393 900+4·5 511+33 =
399 444

Taking into account, that the dominating processing time for
a single frame is spent by the skeleton detector (on our
equipment, it takes ca. 67 ms, compared to 1 ms for the pose
classifier), the sequential version is preferred. Even when the
skeleton detection itself will be performed in parallel, for every
phase subset of frames one pose classifier will be allocated,
the sequential version will take only (N − 1) ms more time
than when using N pose classifiers in parallel.

Typically, the performance of an interaction classifier is sig-
nificantly improved when dense frame sequences are processed
instead of sparse ones. But the overall processing time grows
proportionally to the frame number, as the computation is
dominated by the skeleton estimation step. Thus, processing a
dense sequence of 100 frames (typical for the best performing
solutions with accuracy > 90%) takes roughly three times
longer than the time needed for a sparse sequence of 32 frames
(where a typical accuracy is < 90%). The recently proposed
multi-stream Graph CNNs have shown superior results but
only when processing dense frame sequences. Considering the
dominating processing time and resources needed for skeleton
estimation in every frame of the sequence, the key to real-
time interaction recognition is to limit the number of processed
frames.

V. CONCLUSION

A light-weight approach to two-person interaction classi-
fication was proposed, that can be applied both in video-
and single image-analysis. This is a skeleton-based approach,
what means, that an external module for human detection and
estimation in images is needed. We adopted the state-of-the
art OpenPose library for this purpose. This is a powerful deep
network solution for human skeleton estimation in images. Our
main contribution are algorithms for skeleton data correction
and normalization and the design of an ANN classifier that has
the form of an ensemble of several ANN-based pose experts.
Aggregating four or more ”weak” pose classifiers leads to
an efficient and robust solution to human interaction classi-
fication. We also found that a comparison of classification
approaches should not only consider the accuracy measure but
also the amount of information received (i.e., whether a sparse
or dense frame sequence is analyzed). Our future research
should focus on the extraction of motion information for the
skeleton joints and testing the model network on longer frame
sequences.
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Poznań University of Technology
ul. Piotrowo 3A, 60-965 Poznań, Poland
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Abstract—In this paper, we consider a challenging scenario
of localising a camera with respect to a charging station for
electric buses. In this application, we face a number of problems,
including a substantial scale change as the bus approaches the
station, and the need to detect keypoints on a weakly textured
object in a wide range of lighting and weather conditions.
Therefore, we use a deep convolutional neural network to detect
the features, while retaining a conventional procedure for pose
estimation with 2D-to-3D associations. We leverage here the
backbone of HRNet, a state-of-the-art network used for detection
of feature points in human pose recognition, and we further
improve the solution adding constraints that stem from the
known scene geometry. We incorporate the reprojection-based
geometric priors in a novel loss function for HRNet training
and use the object geometry to construct sanity checks in post-
processing. Moreover, we demonstrate that our Geometry-Aware
Keypoint Network yields feasible estimates of the geometric
uncertainty of point features. The proposed architecture and
solutions are tested on a large dataset of images and trajectories
collected with a real city bus and charging station under varying
environmental conditions.

I. INTRODUCTION

Estimation of the absolute pose of a camera from a single
image is a classic problem in computer vision [1], which is
being solved in a number of ways, depending on the applica-
tion. Conventional, structure-based algorithms yield accurate
camera pose estimates if stable, salient point features can be
extracted. Unfortunately, in a number of practical scenarios,
particularly outdoors, good quality point features (keypoints)
are hard to extract from images, due to weak textures, difficult
lighting, and motion blur.

The localisation scenario considered in this paper is part of
the Advanced Driver Assistance System (ADAS) which we
developed in cooperation with Solaris Bus & Coach, one of
the manufacturers of electric buses [2]. The ADAS provides
a bus driver with visual cues on how to operate the steering
wheel in order to perform the desired manoeuvre. To perform
successful docking, the driver has to put the tip of the vehicle’s
pantograph into the head of the charger, which is mounted on
a support pylon. An important prerequisite for successfully
planning such a manoeuvre is an accurate estimate of the bus
position in relation to the charger head and its pylon. The use
of GPS for localising while docking is considered unreliable
in an urban environment. Active beacons or even large passive

Fig. 1. Accurate detection of keypoint features for vision-based localisation
of an electric bus while docking to a charging station. The inset images show
a charging station with the ground truth keypoints (upper), the estimated
locations of these keypoints with uncertainty ellipses (lower), and a close-
up of the roof-mounted sensor unit with a camera (in the circle)

markers installed at the charging station cannot be considered
as well, because bus operators often do not permit deployment
of any additional elements at the stations due to legal issues.
For localisation, the bus has only a monocular camera mounted
in the front part of the roof. The use of such a simple sensor
was required by the bus manufacturer, as the ADAS equipment
has to be affordable and scalable to different bus models.

The charging station is detected automatically from a long
distance (typically 30 m), using the approach introduced in [3].
Once the station gets detected, the task comes down to the es-
timation of the camera pose with respect to certain predefined
points of the charger structure. Despite its apparent simplicity,
this scenario raises a number of issues in the camera pose
estimation method. Firstly, the method needs to work without
an initial pose guess, considering each observation of the
charging station as a separate global localisation act. Secondly,
the charging station is assumed to be the only known object
in the environment, for which we have a 3-D model. Hence,
we need to use the keypoints defined on the charging station
that are observed during the entire docking manoeuvre over a
large range of viewpoints, appearance, and scale change. All
these difficulties make the existing simultaneous localisation
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and mapping (SLAM) or visual odometry (VO) algorithms
impractical in our scenario, as SLAM and VO systems need
to be initialised with a known camera pose and require the
salient features to be present in the environment all along the
executed trajectory.

To address the specific requirements we proposed in [4] a
two-step procedure, which uses a conventional, structure-based
pose estimation algorithm with 2D-to-3D associations between
the keypoints found in the camera image and predefined points
from the three-dimensional model of the charger. Whereas
this procedure using a Faster R-CNN network architecture
adopted to detect the keypoints has been positively verified
in docking experiments with a real bus [2], [4], we observed,
that any inaccuracy in the position of the estimated keypoints
significantly deteriorates the accuracy of the final position
estimate. A mismatch of detected points with other features
makes the pose estimate completely wrong.

Therefore, in this paper we investigate how to adapt to
our application a different network architecture: the High
Resolution Network (HRNet) [5], which is a leading solution
for keypoint detection in human pose estimation. The detection
of body points in humans is a major area of interest for
researchers and commercial use, and thus it arguably sets
the state-of-the-art in keypoint detection in the wild [6]. We
conjecture that a network architecture achieving top scores in
the COCO Keypoint Detection Task would be a good starting
point for use in the considered application. However, our
application offers some a priori knowledge about the geometry
of the observed object, which is not present in the human
pose estimation task. Thus, we investigate how to include
this knowledge either in the learning process, creating an
inductive bias in the neural network, or in post-processing,
defining a sanity check procedure that quickly eliminates
implausible predictions of the network. We also extend the
neural network architecture by adding a separate branch that
estimates covariance matrices describing the 2-D uncertainty
of the detected keypoints. Finally, we get the new Geometry-
Aware Keypoint Network that addresses the specific challenges
of the bus localisation process at the charging station.

In this work, we contribute: (i) an analysis of the HRNet
architecture aimed at the accuracy improvement of the key-
points locations with respect to ground truth, also considering
the computation burden; (ii) a novel loss function that exploits
the available geometric priors of our application; (iii) a sanity
check procedure based on these geometric priors, and (iv) an
extended experimental evaluation of all these components on
a unique application-specific dataset, which is made publicly
available.

The remainder of this paper is organised as follows. Section
II reviews the most important related work in similar appli-
cations and in keypoints detection from monocular images.
Section III gives a description of the proposed neural network
architecture, and provides technical details pertaining to its
novel components. Then, section IV describes the experimen-
tal procedure and summarises the results of the experiments,
while section V draws conclusions upon these results.

II. RELATED WORK

A. Vision for automated docking
There are few works concerning vision-guided docking of

larger vehicles to electric chargers [7]. Precise docking to a
charging station under the control of a camera can be cast
as a visual servoing problem. Unfortunately, visual servoing
methods [8] require the target object or marker to appear big
enough in the images, whereas the charging station detected
from a distance of 30 m is too small to make a visual
servoing method effective. Recent visual SLAM algorithms
can estimate a camera’s trajectory precisely over hundreds of
metres [9]. In practice, however, a SLAM method requires
a large number of features detected over several consecutive
image frames [10] and has to be initialised properly, which
is problematic in the monocular case and often requires
several attempts with camera relocation. These problems make
SLAM impractical for the specific task we consider, as neither
visual odometry nor SLAM exploit the knowledge about the
appearance and geometry of the charging station, which is
assumed to be visible during the entire docking manoeuvre.

On the other hand, automated charging for self-driving
electric cars is often implemented using devices that plug into
the car’s charging port [11]. This approach eases the guidance
process, as only this port has to be localised with respect to the
plugging arm/device. In this context, the approach we propose
is of practical importance, as we do not need any active
devices, nor markers/fiducials attached to the charging station,
and we can localise the bus during the entire manoeuvre,
starting 30 metres from the station.

B. Camera pose estimation
A wide variety of algorithms have been presented in the

literature for the camera pose estimation problem. The classic
way is to compute the camera pose from 2D-to-3D correspon-
dences between 2-D features in the image and 3-D points in
the model [1]. The model can be given a priori, from CAD
data or via accurate laser scanning, as in our scenario, or
can be obtained through 3-D structure-from-motion (SfM).
Correspondences between points are established through the
matching of descriptors, which can either be handcrafted [12]
or learned [13]. The camera pose is then computed upon the
known correspondences applying a variant of the perspective-
n-point (PnP) algorithm [14] or optimised using bundle adjust-
ment [15]. The conventional approach can estimate the camera
pose accurately [16], but it struggles whenever the features are
difficult to match. Our approach follows the classic pipeline
with respect to pose computation using a PnP algorithm, but
deploys a specialised neural network as the feature detector,
thus obtaining a well-defined pattern of a few keypoints that
are already associated with the model points. Owing to this
concept we do not need to use RANSAC for outlier rejection.

In the last few years, learning-based approaches to cam-
era pose estimation have been gaining attention. End-to-end
methods have been pionieered by PoseNet [17], which used a
trained convolutional neural network to regress a six degrees-
of-freedom camera pose. A similar idea was followed by

192 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Fig. 2. Structure of the camera pose estimation system consisting of a CNN-based keypoint detection module and a conventional pose computation method

[18], demonstrating camera relocalisation in cluttered scenes.
Although PoseNet can localise the camera without an initial
pose guess, as we require in our scenario, the accuracy of
pose estimates yielded by this neural network is inferior with
respect to its conventional, structure-based counterparts using
principled algorithms. As concluded in [19], the main reason
for the insufficient accuracy was the use of a naive regression
loss function without consideration of the scene geometry.
The improved PoseNet presented in [19] uses reprojection-
based loss, thus narrowing the performance gap to pose
estimation using principled algorithms. The importance of
using the geometric knowledge about the scene and enforcing
the geometric constraints during learning was pointed out in
[20], and has been demonstrated recently also by other pose
estimation methods. A camera pose estimation pipeline that is
applicable for fusing classical geometry and deep learning is
proposed in [21], while [22] introduces an end-to-end system
consisting of deep learning modules for feature extraction,
matching, and outlier rejection while optimising for the camera
pose objective.

C. Detection of keypoints

In conventional, structure-based pose estimation systems
detectors and descriptors designed by heuristics are applied.
However, in recent years, deep learning has been applied to
obtain feature detectors and descriptors in visual odometry and
SLAM. LIFT [23] was among the first attempts to detect fea-
tures by end-to-end learning, and was trained on ground truth
obtained from SIFT and SfM. The more recent SuperPoint [13]
introduced a self-supervised approach to learn the detectors
and descriptors of keypoints simultaneously, while DISK [24]
demonstrated learning of features using policy gradient.

Independently, a number of neural network architectures for
keypoint detection have been proposed in the context of human
pose estimation. The architecture from [25] is based on Faster
R-CNN with ResNet-101 backbone, similarly to our previous
camera pose estimation system described in [4]. Whereas this
approach yields accurate keypoints, and thus is included in
our experiments for comparison, it is computationally heavy
and hence does not allow to exploit the full resolution of the
acquired images. A recent paper [26] demonstrated the use of
novel self-calibrated convolutions that expand fields-of-view
of each convolutional layer to detect keypoints. A leading

solution for keypoint detection in human pose estimation is the
High Resolution Network [5], which was designed specifically
to keep the high resolution of the feature maps through the
entire processing pipeline. This approach is in line with our
idea of using high-resolution images for reliable detection
of keypoints from longer distances, while still keeping good
accuracy of their localisation in images. Therefore, we selected
the HRNet as our baseline approach and adopted its backbone
network as a feature extractor in our GAKN architecture.

Uncertainty in learned feature extractors and camera pose
estimation methods seems to be not yet fully exploited,
despite its importance in the conventional, geometric ap-
proaches. Among the examples considering uncertainty, [27]
uses Bayesian neural networks to obtain localisation uncer-
tainty, and a recent approach [21] learns the deep neural net-
work uncertainty guided by the geometric uncertainty. In our
localisation scenario, we are interested in aleatoric uncertainty,
which depends on the inputs, and may be estimated from
data [28]. Whereas Bayesian deep learning is popular for
this purpose, we leverage the Cholesky Estimator Network
to represent the uncertainty of each keypoint as a Gaussian
distribution with covariance matrix [29].

III. STRUCTURE OF THE PROPOSED SOLUTION

The main inspiration for this work was an excellent perfor-
mance of state-of-the-art keypoint detectors in the top down
human pose estimation methods [6]. In the top down approach
to human pose estimation keypoint locations are predicted
within bounding boxes obtained from a person detector. This
fits our processing pipeline, where the charging station is
detected by a Faster R-CNN object detector [3], and further
processing for localisation is limited to the image area cropped
by the object’s bounding box [4] (Fig. 2).

Therefore, we adopt the keypoint detection architecture
with HRNet [5] backbone implemented using the MMPose
framework [30] as a baseline model during our experiments.
This architecture consists of a backbone network and the
keypoint head. We decided to use a pre-trained backbone,
and design our own head, also adding an auxiliary branch for
the estimation of spatial uncertainty of the keypoints (Fig. 3).
The keypoint head contains Deconv Blocks which double the
resolution of the feature maps. A single Deconv Block is built
with a Transposed Convolution Layer followed by a Batch
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Fig. 3. Architecture of the GAKN model. Configurations with heatmap size
of 128×128, 256×256 and 512×512 contains d equal 0, 1 or 2 Deconv
Blocks respectively. Architectures can be extended with c additional Conv
Blocks in the keypoint head

Norm and ReLU layers. The final layer in the keypoint head
is a single Convolution Layer that outputs n heatmaps, where
n is the number of keypoints. For the preparation of ground
truth heatmaps as training targets and the decoding of the
final keypoint coordinates from the heatmaps we incorporated
the UDP and DarkPose methods described in [31] and [32],
respectively. These data preprocessing techniques allow us
to preserve the accuracy of ground truth coordinates of the
keypoints through the labelling and augmentation process.
During the inference, while decoding the coordinates from pre-
dicted heatmaps, those methods allow for extracting unbiased,
subpixel-accuracy keypoint locations.

Point detection in objects such as an electric bus charger is
different from body point detection in humans. The human
body is composed of numerous parts moving relatively to
each other, therefore choosing which part of the image should
be used to look for a given point is not obvious. Due to
the rigid geometric configuration of the charging station, this
is not a problem in our network design, thus we focused
on developing methods to increase the accuracy of point
localisation. We experimented with several configurations of
the HRNet architecture in order to find the limits of the
keypoints location accuracy, and to choose a reasonable trade-
off between the accuracy and the number of computations.
We selected three aspects of the HRNet model for potential
improvements: the selection of a backbone network for feature
extraction, the size of the returned heatmaps, and the structure
of the keypoint head. Next, having a reasonable baseline
design customised to our application, we investigated the best
way of injecting the prior geometric knowledge to the network
model.

A. Backbone network

We evaluated two backbone networks HRNet32 and HR-
Net48. The difference between HRNet48 and HRNet32 lies

in the width of the convolutional layers in the high-resolution
stream (48 and 32 respectively). This enhances the capability
of HRNet48 to extract more feature maps but at the cost of
higher computational cost.

B. Keypoint head depth

We evaluated the influence of the additional convolutional
layers in the keypoint head to find out whether it will improve
the pose estimation accuracy. The extra layers were added
after the Deconv Block and before the convolution layer which
produces final heatmaps. Each extra layer consists of 256
filters of the size 3×3 and is followed by Batch Norm and
ReLU.

C. Heatmap size

The default implementation of the keypoint detector based
on HRNet returns heatmaps which are downsampled four
times compared to the input image size, so using an image
of 512×512 pixels results in 128×128 pixels heatmaps. The
upsampling of the heatmaps is achieved using Transposed
Convolutional layers. A single transposed convolutional layer
increases the width and height of the heatmap twice.

The charging station pylon and head do not contain moving
parts and their geometric configuration is constant. This makes
rough estimation of the keypoints locations easier than the
same task in human pose estimation because we can expect
the given point in the specific area of the image. On the other
hand, the accuracy of the described pose estimation method
is strongly dependent on the accuracy of estimation of the
keypoints. Small inaccuracies in the location of keypoints
propagate to relatively large pose estimation errors, especially
from larger distances. The above considerations suggest, that
increasing the resolution of the output heatmaps may promote
accurate subpixel estimation of the keypoint locations, which
in turn will lead to a significant improvement of the camera
pose estimation accuracy.

D. Reprojection loss

The key role of scene geometry in conventional pose
estimation models and the fact that ground truth points can
be easily identified for the charging station, together with the
geometric relations between these points, were inspirations
for developing the HRNet baseline model into the Geometry-
Aware Keypoint Network.

This network exploits these geometric priors while training,
as it uses an additional cost function based on the reprojection
error. The reprojection loss penalises spatial configurations
of the keypoints which are physically impossible. We define
camera projection function, π, which maps the i-th 3-D point
wi to the 2-D image point (ũ, ṽ)T leveraging the given camera
intrinsics parameters K:

π(T,K,wi) �³ (ũ, ṽ)T , (1)

where T is a rigid transformation matrix (rotation and trans-
lation).
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To calculate the reprojection loss, we minimise the dif-
ference between the projection of the real 3-D object points
(ũ, ṽ)T and the points predicted by the network(û, v̂)T . The
optimisation problem is solved by the Trust Region Reflective
algorithm [33] which finds a transformation T∗:

T∗ = argmin
T

n�

i=1

(ũi 2 ûi)
2
+ (ṽi 2 v̂i)

2
. (2)

Trust Region Reflective is a robust optimisation method for
constrained problems that has a Python implementation in the
SciPy library, which facilitates integration in a deep learning
framework.

To limit the search space and keep the solution physically
correct we applied constraints on the transformation T to
reflect only the operating area of the bus. All three values
of the rotation vector are limited to π

4 . Assuming that roll and
pitch angle are close to zero, this constraint limits the yaw
angle to be less than ±π

4 The translation in the lateral axis is
limited to ± 20 m, the longitudinal axis is limited to 50 m
and the translation in the z axis is limited to 50 m (Fig. 4).

Fig. 4. The considered search space for the bus location and orientation.

Then, the reprojection loss is the value of the cost function
for the optimal T∗ transformation:

lossrepr =

n�

i=1

(π(T∗,K, wx
i )2 ûi)

2
+(π(T∗,K, wy

i )2 v̂i)
2
,

(3)
where wx

i and wy
i are x and y coordinates of point wi.

The second loss element is a Mean Squared Error Loss:

lossMSE =

n�

i=1

û
ý 1

m

m�

j=1

(mij 2 m̂ij)
2

þ
ø , (4)

where mij is the j-th pixel of the ground truth heatmap
corresponding to the i-th point and m̂ij is the j-th pixel of the
predicted heatmap corresponding to the i-th point. The final
loss function is a sum of the MSE loss (4) and the reprojection
loss, calculated according to the formula:

loss = lossMSE + λ · lossrepr, (5)

where the metaparameter λ was estimated experimentally and
is set to 0.01 for our evaluation.

E. Reprojection-based refinement

Each of the four points defined on the charging station can
be detected more or less accurately, depending on a number of
circumstances, including the camera viewpoint and the amount
of motion blur in the image. In this situation, it may happen,
that some keypoints are well extracted, while some others are
inaccurate or even misplaced.

To cope with this problem we define a sanity check pro-
cedure that incorporates the geometric constraints during the
inference of the neural network. This procedure refines the
neural network predictions, solving the same task as described
by the equation (2). Having the optimal transformation T∗,
we project 3-D coordinates of the keypoints on the image.
Then the distances between the predicted point (û, v̂)T and
the projected point (ũ, ṽ)T are calculated. Then, we compare
the maximum distance dmax with the mean of three remaining
distances dres multiplied by parameter γ = 2. If the inequality
dmax > γdmean is satisfied, we use this projection as the final
prediction of keypoints location. The above condition ensures
that we are refining only the cases where there is only one
point with inaccurate prediction.

F. Uncertainty estimation

As knowing the geometric uncertainty of extracted key-
points may be instrumental when computing the camera pose
estimate and then fusing it with other localisation data in the
vehicle, we extended the GAKN architecture with an uncer-
tainty estimation branch. Our aim was to obtain a trainable
model that predicts covariance matrices of the individual key-
points depending on the input images. With such a model we
can judge if the extracted keypoints are accurate enough for the
camera (and then vehicle) localisation task. For this purpose,
we implemented the Gaussian Log-Likelihood Loss proposed
in [29]. We estimate the uncertainty of all four keypoint
locations as a Gaussian distribution with covariance matrix Σ,
an 8×8 symmetric positive definite matrix. Σ has (2n+ 1)n
degrees of freedom which are estimated by a lower triangular
matrix L such that Σ = LLT (Cholesky decomposition). The
GAKN uncertainty estimation branch consists of four blocks
built with a convolutional layer followed by Batch Norm and
ReLU. The final layer is Fully Connected which predicts 36
values of the L matrix. The loss function used during training
is described by:

lossunc =

n�

i=1

log |Σ|+ (p2 ĉ)Σ−1 (p2 ĉ) , (6)

where p is a vector of ground truth keypoint locations and ĉ is
a vector of predicted keypoint locations. The 2×2 covariance
matrices of the individual keypoints are then extracted from
Σ, and can be visualised as uncertainty ellipses in the image
plane.
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IV. EXPERIMENTS

A. Evaluation procedure

The purpose of the presented experiments was to examine
the influence of the neural network architecture on the 2-D
pose estimation accuracy and the computational complexity.
All experiments were performed off-line using Nvidia A100
GPU on a custom dataset recorded using a real electric
bus and charger with the ground truth poses obtained using
Differential GPS (DGPS). In our experimental installation
(cf. Fig. 1) a high-resolution camera (5472×3648 pixels)
is used, as the application scenario requires to detect the
charging station from a distance of at least 30 m and localise
with a 2-D circular position error smaller than 0.35 m when
approaching the charger’s head (this error can be compensated
mechanically). The camera is mounted in a detachable unit
with a laser scanner for safety monitoring (not used here),
and a DGPS receiver, which was used only to obtain ground
truth trajectories of the bus. Note that compared to [4] we no
longer use the black rectangular markers that are visible on
the charger’s pylon (cf. Fig. 1). The ground truth keypoints are
defined by manual labelling directly on the training sequence
images. They are two corners of the charger’s head and two
other points on the extreme parts of the supporting pylon. The
dataset consists of 81 image sequences gathered over five days.
The diversity of data was achieved by different manoeuvre
starting points, different bus trajectories, and changing lighting
and weather conditions.

The final pose estimate of the camera is computed as in
[4], using an iterative perspective-n-point algorithm, which
minimises the reprojection error. The cost function of this
optimisation problem is defined as sum of squared distances
between the point localisation on the image, and the object
model points projected on this image:

T∗ = argmin
T

n�

i=1

�
(û, v̂)Ti , π (Twi)

�T �
(û, v̂)Ti , π (Twi)

�
.

(7)
To consider the detection of a keypoint as accepted, the RMSE
of the 3-D point projected on the image using ground truth
transformation from DGPS should be less than d pixels:

���� 1

n

n�

i=1

��
(ũ2 û)2 + (ṽ 2 v̂)2

�2

< d, (8)

with d set to 10 in our experiments.
Finally, we evaluated the performance of the different neural

models applied for keypoints extraction directly for the ob-
jective of camera pose accuracy. The ground truth trajectories
were provided by DGPS (2 cm of accuracy), while the camera
and DGPS receiver were calibrated using an optimisation-
based procedure developed specifically for this project [34].
The 3-D model of the charging station was obtained using a
geodetic laser scanning system. For evaluation we use three
metrics: median of the 2-D translation error, the median of the
yaw angle estimation, and percentage of accepted detections.
We project the 3-D camera pose into the 2-D manifold and

ignore the pitch and roll angles, as these dimensions are
irrelevant to localisation of the bus on a flat area. For all
experiments, the image input size was set to 512×512 pixels.
Results of the main experiments are presented in Tab. I. The
considered configurations of the keypoint extraction network
are the Baseline (i.e. HRNet32 with 3 layers head), Refined,
which is Baseline with the geometric sanity check, GAKN,
and GAKN+Refined, which is GAKN equipped with the sanity
check in the post-processing.

B. Comparison with the state-of-the-art

To compare the GAKN architecture with the state-of-the-art
we use the HRNet configured for the considered application
scenario according to the outcome of our experiments, i.e.
with the HRNet32 backbone and the keypoint head with 3
layers, which we call the “Baseline” configuration. Addition-
ally, we use for comparison the Faster R-CNN-based network
described in [25]. During the inference, this network required
above 32 GB of GPU memory, most of it was consumed by the
extraction of the keypoint location offset values. The inference
time is significantly longer and the pose estimation errors are
larger than for the HRNet-based networks. In our application
scenario, the weakest point of the network from [25] is a
low percentage of accepted detections (40.9 %). To improve
this parameter, we tested also our sanity check procedure
(post-processing) with this network architecture. However, in
this case, application of the reprojection-based refinement
does not bring the expected results. The ratio of accepted
detections increased to above 50 % but the pose estimation
accuracy dropped. This case shows that the reprojection-based
refinement can improve results only when the raw predictions
are relatively close to ground-truth and there is usually only a
single keypoint of lower accuracy.

C. Backbone network

Comparing the HRNet32 and the HRNet48 (Tab. II) we
can notice that the medians of rotation and translation errors
are lower for the HRNet48 network for both keypoint head
variants. There is no significant influence on the percentage of
accepted detections. The inference time is slightly longer for
the HRNet48 version and the required operations and number
of parameters are over twice as large as for the HRNet32
backbone. Using the HRNet48-based network, the whole pro-
cessing pipeline requires more than 8 GB of GPU memory.
The commercial application of this system requires that the
cost of used hardware must be considered. Despite better pose
estimation accuracy, we selected the HRNet32 backbone for
the Baseline, as it provides acceptable accuracy and can be
run on low-end hardware (GPU). Consequently, the GAKN
architecture configurations evaluated in our experiments also
use the HRNet32 backbone.

D. Keypoint head depth

Additional convolutional layers in the keypoint head de-
crease slightly the median of translation and rotation error
(Tab. II). Applying this modification does not affect the
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TABLE I
COMPARISON OF THE SIZE OF NETWORKS, INFERENCE TIME, POSE ESTIMATION ERRORS AND PERCENT OF ACCEPTED DETECTIONS OF THE EVALUATED

ARCHITECTURES.

Heatmap size Configuration Operations
[GFLOPs]

Parameters
[M]

Inference
time [ms]

Median t 2D
[m]

Median r 2D
[deg]

Percent of
accepted

detections

152×152 Papandreou 41.22 42.67 167.82 0.53 1.15 40.90 %
Papandreou+Refined 171.82 1.16 1.67 52.34 %

128×128

Baseline

41.08 28.54

35.60 0.43 0.97 92.59 %
Refined 40.60 0.44 0.98 95.66 %
GAKN 35.60 0.37 0.67 92.14 %

GAKN+Refined 40.60 0.37 0.67 94.79 %

256×256

Baseline

43.34 28.67

38.40 0.35 0.74 93.56 %
Refined 42.40 0.36 0.74 95.99 %
GAKN 38.40 0.32 0.62 95.56 %

GAKN+Refined 42.40 0.32 0.61 96.60 %

512×512

Baseline

112.47 29.72

50.60 0.32 0.70 94.03 %
Refined 54.60 0.32 0.71 95.02 %
GAKN 50.60 0.30 0.64 92.82 %

GAKN+Refined 54.60 0.31 0.64 94.44 %

TABLE II
COMPARISON OF THE SIZE OF NETWORKS, INFERENCE TIME, POSE ESTIMATION ERRORS AND PERCENT OF ACCEPTED DETECTIONS OF THE NETWORKS

WITH DIFFERENT BACKBONES AND DEPTHS OF THE KEYPOINT HEAD.

Heatmap size Backbone
Convolution
layers in the
keypoint head

Operations
[GFLOPs]

Parameters
[M]

Inference
time [ms]

Median t 2D
[m]

Median r 2D
[deg]

Percent of
accepted

detections

128×128

HRNet32 1 41.08 28.54 M 35.40 0.46 0.98 93.59 %
HRNet48 84.10 63.60 M 37.10 0.42 0.72 92.83 %
HRNet32 3 41.12 28.54 M 35.60 0.43 0.97 93.89 %
HRNet48 84.18 63.60 M 37.60 0.40 0.71 92.87 %

percentage of accepted detections and has a marginal influence
on the number of operations and inference time.

E. Heatmap size

In this subsection, we compare the results of the Baseline
network on three different heatmap resolutions. The default
implementation of the keypoint detector based on HRNet
returns heatmaps which are downsampled four times compared
to the input image size, so using an image of 512×512 pixels
results in 128×128 pixels heatmaps. The influence on the per-
centage of accepted detections is marginal, but increasing the
heatmap size significantly reduces the translation and rotation
error. The difference in the number of operations between a
128×128 and a 256×256 heatmap is small, compared to the
512×512 version, where the number of operations increases
three times. This translates into processing time for a single
image, wherein the 512×512 version is characterised by the
processing time twice as large as in the 128×128 version. In-
creasing the size of the processed heatmap allows for increased
location accuracy, but at the cost of increased processing time.
However, there is only a slight increase in the number of
network parameters when increasing the heatmap size. This
means that all of the architectures discussed, including the
largest one, should fit on a graphics card with 8 GB of memory.
As the size of the heatmap increased, we achieved a reduction
in errors (e.g., the translation error of a 128-sized heatmap
relative to a 512-sized heatmap was 26.7%, the rotation error
in the same ratio was 33.9% ), which was the main research
goal. When considering the errors of a 256-sized heatmap, they

were larger than 512 and smaller than a 128-sized heatmap
confirming the relationship between heatmap size and location
accuracy. Heatmap size does not affect the percentage of
accepted detections.

F. Reprojection loss

The configuration of the GAKN network features the same
number of operations, parameters, and processing times be-
cause the only modification to the baseline network was
made during the training phase and does not affect these
parameters during inference. There is a reduction in translation
and rotation errors in all three heatmap sizes considered. When
using reprojection loss for heatmap size 128, there was a
15.2 % reduction in translation error, 37 % in rotation error,
for size 256, the translation error decreased by 8.4 %, and
rotation error decreased by 15.5 %, whereas for heatmap size
512: there was a 2.6 % reduction in translation error and 9.5 %
in rotation error. By combining both approaches - increasing
the heatmap size and applying reprojection loss, we obtain
the lowest median translation error among all tested models,
and a median rotation error comparable to the lowest obtained
with heatmap size 256. We believe that using a heatmap size
of 256 is a reasonable trade-off between processing time and
location accuracy. It achieved the best rotation error result,
translation error comparable to the best result, and features
a short inference time – similar to the one for 128×128
heatmap. Additionally, the percentage of accepted detections
in the GAKN configuration with this heatmap size is higher
than in the baseline.
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TABLE III
PERCENTAGE OF GROUND-TRUTHS WITHIN UNCERTAINTY ELLIPSE FOR

DIFFERENT STANDARD DEVIATIONS

Standard deviation 1σ 2σ 3σ
Percentage of ground-truths
within uncertainty ellipse 48.75 % 87.38 % 98.00 %

G. Reprojection-based refinement

Using reprojection-based refinement does not affect the
number of operations performed by the network and the
number of parameters, because it is performed at the post-
processing stage. On average, this step takes 4 ms per image,
which constitutes 11% of the processing time for heatmap
128×128, and only 8 % for heatmap 512×512, therefore
adding reprojection-based refinement does not increase sig-
nificantly the image processing time. No clear effect on
location accuracy was observed when using reprojection-based
refinement. The main goal of this method was to increase the
percentage of accepted detections, which was achieved. As
a result, we are able to provide a higher number of correct
pose estimates, making the localisation system more reliable.
By using the GAKN network together with reprojection-based
refinement, we eliminate the relatively low percentage of
accepted detections.

H. Uncertainty estimation

Using a hand-labeled validation dataset of about 200 im-
ages, we evaluated the geometric uncertainty prediction. We
checked the percentage of ground truth keypoint locations that
are within the 1, 2, and 3 σ uncertainty ellipses. The numerical
values are presented in Tab. III.

Qualitative results of covariance matrices prediction are
demonstrated in Fig. 5. Comparing Fig. 5A and Fig. 5B, we
can notice that the uncertainty of keypoint detection decreases
with the distance to the charger. Figure 5C and Fig. 5E show
larger uncertainty for poor quality images. On Fig. 5D, the two
leftmost points have larger uncertainty along x axis because,
from that point of view, estimation of their exact location is
ambiguous.

I. Analysis of cumulative distribution plots

Comparing the 3 pairs of graphs (Fig. 6, Fig. 7 and Fig. 8)
corresponding to heatmap sizes, it can be seen that the benefit
of reprojection loss is biggest for heatmap size 128×128, and
decreases as the heatmap size increases. It can also be seen
that by using reprojection-based refinement, we increase the
number of accepted detections that provide coarse location
information, despite the relatively large translation and rotation
error (right part of the graph). Furthermore, we are able to
improve the detection accuracy for which the error is below
the median (the red line in Fig. 6. is above the green line for
values below 0.4 m and 0.6 deg).

J. Network attention analysis

Starting this research we conjectured that the prior geo-
metric knowledge represented by the reprojection-based loss

Fig. 5. Visualisation of estimated keypoints locations and 3 sigma uncertainty
ellipses for different observation cases. Fig. A presents detection from close
distance, B - far distance, C - blurry image, D - different observation angle,
E - cloudy/foggy weather

component introduces to the GAKN architecture an inductive
bias that helps the network to focus on the most relevant
image areas when searching for the keypoints. To verify this
claim, we implemented in GAKN an attention analysis layer,
based on the Score-CAM method [35]. Compared to the older,
gradient-based methods Score-CAM produces results that are
visually less noisy, making it easier to interpret the attention
depending on the input image.

In Fig. 9 and Fig. 10, the top row (A, B, C and D) shows the
activation maps for all 4 detected points in an example image
from the test set. Comparing the activation maps shown, it can
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Fig. 6. Cumulative distribution functions of 2D translation error (A) and
orientation error (B) for the HRNet32 models with the heatmap size 128×128

Fig. 7. Cumulative distribution functions of 2D translation error (A) and
orientation error (B) for the HRNet32 models with the heatmap size 256×256

Fig. 8. Cumulative distribution functions of 2D translation error (A) and
orientation error (B) for the HRNet32 models with the heatmap size 512×512

be seen that the activations of individual points for the GAKN
network are more concentrated and have higher intensity. In
the bottom row of Fig. 9 and Fig. 10 (E, F, G, and H), the
Score-CAM method marked the parts of the image that had

Fig. 9. Heatmaps (top) and the output of the Score-CAM algorithm (bottom)
from the baseline HRNet32. Warmer colors mean higher activation

Fig. 10. Heatmaps (top) and the output of the Score-CAM algorithm (bottom)
from the Geometric Aware Keypoint Network. Warmer colors mean higher
activation

the greatest effect on selecting a specific location in the image
as the searched point. The first thing you notice is that in the
case of the baseline network, activation is scattered throughout
the background image, indicating that the network attention is
highly scattered. Furthermore, in the case of point three (G),
there is very weak activation near the actual point location and
large activation on a portion of the image completely unrelated
to the charger structure (lower left corner). In Fig. 10, showing
points from the GAKN network, the network’s attention is
more focused near the searched points than at the baseline.

V. CONCLUSION

This paper evaluated our experience with applying the state-
of-the-art HRNet architecture for the detection of keypoints
in a challenging scenario of camera pose estimation for
localisation of an electric bus. The proposed GAKN model
achieved better results than both the Faster R-CNN-based
keypoint detector and the baseline HRNet32. Our solution
takes less than 50 ms for processing a single image on
Nvidia A100, which makes it possible to update the camera
pose frequently and facilitates accurate bus localisation along
its path to the charging station. Reliable localisation under
changing viewpoint, scale, lighting, and weather conditions is
achieved without any markers deployed at the charging station.
The contributed modifications to the baseline HRNet, based
on exploiting the available geometric priors were evaluated
positively, as they improve the accuracy of keypoint locations.
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Finally, we evaluated the novel elements of GAKN with
respect to the localisation accuracy objective, and we have
found that using the reprojection loss reduces translation
and rotation errors, while using refinement (sanity check) in
postprocessing increases the number of accepted detections,
thus increasing the availability of the camera pose estimates.
Our future research will determine if the proposed GAKN
architecture can be scaled down to edge computing platforms,
for better cost-efficiency. The project with datasets is available
at https://github.com/ZephyrII/mmpose charger
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limitations of cnn-based absolute camera pose regression,” in IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2019,
pp. 3297–3307.

[21] B. Zhuang and M. Chandraker, “Fusing the old with the new: Learning
relative camera pose with geometry-guided uncertainty,” in IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2021,
pp. 32–42.

[22] Y.-Y. Jau, R. Zhu, H. Su, and M. Chandraker, “Deep keypoint-based
camera pose estimation with geometric constraints,” in IEEE/RSJ Inter-
national Conference on Intelligent Robots and Systems (IROS), 2020,
pp. 4950–4957.

[23] K. M. Yi, E. Trulls, V. Lepetit, and P. Fua, “LIFT: learned invariant
feature transform,” in Computer Vision - ECCV 2016 - 14th European
Conference, Proceedings, Part VI, ser. LNCS, vol. 9910. Springer,
2016, pp. 467–483.

[24] M. J. Tyszkiewicz, P. Fua, and E. Trulls, “DISK: learning local features
with policy gradient,” in Advances in Neural Information Processing
Systems 33 (NeurIPS), 2020.

[25] G. Papandreou, T. Zhu, N. Kanazawa, A. Toshev, J. Tompson, C. Bregler,
and K. P. Murphy, “Towards accurate multi-person pose estimation in
the wild,” arXiv, vol. 1701.01779, 2017.

[26] J.-J. Liu, Q. Hou, M.-M. Cheng, C. Wang, and J. Feng, “Improving con-
volutional networks with self-calibrated convolutions,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), June 2020.

[27] A. Kendall and R. Cipolla, “Modelling uncertainty in deep learning for
camera relocalization,” in IEEE International Conference on Robotics
and Automation, (ICRA), 2016, pp. 4762–4769.

[28] A. Kendall and Y. Gal, “What uncertainties do we need in bayesian deep
learning for computer vision?” arXiv, vol. 1703.04977, 2017.

[29] A. Kumar, T. K. Marks, W. Mou, C. Feng, and X. Liu, “Uglli face
alignment: Estimating uncertainty with gaussian log-likelihood loss,”
in IEEE/CVF International Conference on Computer Vision Workshop
(ICCVW), 2019, pp. 778–782.

[30] MMPose, “Openmmlab pose estimation toolbox and benchmark,” https:
//github.com/open-mmlab/mmpose, 2020.

[31] J. Huang, Z. Zhu, and F. Guo, “The devil is in the details: Delving
into unbiased data processing for human pose estimation,” arXiv, vol.
2008.07139, 2020.

[32] F. Zhang, X. Zhu, H. Dai, M. Ye, and C. Zhu, “Distribution-aware
coordinate representation for human pose estimation,” in IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), June
2020.

[33] M. Branch, T. Coleman, and Y. Li, “A subspace, interior, and conjugate
gradient method for large-scale bound-constrained minimization prob-
lems,” SIAM J. Sci. Comput., vol. 21, pp. 1–23, 1999.

[34] M. R. Nowicki, “A data-driven and application-aware approach to
sensory system calibration in an autonomous vehicle,” Measurement,
vol. 194, p. 111002, 2022.

[35] H. Wang, Z. Wang, M. Du, F. Yang, Z. Zhang, S. Ding, P. Mardziel, and
X. Hu, “Score-CAM: score-weighted visual explanations for convolu-
tional neural networks,” in IEEE/CVF Conference on Computer Vision
and Pattern Recognition (CVPR) Workshops, 2020.

200 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Analysis of Brain Tumor Using MRI Images
Lewi L. Uberg

Applied Data Science
Noroff University College

Kristiansand, Norway
lewi@uberg.me ID

Seifedine Kadry
Applied Data Science

Noroff University College
Kristiansand, Norway

seifedine.kadry@noroff.no ID

Abstract—The increasing rates of deadly brain tumors in
humans correspondingly increase the need for highly experienced
medical personnel for diagnosis and treatment. Therefore, to
reduce the workload and the time from suspicion of disease
to diagnosis, then plan for suitable treatment, there is a need
to automate the initial part of the process by implementing
a Computer-Aided-Disease-Diagnosis (CADD) system for brain
tumor classification. The aim of this research is to develop and
deploy all the needed components to design and implement a
working Computer-Aided-Disease-Diagnosis (CADD) system for
brain tumor classification. First, by understanding the brain
tumors themselves and the convention of their classification.
Second, the convolution neural network (CNN) structure and
functionality and how to manipulate it. Third, find different CNN
architectures with promising results in similar tasks. Fourth,
find and evaluate the applicability of available data sources.
Fifth, implement the most promising solutions and explore the
applicability of using transfer learning for the given task to take
advantage of previously gained knowledge. Finally, evaluate the
results of the experiments, where we show that the DenseNet121
architecture, either fully trained or using transfer learning, likely
is the most appropriate candidate for the CADD system in
development.

Index Terms—Brain Tumor Classification, Medical Imaging,
CADD, Convolutional Neural Networks, Machine Learning, Deep
learning.

I. INTRODUCTION

THE CELL of origin and features found when examining
the cells tissue define central nervous system tumors

and predict their behavior [1]. After meningiomas, the most
common primary brain tumor in adults is gliomas, with a rate
of 5 to 6 persons per 100,000 annually [2].

The World Health Organization (WHO) tissue classification
system categorizes gliomas, with grade 1 as the lowest and
grade 4 as the highest. Thus, low-grade gliomas (LGG) consist
of grade I and II tumors [3], while high-grade gliomas (HGG)
consist of grade III and IV [2]. Grade I are the least malignant
or benign tumors. Grade II is relatively slow-growing but may
recur as a higher grade. Grade III is malignant and tends to
recur as higher grades. Finally, grade IV is the most malignant,
aggressive, necrosis and recurrence prone [1].

Histopathologic examination to study tissue morphology,
diagnose, and grade brain tumors is the gold standard [3].
However, surgical resection for diagnosing a brain tumor
is invasive and risky. Nevertheless, non-invasive diagnostic
methods exist, like neuroimaging with Magnetic Resonance
Imaging (MRI) [4].

Conventional MRI is the current imaging procedure of
choice and identifies tumor size and associated Peritumoral
Edema (PTE), one of the main features of malignant glioma
[5]. To diagnose the brain tumor without surgical intervention,
researchers have developed more advanced imaging methods
such as texture analysis, mechanic modeling, and machine
learning (ML) that form a predictive multi-parametric image-
based model. The application of ML models is an emerging
field in radiogenomics and represents a data-driven approach
to identifying meaningful patterns and correlations from often
complex data sources. ML models train by feeding the ML
algorithm a substantial amount of pre-classified image data as
input, such as MRI images, to learn which patterns belong to
the different classes.

The convolutional neural network (CNN) is a concept
introduced by [6] as the Neocognitron, as a model of the
brain’s visual cortex; an improvement of [7] previous model
for visual pattern recognition. Furthermore, [8] significantly
improved the Neocognitron to one of the most successful
pattern recognition models, dramatically influencing the field
of computer vision and pattern detection in images.

In 2021 a fully automatic hybrid solution for brain tumor
classification comprised of several steps was proposed [9].
First, pre-process the brain MRI images by cropping, resizing,
and augmenting. Second, use pre-trained CNN models for
feature extraction with better generalization. Third, select the
top three performing features using fined-tuned ML classifiers
and concatenate these features. Finally, use the concatenated
feature as input for the ML classifiers to predict the final output
for the brain tumor MRI. The proposed scheme uses a novel
feature evaluation and selection mechanism, an ensemble of 13
pre-trained CNNs, to extract robust and discriminative features
from brain MRI images without human supervision. The CNN
ensemble, is comprised of ResNet-50, ResNet-101, DenseNet-
121, DenseNet-169, VGG-16, VGG-19, AlexNet, Inception
V3, ResNext-50, ResNext-101, ShuffleNet, MobileNet, and
MnasNet. Since the researchers use fairly small datasets for
training, they take a transfer learning-based approach by using
the fixed weights on the bottleneck layers of each CNN model
pre-trained on the ImageNet dataset.

II. DATA GATHERING & PRE-PROCESSING

The data-gathering part of the research starts with outlining
some criteria. The data should contain non-tumorous, LGG,
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and HGG samples and be well balanced between the labels.
The latter is essential since too much data augmentation on
medical images often does not generalize well. A well-suited
candidate was found at The Cancer Imaging Archive (TCIA).
The REMBRANDT (REpository for Molecular BRAin Neo-
plasia DaTa) Dataset [10] seemed to have all this research’s
characteristics. The dataset is one of the most trusted publicly
available datasets, comprised of MRI scans from 130 subjects
of three classes, non-tumorous, LGG, and HGG. Furthermore,
the LGG and HGG classes have subclasses that opened the
opportunity to make the classification outcome more extensive.
The dataset is a combination of metadata from various text
and spreadsheet files and the 110,020 images in the DICOM
format, which also includes a vast quantity of metadata. After
preprocessing, the dataset comprises 123 patients and 105,265
slides, distributed as shown in Table I. At this point, it was
discovered that one key bit of information was missing; how
to separate the MRI slides that contained the tumorous cells
from the ones that did not contain them. All the source
data were reexamined, but the answer was not found. While
searching online for how to find the needed key, one paper
stood out [11]. The paper used that same dataset for a similar
application. While being reduced to 4069 slides, it seemed that
the authors of this paper had found a way to filter the data
further. A meeting with the paper’s main author was arranged
to understand how to reproduce the dataset. His research team
had employed help from neurologists to go through each
slide manually and label them correctly. Fortunately, the main
author offered to share a smaller dataset version. After further
processing, the dataset has 735 samples distributed, as shown
in Table II, and is now ready for training CNN models.

TABLE I
DATASET SAMPLE DISTRIBUTION

Disease Grade Label Unique Samples Count
Astrocytoma II LGG 30 25286
Astrocytoma III HGG 17 16038

GBM IV HGG 43 32837
Non-Tumorous n/a n/a 15 17041

Oligodendroglioma II LGG 11 9335
Oligodendroglioma III HGG 7 4728

Total 123 105265

TABLE II
MANUALLY LABELED DATASET SAMPLE DISTRIBUTION

Label Sample Count
Normal 168

LGG 287
HGG 280
Total 735

III. METHODOLOGY

Finding the CNN architecture with or without transfer
learning that yields the best results for the classification task is
the primary goal of the current research. Therefore designing a

pipeline where the CNN architecture can easily be substituted
is essential. Doing so required finding the generally most
suitable division of the Test, Validation, and Test subsets, the
most suitable baseline hyperparameter settings, and whether
image augmentation was to be used. For this task, VGG16
[12] was selected, as it had been used for the same applica-
tion with promising results [13] [14]. After training a large
number of VGG16 models, a baseline for training other CNN
architectures was established. A total of 60 images, 20 from
the three classes, were randomly picked for the Test set. The
remaining images are divided into 30% and 70% for the
Validation and Training sets. The Training set is also aug-
mented with rotation, width and height shift, shearing, zoom
and brightness adjustment, and horizontal flipping. Filters with
minimal adjustments to the original gave better results than
fewer with more extensive adjustments. The Normal label has
a little over half of the samples as LGG and HGG, and is
therefore producing a higher number of augmented images.
The Normal label in the Train set is increased from 103 to
309, LGG from 186 to 372, and HGG from 182 to 364. With
a batch size of 24, the baseline uses 10 epochs for training
with a learning rate of 0.001, Adam for optimization with
categorical cross-entropy as the loss function. In addition to the
VGG16 architecture, five other CNN architectures were used
to train models, including AlexNet, MobileNet [15], ResNext
[16], DenseNet121 [17], and a custom-designed architecture.
The custom CNN architecture is designed to accept N amount
of 224x224 image matrices with 3 color channels; it consists of
three convolutional layers of 32, 64, and 64 filters, of filter size
3x3, with zero-padding, and ReLU as the activation function.
The first convolutional layer is followed by a max-pooling
layer of pool size 4x4, and the last two convolutional layers
have a pool size of 2x2, each followed by a dropout layer
with a dropout rate of 0.15. Next, a flattening layer is added
to transform matrix output to vector inputs to be accepted
by the first dense layer, which is comprised of 512 ReLU
activated neurons, followed by a dropout layer with a 0.5
dropout rate. The last hidden layer is a dense layer of 256
ReLU activated neurons. The model’s final layer, its output,
is a 3 neuron softmax activated dense layer for classification.
The general architecture of this model is shown in Fig. 1, and
the folowchart is provided in Fig. 2.

IV. RESULTS

All the CNN architectures implemented to this point show
outstanding results, as shown in Table III. While multiple
runs were made on each architecture to obtain the given
results, and there is an indication that the Test set in particular
needs expansion, the results indicate that DenseNet121 is the
best candidate for the given classification task. Surprisingly
enough, with the custom architecture as the runner-up.

V. RESEARCH CONTRIBUTIONS

The research conducted has been a good start for further
developing a usable CADD system. A pipeline for data prepro-
cessing that makes preparing new data samples both easy and
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Fig. 1. Custom CNN Architecture.

Fig. 2. Flowchart of the custom framework.

TABLE III
CNN ARCHITECTURE RESULTS

Architecture Epochs Initial learning rate Loss Accuracy & F1
VGG16 10 0.001 0.3218 0.933
ResNext 12 0.001 0.1244 0.933

MobileNet 28 0.001 0.1141 0.950
Custom 22 0.000316 0.0989 1.00
AlexNet 28 0.001 0.0582 0.983

DenseNet121 12 0.001 0.0254 1.00

fast has been developed. Similarly, a pipeline for augmenting
the training data and a pipeline for defining CNNs, training
them, and providing a classification model as the output
has been developed successfully. Also, to demonstrate the
potential of the research, a user interface has been developed
and deployed to a web server where the general public can
accessed at tumorclass.info. All the source code used in this
project can be found in the GitHub repository.

VI. DEPLOYMENT

A service called ngrok was selected for the deployment.
Ngrok is a free service that allows the exposure of localhost to
the internet in a secure manner. With ngrok installed, the only
steps needed were to run the FastAPI in uvicorn on the local
machine and then run ngrok in a separate terminal to expose
the local host to the internet. To make it a little more elegant,
a domain name was purchased, and the DNS was set to give
access to ngrok. A monthly subscription on ngrok was also
purchased to connect the autogenerated ngrok domain name
to the custom domain name. In figures Fig. 3, Fig. 4, Fig. 5,
and Fig. 6 the implemented user interface is shown.

Fig. 3. Interface of our platform.

VII. CONCLUSION & FUTURE WORK

The next step after our CADD system is to expand the
data set. The amount of suitable data available is limited.
However, the REMBRANDT dataset has a vast number of
images suitable for manual labeling performed by radiologists.
Expanding the data set will make it more transparent, which
architectures generalize well. As such, these architectures can
be the focus of further development. These days, MRI scans
provide 3D images, so further development to facilitate 3D
classification is also a viable option.
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Abstract—The paper reports some results on neural archi-
tectures for learning numerical concepts from visual data. We
use datasets of small images with single-pixel dots (one to
six per image) to learn the abstraction of small integers, and
other numerical concepts (e.g. even versus odd numbers). Both
fully-connected and convolutional architectures are investigated.
The obtained results indicate that two categories of numerical
properties apparently exist (in the context of discussed problems).
In the first category, the properties can be learned without
acquiring the counting skills, e.g. the notion of small, medium
and large numbers. In the second category, explicit learning of
counting is embedded into the architecture so that the concepts
are learned from numbers rather than directly from visual data.
In general, we find that CNN architectures (if properly crafted)
are more efficient in the discussed problems and (additionally)
come with more plausible explainability.

I. INTRODUCTION AND MOTIVATION

THE CONCEPTS of numbers and numerical properties
develop primarily (e.g. [1], [2]) from sensory experiences,

with visual inspection playing the pivotal role.
Researchers investigate the topic of learning numerical

abstractions mainly (apart from actual and prospective appli-
cations) as a challenging AI/ML problem.

Initially, the works were focused on object counting rather
than understanding the abstractions, with efforts on counting-
by-localizing sub-tasks, e.g. [3]. This was an application-
oriented approach, and some sources (e.g. [4]) indicate that
true understanding of numbers may not be even needed to
perform counting tasks in visual data.

Later, researchers expressed more interests in grasp-
ing/learning the concept of numbers and numerical abstrac-
tions. First, it was done in the context of human brain func-
tioning (e.g. [5]) but recent works focus on machine learning
aspects as well. In particular, visual data have been explicitly
used as inputs to learning algorithms and architectures, e.g. [6],
[7], [8]. Complexity of those visual inputs is usually limited
to avoid complicated image processing sub-tasks, i.e. either
binary [6], [7] or near-binary [8] low-resolution images are
used.

In this paper, we follow the same approach. Using results
of [6] and [8] as the starting point, we attempt to develop
simple neural architectures for learning the concept of numbers
(from a limited range 1 to 6) and other numerical abstractions
which can exist within such a narrow range of integers.
Examples of such abstract concepts are:

• even and odd numbers;
• small (1, 2), medium (3, 4) and large (5, 6) numbers;
• etc.

Formally, each concept is a division of integers (from 1
to 6 range) into classes. For example, enumeration from 1 to
6 corresponds to six classes (1), (2), (3), (4), (5) and (6),
even and odd numbers form two classes (1, 3, 5) and (2, 4, 6),
etc. Then, an input image should be assigned to the correct
class based on the number of dots it contains.

In Section II, we explain the proposed methodology and
overview the developed datasets. The considered neural ar-
chitectures are also briefly explained. Section III presents the
conducted experiments and achieved performances. Informal
explanations of the trained architectures are provided there
as well. The concluding Section IV highlights the most
significant facts, underlines unsolved problems and proposes
directions for the future work.

II. METHODOLOGY

A. Assumptions

In [6], two neural models are proposed for estimating
numbers of white non-overlapping rectangles (up to 10) in
small black images of 28× 28 resolution.

In [7], more general (but still simple) tasks are discussed,
i.e. estimating either the numbers of white isolated pixels or
white connected components in 256× 256 black images. The
assumed numbers of counted objects are much larger (e.g. up
to 3, 000 isolated pixels).

In [8], the task is to count isolated pixels (up to 10) in 10×
10 images. However, the images are only approximately binary
with random polarity (bright pixels on dark backgrounds or
another way around).

In this paper, the proposed scenario (based on the above
approaches) is further simplified. Images are very small (7×7)
and contain up to 6 dots. Such small numbers of dots are
motivated by a well known psychological fact that humans
can visually perceive (without explicit counting) at most 7
objects. The images are only approximately binary and their
polarity is random.

We consider both fully-connected (FcNN) and convolutional
(CNN) neural networks. This is motivated by inconlusive
reports from the past papers, where pros and cons of both
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Fig. 1. Exemplary dataset images.

TABLE I
FIRST CNN ARCHITECTURE (CNN1).

Layer Parameters Activation
input 7× 7
conv. 16× 3× 3, str=1 relu

maxpool 2× 2, str=1
conv. 16× 16× 2× 2, str=1 relu

fc 10 outputs tanh
fc 6 (or 2, or 3) outputs softmax

output 6 (or 2, or 3)

architectures are highlighted. Obviously, the considered ar-
chitectures are rather simple to reflect small size and low
complexity of input images.

B. Datasets

The developed dataset consists of 12, 000 7× 7 near-binary
images (6, 000 dark images with bright dots and 6, 000 images
of the opposite polarity). The numbers of dots range from 1
to 6 (each number in 2, 000 images).

Near-binary images are used to alleviate overfitting, and to
more realistically represent the real-world visual conditions.

Figure 1 shows a small sample of dataset images.
For the actual training and testing, the dataset is divided

into two parts of 6, 000 images each (with the same ratio of
all types of images). Only one half is used for training and
validation, while the other half is used for testing only.

C. Neural architectures

As mentioned earlier, both FcNN and CNN architectures are
considered. After extensive try-and-error tests (and partially
following the ideas from [6] and [8]) we eventually propose
two CNN and two FcNN architectures shown in Tables I- IV.

It can be noticed that (CNN1, CNN2) and (FcNN1, FcNN2)
pairs are very similar. Actually, ’variant 2’ architectures are
obtained by embedding ’variant 1’ (with 6 nodes in the
terminal layer) and adding an additional FC layer. In the
embedded ’variant 1’, its last layer is assumed to learn
numbers from 1 to 6. Thus, the terminal layer of ’variant
2’ architectures would infer the numerical abstractions from
presumably learned concepts of enumeration. This is further
explained in Section III (with some special cases separately
discussed).

TABLE II
SECOND CNN ARCHITECTURE (CNN2).

Layer Parameters Activation
input 7× 7
conv. 16× 3× 3, str=1 relu

maxpool 2× 2, str=1
conv. 16× 16× 2× 2, str=1 relu

fc 10 outputs tanh
fc 6 outputs softmax
fc 2 (or 3) outputs softmax

output 2 (or 3)

TABLE III
FIRST FCNN ARCHITECTURE (FCNN1)

Layer Parameters Activation
input 49

fc 53 outputs tanh
fc 10 outputs tanh
fc 6 (or 2, or 3) outputs softmax

output 6 (or 2, or 3)

Actually, the architectures can be much slimmer than pre-
sented here. For example, the first hidden layer of FcNN
architectures can be reduced from 53 nodes to, for example,
20 nodes. The current size is proposed to satisfy theoretical
conditions of approximation theorems.

Similarly, the number of filters in convolutional layers of
CNN architectures can be much smaller (see Section III); the
proposed numbers just provide safe margins.

III. EXPERIMENTS AND RESULTS

The proposed architectures were separately trained for var-
ious concepts, including:

• learning the concept of numbers from 1 to 6;
• differentiating between even and odd numbers;
• differentiating between medium (3, 4) numbers and other

numbers (i.e. either small (1, 2) or large (5, 6));

TABLE IV
SECOND FCNN ARCHITECTURE (FCNN2)

Layer Parameters Activation
input 49

fc 53 outputs tanh
fc 10 outputs tanh
fc 6 outputs softmax
fc 2 (or 3) outputs softmax

output 2 (or 3)

Fig. 2. Training (continuous line) and validation (circles) accuracy plots for
CNN1 learning numbers from 1 to 6.
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Fig. 3. Confusion matrices for FcNN1 (top) and for CNN1 (bottom) trained
to identify numbers from 1 to 6.

Fig. 4. Examples of images with incorrectly identified numbers of dots by
CNN1.

• and a few other (sometimes slightly artificial) numerical
concepts.

In the following subsections, we discuss how the architec-
tures can handle the above tasks.

A. Learning numbers from 1 to 6

This task is the only one similar to the problems discussed
in earlier papers (e.g. [4], [6], [7], [8], [9]).

We found that both CNN1 and FcNN1 architectures can
easily learn to nearly flawlessly recognize the number of dots
in test dataset images. As an example, Fig. 2 shows training
performances of CNN1.

The overall accuracies (on the test dataset, see Section II-B)
are almost the same, i.e. 99.68% for CNN1 and 99.17% for
FcNN1. However, the confusion matrices (given in Fig. 3)
indicate more plausible performances of CNN1. Errors are
located within classes with larger numbers of dots, i.e. in the
scenarios where humans can make mistakes more frequently.

Examples of some incorrectly identified images are given
in Fig. 4. At the first glance, they may look confusing even
for humans.

B. Learning even and odd numbers

In this task, classification is not directly related to magni-
tudes of numbers but to their specific quantifiers (which should
be identified by trained networks). In [5], it is argued that
in human perception knowledge of numbers makes important
contributions to acquiring meanings of such quantifiers. Our
observations confirm this conclusion.

We find that 2-output architectures of CNN1 and FcNN1
type (i.e. the hidden layer for learning numbers is missing)
are apparently unable to learn the abstraction of even and odd

Fig. 5. Training (continuous line) and validation (circles) accuracy plots for
CNN1 learning even and odd numbers.

Fig. 6. Training (continuous line) and validation (circles) accuracy plots for
CNN2 learning even and odd numbers.

numbers. The most typical accuracy for CNN1 is the random-
choice 50.00%. FcNN1 performs slightly better, reaching
60.48%. Thus, the architectures are unable to learn such
numerical abstractions.

An exemplary plot of CNN1 performances during training
is shown in Fig. 5.

When ’variant 2’ architectures are used, the situation
changes. Although accuracy of FcNN2 architecture deterio-
rates compared to FcNN1 (58.52% versus 60.48%), a signifi-
cant improvement can be noticed for CNN2. Accuracy reaches
83.32% and training is very fast, as shown in Fig. 6.

In other words, if the concept of numerical values is
embedded in the process (as explained in Section II-C) the
convolutional architecture is able to quickly generalize the
abstraction of even and odd numbers with reasonable accuracy.
This can be considered a kind-of-projection of [5] observations
onto machine learning domain.

C. Learning other numerical abstractions

The other exemplary numerical abstractions considered in
the experiments are:

• medium numbers, i.e. (3, 4) versus all other numbers,
• various classes of compact and disconnected subsets of

integers (see Table V).
In the first experiment, the overall conclusions are similar to
Section III-B. CNN1 architecture achieves results equivalent
to random choice (66.67% accuracy; a training plot shown in
Fig. 7) while FcNN can reach 74.36%.

Again, a switch from CNN1 to CNN2 architecture signif-
icantly improves performances. With the concept of numbers
embedded, CNN2 achieves almost perfect 99.38% accuracy,
and the learning curve is very steep (see Fig. 8). For FcNN2,
however, there is no real improvement.

In other experiments, various classes have been proposed
within the range 1, 6; examples are shown in Table V. We
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Fig. 7. Training (continuous line) and validation (circles) accuracy plots for
CNN1 learning to distinguish {3, 4} from other numbers.

Fig. 8. Training (continuous line) and validation (circles) accuracy plots for
CNN2 learning to distinguish {3, 4} from other numbers.

found that learning abilities of proposed architectures strongly
depend on whether the classes consist of compact subsets of
integers (e.g. even and odd numbers are disconnected classes).

For FcNN architectures (regardless the variant) the results
are satisfactory only if the classes are compact. Table V con-
tains a number of examples with the top accuracies obtained by
FcNN architectures (either FcNN1 or FcNN2). The accuracy is
always very high for compact classes, while for disconnected
classes the results are unacceptable (often even below the level
of random choice).

For CNN architectures the results are generally much better.
For compact classes, almost perfect accuracies can be obtained
both by CNN1 and CNN2, while for disconnected classes
only CNN2 are able to reach very high accuracies. CNN1
architectures usually struggle to go beyond the random-choice
level.

However, some interesting examples of disconnected classes
have been identified, where even CNN1 are able to score near-
perfect performances. Learning numbers divisible by 3 (i.e.
(3, 6) and (1, 2, 4, 5) classes) is one of such examples.

As expected, FcNN architectures perform rather poorly
(63.25% for FcNN1 and 64.92% for FcNN2) in this example.
However, CNN architectures can almost perfectly grasp this
abstraction, even in CNN1 variant (i.e. without the embedded
concept of numericals). Accuracy reaches 99.97% for the test

TABLE V
ACCURACY OF FCNN ARCHITECTURES IN SELECTED OTHER PROBLEMS.

Classes accuracy compact?
(1, 2)(3, 4)(5, 6) 99.1% YES
(1)(2)(3, 4, 5, 6) 99.5% YES
(1, 4)(2, 5)(3, 6) 56.1% NO
(2, 4)(1, 3, 5, 6) 74.7% NO
(3, 5)(1, 2, 4, 6) 68.3% NO
(4, 5)(1, 2, 5, 6) 74.1% NO

Fig. 9. Training (continuous line) and validation (circles) accuracy plots for
CNN1 learning numbers divisible by 3.

Fig. 10. First-layer of 3×3 filters for (from top to bottom): CNN1 for learning
1 to 6 numbers, CNN2 for learning even and odd numbers and CNN1 for
learning numbers divisible by 3.

dataset, and the learning curve is very steep (see Fig. 9).
Very similar results are obtained for another (somehow

artificial) case, where the first class consists of (2, 6) and all
other numbers form the second class.

D. Explainability issues

The complexity of proposed architectures is (deliberately)
very low to correspond to low complexity of the input data.
Therefore, it is possible to inspect the learned values of NN
parameters, and informally explain their roles in the process.

Again, the conclusions are very different for FcNN and
CNN architectures. In FcNN structures, it is hardly possible
to identify any intuitive explanations for the obtained weights.
The numbers look random, and even if some specific features
(e.g. near-zero columns in the weight matrix of the second
hidden layer) can be noticed, they do not exist in other nets
trained to learn similar concepts.

For CNN structures, however, the convolutional layers of
successfully trained architectures are almost identical. Fig. 10
shows visual representations of 3 × 3 filters of the first
convolutional layer for several such cases. It looks obvious
that in all of them only one filter plays an active role (others
are approx. averaging filters) and its apparent role is to detect
isolated pixels.

Fig. 11 presents the corresponding filters for an unsuccess-
fully trained CNN1 (see Fig. 5) for learning even and odd
numbers. Again, only one active filter can be noticed, but
its effective functionality is unclear. Thus, the failure of this
architecture can be attributed to unsuccessful building of the
first-layer filters.

Similarly, 2×2 filters of the second convolutional layer are
virtually identical for all CNN architectures, and (again) only

Fig. 11. First-layer of 3 × 3 filters in CNN1 unsuccessfully trained to
distiguish between even and odd numbers.
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Fig. 12. Second-layer of 2 × 2 filters for CNN architectures. They are
virtually the same for all trained CNN1 and CNN2 structures. Only one filter
(in the last row) seems to perform actively.

one of the filters seems active (see Fig. 12). Apparently, its
role is to accumulate large-magnitude instances of the first-
layer results, i.e. to effectively count the number of dots.

Thus, the inferred explanations accurately correspond to
the common-sense understanding of the investigated learning
tasks.

IV. SUMMARY

The paper presents some insights into processes of learning
basic numerical concepts from visual data (small near-binary
images containing several single-pixel dots) by using simple
FcNN and CNN architectures.

It was found that in case of concepts with classes forming
compact subsets in the domain of integers (e.g. (1), (2) and
(3, 4, 5, 6)) both FcNN’s and CNN’s can be trained to achieve
nearly perfect accuracy on test datasets. However, for dis-
tributed classes (e.g. even and odd numbers) the conclusions
are less straightforward.

For distributed classes, FcNN architectures are sometimes
able to achieve accuracies above the random-choice level,
but generally their performances are unsatisfactory. Typically,
CNN’s in CNN1 variant also do not go above the random-
choice levels. However, CNN2 architectures (where learning
numbers is embedded into a hidden layer of the net) can
achieve very high (or almost perfect) accuracies even for
distributed classes. There are, nevertheless, specific cases
where both CNN2 and CNN1 architectures can achieve almost
perfect accuracy after very short learning period (with very
steep learning curve). Further experiments and analysis are
needed to better understand this phenomenon.

In many aspects, the obtained results supplement conclu-
sions from past works on similar topics (mainly [6], [7]
and [8]). In particular, we can (partially) support opinions

from [7] about limited usefulness of fully connected archi-
tectures for counting tasks in visual data. The concepts of
using small-scale CNN’s for learning numerical abstractions
(proposed in [6]) is also confirmed.

However, conclusions from our earlier work [8] about lim-
ited capabilities of CNN architectures should be significantly
revised.

Additionally, we found that in the investigated problems
CNN architectures can be much better explained. In particular,
the weights of convolutional filters nicely correspond to the in-
tuitive understanding of the problems. In FcNN architectures,
we did not find any regularities coincidenting with the nature
of learned problems.

Last but not least, our investigations can be (distantly)
related to works discussing learning numerical concepts from
neuropsychological perspectives. For example, relations be-
tween numerical and logical quantifiers are discussed in [5],
while early stages of sensory-based counting abilities and
understanding numbers by animals (from insects to humans)
are presented in [1], [10], [11], [12] (and many other works).
We believe that similar investigations can be continued in the
domain of AI agents and systems.
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Abstract—User experience as a concept of human-computer
interaction is crucial for the evaluation of systems and applica-
tions. Every new generation of navigational systems provides new
features and extended functionality, which has additional func-
tions that can oftentimes confuse the primary information on the
system’s functionality. The conducted experiment analyses and
observes available versions of navigation systems such as Garmin
Drive 50 and/or TomTom Go, which are offered with certain
advantages on features. The paper presents the selected aspects
regarding the implementation, design, environment, recruitment,
tests, and evaluation of the navigation systems, concluding from
the results that there is difference between audio and visual mode.

Index Terms—navigation systems, human-computer interac-
tion methods, user experience, multimodal usability

I. INTRODUCTION

New generation of navigational systems provide new fea-
tures and extended functionality, which can sometimes be
source of confusion on the primary information of the system’s
functionality. This often times lead to poor usability, especially
when it comes to operations of the primary functions [1],
[5]. In order to design a proper environment with effect on
user satisfaction, the usability aspect should be taken into
account. This is to ensure successful performance on the
primary operations of the system, as well as on the upgraded
versions, regardless of the users’ experience and ability with it.
User experience as a concept of human-computer interaction
is a fundamental concept in the evaluation of systems and
applications, particularly because it affects issues such as
usability, cognitive load, affective experiences, mental demand,
efficiency, etc.

The evaluation of usability is quite diverse. As an area,
it is under uninterrupted and active development, meaning
new approaches and procedures come as continuous expansion
of the practice into several contexts [2]. Hence, the testing
methodologies can be different based on aim, place, and
moderating style. However, in general there are two evaluation
methods on usability, namely qualitative and quantitative [2],
[6]. The quantitative evaluation is required to generally get
numerical values that represent the level of usability, whilst
qualitative evaluation is required to identify and examine
issues and problems. In our work, we focus mainly on the

quantitative method as a primary evaluation, namely surveys
designed for specific tasks.

The concept of cognitive load, in the other hand, referring
to the amount of effort required while performing an action, is
an aspect taken into consideration mainly because of potential
interference with the processes in the use of a system [17].
Considering that an ideal application or system ensures an
interface that keeps user cognitive load to a minimum, what
we have considered as an important indicator [18].

Additionally, mental workload, considered as a demand
placed on the user by the system, depends on many parameters,
which lead to the fact that the result of a task performed is
subjective to the users’ experience and the ability [7]. For this
reason, it was determined that during the recruitment process
the experience, initial capacities, reaction time and fatigue will
be taken into account. The conducted experiment analyses and
observes available navigation systems such as Garmin Drive
50 and/or TomTom Go, which are available and with certain
advantages on features, although not as widely used as the
most traditional available Maps. The compactible devices used
were Camper/RV 890 and/or TomTom GO 60S Automotive
GPS Navigation Device. The main reasons for carrying out
this experiment are to find out the satisfaction and efficiency of
the applications used and how much of the aimed aspects are
satisfactory. This experiment is carried out aiming to analyse
and compare user experience on aspects as efficiency, usability,
and cognitive load on system’s multimodal mode.

The defined null hypothesis assumes that there is slightly
no difference between visual or audio mode of feedback in
the user experience. Hence, it was decided on three defined
dependent variables, namely efficiency, usability, and cognitive
load, where the efficiency regards how fast the user finished
the task, taking into account its completion time. Furthermore,
usability as the second variable is defined as how easy the
feedback is learned by the user. Finally, the mental and/or
physical load for the tasks being taken by the user and the
difference between audio and visual feedback. The indepen-
dent variable is the feedback type with the given conditions on
the audio and visual feedback treatments, shown in table I. The
environment of the design is certainly basic, as it contains only
one independent variable with two possible conditions based
on the mode of the feedback. The design would be affected
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by different user features, such as background, accessibility,
previous experience which affects efficiency and other minor
variables [5], [14], [15].

Aspects regarding the implementation, design, environment,
recruitment, tests and evaluation are thoroughly discussed in
the next sections. The paper is structured as follows: section
2 presents the recruitment process, selected profile and co-
founding variables together with the methods, tasks and setup.
Section 3 deals with the result, statistics and significance
of each test performed. Finally, section 4 gives an overall
conclusion and discussion on final findings.

II. METHODOLOGY OF THE STUDY

The recruitment design is selected considering different fac-
tors, concentrating especially on the depended variable – the
user experience, which should consider that has a wide range
of variations. In the view of certain complex tasks that require
information retrieval from the system, problem-solving skill of
a certain level is necessary for multimodal feedback. Certainly,
some individual users might have limitations, disabilities, or
accessibility issues, hence within group design would be best
to eliminate such differences [3], [4], [16].

Participant’s profile is selected deciding in various factors
in order to minimize the confounding factors:

• Users with similar experience in using such systems.
• User of similar age group.
• User with/without IT background.
• Accessibility or level of disability (visual or audio is-

sues/impairments).
Training and overview of the proposed navigation system is

given to the user and an orientation session conducted to make
participants familiar with the tasks required and how to tackle
it. Moderators are not allowed to interfere during any ongoing
activity, only in case of error issues, to allow completion of
the activity.

In this setting the dependent variable is User Experience
for the following categories, i.e., Efficiency, Usability and
Cognitive Load. Given it with only one independent variable
which is the type of feedback for the chosen systems, taking
into consideration two conditions/states: Audio and Visual
feedback for the respective system.

Whereas the environment of the carried experiment con-
sisted of several elements. The first session was conducted to
assess the navigation system usability, first by being introduced
to the use of the system. Secondly, specific tasks for a specific
period of time and path. It was followed by a session with
the test environment where participants were asked to explore
the virtual landscape freely and navigate from one place to
another. The participants were instructed to try all of the
navigation functions provided.

A short questionnaire was handed out after the road/path
completion and the participants answered the questions within
d minutes. The moderator followed a set of predefined ques-
tions during the later session. Preparation required before the
study starts includes the consent form, demographic question-

naire, participants coding and preparing all other question-
naires.

The tasks described in table I shall be assigned to the user
walking or riding a car. This was not given, and in order to
avoid any confounding variables, it could be provided.

Conditions intended are audio and visual feedback. The
order of the condition to which the participant was assigned is
the key to avoiding other factors or confounding variables. To
avoid variables or other factors on the evaluation of dependent
variable, it is very important to use randomization in order to
lessen the effects. Such variables can be fatigue, or the learning
curve while trying the tasks of audio than visual mode in order.

The conditions are counterbalanced among 20 participants
using a simple randomization technique. The certain sequenc-
ing considering only two options of sequencing: C1ßC2 or
C2ßC1, having in mind the counterbalance of the order effect,
for n = 20, gives times 10 for each sequence, hence it was
assigned which participant gets what sequence in order, having
randomly "1" or "0" assigned and counted equal, followed by
code of sequences.

After conducting the test, every participant filled in two
questionnaires, one for the SUS (System Usability Scale) and
second for TLX (Task Load Index). Using the adopted version
of the questionnaire for system usability scale to measure the
user experience for both audio and visual feedback [6], [7]
as presented in the tables II and III. Similarly, some questions
were adopted from user satisfaction questionnaire GUESS [9].

The questions defined in table III are required as a post
questionnaire for participants who completed the tasks that
had been discussed to measure the usability. For the efficiency
measurement [8], the evaluation was done taking into consid-
eration two features: the task completion time and the speed
of conducting it, taken into units; time in seconds and speed
per minute respectively. After the measurement of efficiency
for both modes of the system, using T-Test was possible to
compare the two means of speed and task completion for audio
and visual feedback.

III. SYSTEM USABILITY SCALE (SUS) TESTS OF
NAVIGATION SYSTEMS

Usability studies are well suited for gathering qualitative
or quantitative behavioural data and for answering design-
related questions. Considering that our setup is rather focused
on collecting feedback on the features rather than attitudinal
feedback [10], [11], [12], it is well fit for our purpose.
Nevertheless, data collected through methods mentioned, was
later on described and analysed with Paired Sample T-Test.
System usability score was calculated based on the questioners
filled by participants [13].

Table IV contains the results from preliminary question-
naire, calculated and elaborated accordingly to the System
Usability Scale (SUS) test score. In a general view the Visual
mode tends to draw higher values than the Audio one (Fig. 1).
Similarly, as seen in the results from boxplot the mean SUS
scores of visual values are higher than the audio values.
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TABLE I
TASKS AND SETUP.

Scheduled routes Schedule a route in advance, either by given destination, decided route
according to the path and time given

≈ 45min

Specific destination Type in an address from a location outside of the city center (e.g.,
Suburban area in proximity to the city) you want to travel and follow
a direction on the navigation system using the feedback type assigned.

≈ 90min

Find a nearby medical
center

Find closest hospital/clinic specialized in surgery and follow feedback
from a navigation system

≈ 45min

Completion Wrap-up, archiving logs and documents, collection of results. ≈ 45min

TABLE II
SYSTEM USABILITY SCALE QUESTIONS.

Sentence Score (1-5)
1. I think that I would like to use this system frequently. Score (1-5)
2. I found the system unnecessarily complex. Score (1-5)
3. I thought the system was easy to use. Score (1-5)
4. I think that I would need the support of a technical person to be able to use this system. Score (1-5)
5. I found the various functions in this system were well integrated. Score (1-5)
6. I thought there was too much inconsistency in this system. Score (1-5)
7. I would imagine that most people would learn to use this system very quickly. Score (1-5)
8. I found the system very cumbersome to use. Score (1-5)
9. I felt very confident using the system. Score (1-5)
10. I needed to learn a lot of things before I could get going with this system. Score (1-5)

TABLE III
TASK LOAD INDEX QUESTIONNAIRE TO ASSESS THE WORKLOAD OF TASKS FOR GIVEN CASES.

Subject Question Scale elaboration
Mental Demand (MD) How mentally demanding was the task? Very low to Very high
Physical Demand (PD) How physically demanding was the task? Very low to Very high
Temporal Demand (TD) How hurried or rushed was the pace of the task? Very low to Very high
Performance (P) How successful were you in accomplishing what you were asked to do? Failure to Perfect
Effort (E) How hard did you have to work to accomplish your level of performance? Very low to Very high
Frustration (F) How insecure, discouraged, irritated, stressed, and annoyed were you? Very low to Very high

TABLE IV
CALCULATED SUS SCORES FOR VISUAL AND AUDIO FEEDBACK.

PID Visual mode Audio mode
1 55 27.5
2 80 37.5
3 30 12.5
4 70 100
5 85 32.5
6 72.5 85
7 95 100
8 50 45
9 97.5 50

10 80 95
11 67.5 42.5
12 100 100
13 57.5 7.5
14 62.5 82.5
15 82.5 45
16 57.5 22.5
17 42.5 30
18 95 95
19 40 37.5
20 82.5 45

Considering that only statistics are not enough to shows the
significance in the system usability, paired samples T-Test shall
be applied. Furthermore, Standard Error of Mean (SEM) and
Standard Deviation (SD) are higher for audio over the visual

Fig. 1. Boxplot showing mean SUS scores of visual and audio values.

Fig. 2. Paired sample t-test.

feedback for which the values in audio are not very close to
mean values, compared to ones in visual feedback (Table V).

Conducted Paired Samples T-Test on calculated SUS scores
resulted in significant effect, t(19) = 2.778, p = 0.012
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TABLE V
DESCRIPTIVE STATISTIC FOR THE DUAL MODE.

Descriptive Statistics
System Usability Scale AUDIO VISUAL
Valid 20 20
Missing 0 0
Mean 53.25 69.50
Standard Error of Mean (SEM) 7.30 4.51
Standard Deviation (SD) 32.66 20.19
Variance 1067.17 407.63
Minimum 7.50 30.00
Maximum 100.00 100.00

TABLE VI
DESCRIPTION STATISTICS FOR VISUAL AND AUDIO FEEDBACK.

N Mean Standard
Deviation

Standard
Error

MDVIS 20 6.857 4.214 0.796
MDAUD 20 9.250 5.803 1.097
PDVIS 20 7.893 4.653 0.879

PDAUD 20 6.964 4.647 0.878
TDVIS 20 4.821 3.389 0.640

TDAUD 20 5.857 4.461 0.843
PVIS 20 8.750 4.436 0.838
PAUD 20 9.000 4.431 0.837
EVIS 20 8.500 5.037 0.952

EAUD 20 9.679 4.877 0.922
FVIS 20 5.750 4.024 0.761
FAUD 20 9.821 5.976 1.129

(Fig. 2). Results of Paired Samples T-Test conclude that
the differences between is significant which means that the
population (SUS scores for different feedback systems) have
intrinsic differences. The p-value of 0.012 is much smaller
than 0.05, so it is possible to reject the null hypothesis of no
difference between type of feedback in system usability and
consider with a high degree of confidence 98.8% that visual
type of feedback is giving better usability. It is shown in table
VI, that Fatigue and Mental Demand have significance, results
have p value smaller than 0.05, so we can say high confidence
that there is difference in Mental Demand and Fatigue factor
effected user experience for both Audio and Visual feedback.

The observed result were t(27) = −3.170 and p = 0.004
for the Mental Demand, whilst for the Fatigue t(27) = −3.663
and p = 0.001. So null hypothesis that there is no difference in
user experience between audio and visual feedback is rejected.
Due to the significance test results applied.

IV. CONCLUSIONS

The main goal of this paper was to find out whether there
is a difference in user experience and system usability, in case
of audio and visual feedback of navigation systems. The paper
further investigated how using audio or visual mode impacts
the variables user experience, usability and cognitive load in
given setup. The results of the experiment show that there is
a considerable difference in user experience for the System
Usability and task cognitive load for the two types of audio
and visual feedback for navigation systems, as shown in the
results of the tests engaged. As for system usability dependent
variable Visual Feedback was preferred among all participants

with 98.8% confidence, whereas the degree of freedom showed
the result: t(19) = 2.778, p = 0.012. On the other hand, for
the Task Cognitive Load as dependent variable, the results
showed that only two factors have significant effect in its Task
Load, namely Fatigue and Mental Demand where p resulted
smaller than 0.05, what leads to confidence of 99% that Audio
type feedback requires more mental demand and causes more
Tiredness to the users. These data resulted on given scores:
t(27) = −3.170, p = 0.004 for Mental Demand and t(27) =
−3.663, p = 0.001 for Fatigue. Consequently, the results lead
to the rejection of null hypothesis that there is no difference
in user experience between audio and visual feedback.
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Abstract—Although several approaches have been proposed
throughout the last decade to build recommender systems (RS),
most of them suffer from the cold-start problem. This problem
occurs when a new item hits the system or a new user signs
up. It is generally recognized that the ability to handle cold
users and items is one of the key success factors of any
new recommender algorithm. This paper introduces a frequent
pattern mining framework for recommender systems (FPRS)
- a novel approach to address this challenging task. FPRS is
a hybrid RS that incorporates collaborative and content-based
recommendation algorithms and employs a frequent pattern
(FP) growth algorithm. The article proposes several strategies
to combine the generated frequent itemsets with content-based
methods to mitigate the cold-start problem for both new users
and new items. The performed empirical evaluation confirmed
its usefulness. Furthermore, the developed solution can be easily
combined with any other approach to build a recommender
system and can be further extended to make up a complete and
standalone RS.

Index Terms—recommendation system, cold-start problem,
frequent pattern mining, quality of recommendations.

I. INTRODUCTION

OVER the past few decades, alongside the explosion
in the amount of data on the internet, the popularity

of online streaming services, e-commerce, and social media
has highlighted an important challenge to provide users with
recommendations that match their preferences and interests.
Therefore, the demand for finding more efficient techniques
to generate recommendations has received more attention.
Over the years, researchers have suggested various approaches
for building recommender systems that leverage the rating
history and possibly some other information, such as users’
demographics and items’ characteristics. The majority of these
approaches can be classified into three main categories: (i)
collaborative filtering (CF), (ii) content-based (CB) filtering,
and (iii) hybrid filtering.

The basic idea behind collaborative filtering is that users
with similar tastes or preferences tend to behave similarly
in the future. This technique relies on historical transactions
to compute similarities among users from which the recom-
mendations are eventually generated. An analogous approach
can be applied to create recommendations based on item
similarities. On the other hand, content-based filtering tries
to utilize items’ characteristics, users’ demographics, and

Research co-funded by Polish National Science Centre (NCN) grant no.
2018/31/N/ST6/00610.

contextual information to recommend additional items similar
to those preferred by the target user in the past. Finally, hybrid
techniques cover the weaknesses and exploit the strengths
of CF and CB models by combining them to provide more
relevant results.

The aforementioned techniques are highly appreciated by
practitioners and businesses. However, they also encounter
significant difficulties in terms of data characteristics. One of
the issues is related to the sparsity of data. The discussed
methods rely on modeling the user-item interactions, and
hence, the quality of such may be impacted by an insufficient
number of movies rated by each user. Another challenge is
related to the so-called cold-start problem. This phenomenon
is particularly inconvenient and occurs whenever recommen-
dations are generated for a new item or user that does not have
any interaction or rating in the history. In fact, many state-of-
the-art recommendation algorithms may generate unreliable
recommendations for such cases since they cannot learn the
preference embedding of these new users/items [1], [2], [3].

In this study, we presented a particular take on the challenge
of devising more effective and efficient recommendation tech-
niques. We put special attention to properly handling the new
users and items. We propose several methods to overcome the
cold-start problem and the sparsity nature of the datasets by
utilizing the FP-growth algorithm to generate frequent patterns
based on items’ characteristics and users’ demographics. The
main contributions of this paper are as follows:

1) We introduce frequent pattern mining framework for
recommender systems (FPRS) - a novel hybrid recom-
mender system that utilizes the FP-growth algorithm to
produce frequent itemsets based on the ratings in the
user-item matrix.

2) We utilize the items’ and users’ features to extract
particular patterns based on the features selected.

3) We propose several techniques to mitigate the cold-start
problem by using the discovered patterns to provide
recommendations for new users and involve new items
into the recommendations generated for the users.

4) We conduct the empirical evaluation of the proposed ap-
proach on well established benchmark data (MovieLens
100K and MovieLens 1M), showing its effectiveness
in the presence of new entities (users and items, i.e.,
movies) in test data.
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The remainder of this paper is organized as follows. Sec-
tion II describes and reviews important research efforts that ad-
dressing the cold-start problem in the domain of Recommender
systems. In Section III, we provide background information
for collaborative filtering and frequent pattern mining. In
Section IV, we present a novel frequent pattern mining model
(FPRS) that utilizes the ratings in user-item rating matrix
to discover the frequent itemsets associated with selected
users/items features. Section V evaluates and compares the
proposed model with a baseline recommender system. Finally,
in Section VI, we draw conclusions and suggest possible future
work.

II. RELATED WORKS

Recommender systems (RS) predict the utility of an item
to a user and suggest the best items concerning the user’s
preferences, where the items may represent movies, books,
restaurants, or any other things [4], [5]. The aforementioned
capability of RSs makes those techniques especially useful,
and indeed, there are many areas of their successful applica-
tions like eCommerce, online marketing, or social networks
[6], [7]. The scientific literature provides several taxonomies
for RS [8]. However, the most common approaches refer
to content-based or collaboration-based techniques and their
various hybridizations [9]. Collaborative Filtering (CF) is one
of the most widely used and successful techniques, with
excellent results in a wide range of applications in many fields
[8], hence is particularly interesting in our research and further
reviewed in detail in Section III-A. Despite the noticeable
decline in their popularity in favor of collaborative systems,
content-based techniques are still widely used because of
handling the so-called cold-start problem [10]. Because of the
significantly different characteristics of those approaches, it is
advisable to construct hybridizations of both [11], as further
discussed in our study.

A typical RS consists of the three main elements: a user
model (established by analyzing the users’ interests and
preferences), an item model (based on its characteristics),
and the recommendation algorithm that is a key constituent.
There are many reported approaches to implementing the
recommendation algorithm by the specific adoption of ma-
chine learning (ML) models like matrix factorization, deep
neural networks, or factorization machines (FM) [12], [13],
[14]. Building RS on top of the state-of-the-art ML models
leveraged the quality of recommendation results, improving
user satisfaction and profits in e-commerce [15], [6], [16]. At
the same time, however, we may observe the known problems
with ML related to the data sparsity, the latency of prediction
returned by complex models, and foremost, the unfairness of
recommendations for new users or items that is often referred
to as the cold-start problem [17], [18].

Solving scalability issues is one of the most common tasks
when deploying big-scale recommender systems. Especially as
the number of users and items significantly grows over time,
it is essential for RSs to handle requests without appreciable

latency. This problem is particularly challenging for memory-
based methods like k-nearest neighbors. However, in the case
of web-scale recommendation tasks like social media, the
Internet of Things (IoT), or various e-commerce applications,
it is a hot topic also for model-based techniques, especially
considering more complex and deep models [1], [19]. Another
aspect that is particularly noticeable for collaborative filtering
is related to the sparsity of user-item interactions [20]. Here,
the quality of CF-based methods may be impacted by an
insufficient number of items rated by each user [21]. Some
recommender systems suffer from their over-specialization
(sometimes referred to as a serendipity problem). It is ob-
served when the RS produces recommendations with minimal
novelty, i.e., all of the same kind [22]. Recently, there is also
an increasing interest in privacy awareness when handling user
data and explainability of recommendations [23], [24].

Regardless of recent achievements in RS, the cold-start
problem is still one of the most prevailing topics deserving
further attention and is particularly interesting in the context
of our study [3], [21]. The difficulty arises due to the deficient
information about new entities. Therefore it has a particularly
strong negative impact on collaborative methods, heavily im-
pacting the fairness of recommendations for new users, often
passing over new items [18]. Most of the attempts to deal
with such a problem consider enhancing the collaborative-
based methods with content-based approaches that leverage
the intrinsic characteristics of the analyzed entities. For exam-
ple, in [2], the authors propose hybrid recommender models
that use content-based filtering and latent Dirichlet allocation
(LDA)-based models. Whereas in [9], we may find a hybrid RS
that combines the singular-value decomposition-based collab-
orative filtering with content-based and fuzzy expert systems.

There are many more techniques to dealing with the
cold-start problem by combining collaborative filtering with
a content-based methods, including using simultaneous co-
clustering [25], self-organizing maps, or Siamese neural net-
works [3]. There are also some attempts to combine RSs with
various dimensionality reduction techniques [26]. Considering
the discussed problem of missing or insufficient information,
it seems interesting to refer to the dimensionality reduction
methods based on the granularization of the attribute space
[27], and particularly on resilient techniques [28], [29] -
i.e., resistant to data deficiencies. The hybridization of soft
computing techniques with collaborative and content-based
methods is a wide-ranging field of research and an interesting
area for the further development of recommendation systems
[30], particularly interesting for context-aware RSs [31], [4].

Some approaches to dealing with cold-start refer to popular-
ity measures, e.g., on the recent trend in users’ preferences or
always returning the most popular items [14], [10]. However,
these may be very misleading and result in so-called popularity
bias since users often differ in their preferences, which may
also vary between types of products and their characteristics
[18]. Hence, an additional effort to deal with biases in data
is required [32]. Another interesting approach to dealing with
insufficient or missing historical transactions avail additional
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sources of information to enhance the data representation. In
particular, in [21], the authors train RSs with the Linked Open
Data model based on DBpedia to find enough information
about new entities. When dealing with the cold-start problem,
some researchers rely on directly inquiring the users about
their preferences. Such information may be collected, e.g., via
survey or by asking users to select the most relevant picture
related to the desired item [33]. Combining community-based
knowledge with association rule mining to alleviate the cold-
start problem is also bringing very promising results [31].
Referring to association rule mining (cf. [34]) and frequent
pattern mining (cf. [35]) techniques to address the cold-start
problem is interesting also from the perspective of speeding up
the recommender systems. For this reason, frequent patterns
mining is particularly interesting in our research, and we
review this field in detail in Section III-B.

III. PRELIMINARIES

In this section, we briefly summarize the academic knowl-
edge of collaborative filtering and frequent pattern mining
techniques. Then, we review some of the research literature
related to addressing the cold-start problem.

A. Collaborative Filtering

The basic idea behind collaborative filtering (CF) is that the
users who have similar preferences in the past tend to behave
similarly in the future. Basically, CF-based methods rely only
on users rating history to generate recommendations, meaning
that the more ratings the users provide, the more accurate the
recommendation become [4]. Usually, the historical ratings
or preferences can be acquired explicitly or implicitly. So,
the CF-based methods are often distinguished by whether
they operate over explicit ratings, where the user explicitly
rate particular items, or implicit ratings, where the ratings
are inferred from observable user activity, such as products
bought, songs heard, visited pages, or any other types of
information access patterns [4]. In the literature, collaborative
filtering methods can be classified into two main categories: (i)
memory-based techniques, and (ii) model-based techniques.

The memory-based technique uses directly the rating his-
tory, which is stored in memory, to predict the rating of items
that the user has not seen before. However, the memory-based
techniques can be grouped into two different classes: (i) user-
based collaborative filtering, and (ii) item-based collaborative
filtering. The user-based collaborative filtering, also known as
k-NN collaborative filtering, works by finding the other users
(neighbors) whose historical rating behavior is similar to that
of the target user and then using their top-rated products to
predict what the target user will like [36]. To mathematically
formulate the problem, let us assume there is a list of users
U = {u1, u2, ..., um} and a list of items I = {ii, i2, ..., in}.
Then, the user item rating matrix consists of a set of ratings
vi,j corresponding to the rating for user i on item j. If Ii is

the set of items on which user i has rated in the past, then we
can define the average rating for user i as follows [36]:

vi =
1

|Ii|
∑

j∈Ii

vi,j (1)

In user-based collaborative filtering, we estimate the rating
of item j that has not yet rated by the target user a as follows
[36] [37]:

pa,j = va +

∑k
i=1 s(a, i)(vi,j 2 vi)∑k

i=1 |s(a, i)|
(2)

where k is the number of most similar users (nearest neigh-
bors) to a. The weights s(a, i) can reflect the degree of
similarity between each neighbor i and the target user a.
On the other hand, item-based collaborative filtering is just
an analogous procedure to the previous method. The simi-
larity scores can also be used to generate predictions using
a weighted average, similar to the procedure used in user-
based collaborative filtering. Mathematically, we can predict
the rating of item j that has not yet been rated by the target
user a as follows [36] [37]:

pa,j =

∑k
i=1 s(j, i)(va,i)∑k

i=1 |s(j, i)|
(3)

where k is the number of most similar items (nearest neigh-
bors) to j that the target user a has rated in the past.
However, the most popular metrics used to calculate the sim-
ilarity between different users, or items, are cosine similarity
and Pearson correlation. Finally, the recommendations are
generated by selecting the candidate items with the highest
predictions.

On the other hand, the model-based technique works by
learning a predictive model using the rating history. Basically,
it is based on matrix factorization which uses the rating history
to learn the latent preferences of users and items. Matrix
factorization is an unsupervised learning method that is used
for dimensionality reduction. One of the most popular tech-
niques applied for dimensionality reduction is Singular Value
Decomposition (SVD). Mathematically, let us assume M is the
user item rating matrix. The SVD of M is the factorization of
M into three constituent matrices such that [37]:

M = UΣV T (4)

where U is an orthogonal matrix representing left singular
vectors of M . V is an orthogonal matrix representing right
singular vectors of M . Σ is a diagonal matrix whose values
σi are the singular values of M [37].

B. Frequent Pattern Mining

The basic idea of frequent pattern mining, also known
as association rule mining, is to search for all relationships
between elements in a given massive dataset. It helps us to
discover the associations among items using every distinct
transaction in large databases. The key difference between
association rules mining and collaborative filtering is that in
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association rules mining we aim to find global or shared
preferences across all users rather than finding an individual’s
preference like in collaborative filtering-based techniques [38]
[39] [40].

At a basic level, association rule mining analyzes the dataset
searching for frequent patterns (itemsets) using machine learn-
ing models. To define the previous problem mathematically,
let I = {i1, i2, ..., im} be an itemset and let D be a set of
transactions where each transaction T is a nonempty itemset
such that T ¦ I . An association rule is an implication of the
form A ó B, where A ¢ I , B ¢ I , A �= ', B �= ', A+B = '.
In the rule A ó B, A is called the antecedent and B is called
the consequent. Various metrics are used to identify the most
important itemset and calculate throe strength, such as support,
confidence, and lift. Support metric [40] is the measure that
gives an idea of how frequent an itemset is in all transactions.
In other words, the support metric represents the number of
transactions that contain the itemset. The Equation 5 shows
how we calculate the support for an association rule.

support(A ó B) = P (A *B) (5)

On the other hand, the confidence [40] indicates how often
the rule is true. It defines the percentage of transactions
containing the antecedent A that also contain the consequent
B. It can be taken as the conditional probability as shown in
Equation 6.

confidence(A ó B) = P (B|A) = support(A *B)

support(A)
(6)

Finally, the lift is a correlation measure used to discover
and exclude the weak rules that have high confidence. The
Equation 7 shows that the lift measure is calculated by
dividing the confidence by the unconditional probability of
the consequent [40] [38].

lift(A ó B) =
P (A *B)

P (A)P (B)
=

support(A *B)

support(A)support(B)
(7)

If the lift value is equal to 1, then A and B are independent
and there is no correlation between them. If the lift value is
greater than 1, then A and B are positively correlated. If the
lift value is less than 1, then A and B are negatively correlated.

Various algorithms exist for mining frequent itemsets, such
as Apriori [39] [41], AprioriTID [39] [41], Apriori Hybrid [39]
[41], and FP-growth (Frequent pattern) [39] [42]. In this paper,
we employ FP-growth algorithm to generate frequent itemsets.
What makes FP-growth better than other algorithms is the fact
that FP-growth algorithm relies on FP-tree (frequent pattern
tree) data structure to store all data concisely and compactly
which greatly helps to avoid the candidate generation step.
Moreover, once the FP-tree is constructed, we can directly use
a recursive divide-and-conquer approach to efficiently mine the
frequent itemsets without any need to scan the database over
and over again like in other algorithms [42].

IV. FREQUENT PATTERN MINING FRAMEWORK FOR
RECOMMENDER SYSTEMS (FPRS)

The main problem we address in this paper is to alleviate the
impact of new users and new items cold-start in recommender
systems based on collaborative filtering techniques. In theory,
collaborative filtering methods can be grouped into two general
categories (i) memory-based techniques and (ii) model-based
techniques. In memory-based techniques, we calculate the
similarities between users/items based on the rating history
and then generate recommendations based on the most similar
users/items. In model-based techniques, we rely, e.g., on
matrix factorization methods to learn the latent factors of
users and items and then decompose the user-item interaction
(rating) matrix into the product of two lower dimensionality
matrices. Collaborative filtering methods are strictly relying on
user ratings or user interactions. For that reason, these methods
suffer from the cold-start problem whenever a new user joins
the system or when a new item is added. In practice, both
situations often lead to the inability to provide accurate or
meaningful recommendations.

To tackle the cold-start problem, we implement the Frequent
Pattern mining framework for Recommender Systems (FPRS).
This framework extends the popularity-based approach by
employing frequent pattern mining techniques to learn the
user preferences depending on users’ and items’ character-
istics. Fig 1 shows the high-level design which is used to
develop the FPRS framework. The process of generating
the recommendations consists of four stages: (i) Data Input,
(ii) Data Preparation, (iii) Frequent Pattern Mining, and (iv)
Recommendation Generation. In the first stage, we enrich the
user-item rating matrix by users’ demographics and items’
characteristics. The data preparation stage consists of three
steps. In the first one, we store only the favorable reviews by
filtering out every review/rating below a determined threshold.
In the second step, we perform attributes analysis and check
the validity of using them for generating the recommendation.
In the last step, we split the dataset for each selected attribute.
It is important to note that we follow multiple strategies
to perform the attribute selection. More details about these
strategies will be provided later in this section. Then, in the
third stage, we generate frequent itemsets using FP-Growth
algorithm. Finally, we produce the recommendations in the
last stage for user cold-start and item cold-start. However, the
FPRS framework consists of two main modules: (i) user cold-
start module, and (ii) item cold-start module. Each of these
modules has dedicated strategies that are used to select the
features and produce the recommendations.

Strategy 1 User Cold-Start Module

1: Use entire training set (no records splitting)
2: Generate frequent 1-itemsets {support > min_support}
3: Recommend all these frequent 1-itemsets to any new user

a) user cold-start module: In this module, we focus
on generating recommendations for new users who signed
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Fig. 1: Frequent Pattern Mining Framework For Recommender
Systems

up recently to the system and most likely do not have, or
have very few, ratings in the user-item rating matrix. We
follow two strategies to generate such recommendations. These
strategies differ in two main factors: (i) features selected to
split the data, and (ii) the way how the frequent patterns
are utilized to generate the recommendations. More details
about the strategies followed in the user cold-start module are
introduced in Strategy 1 and Strategy 2.

Strategy 2 User Cold-Start Module

1: Split the records based on users demographics (i.e. gender)
2: Generate frequent 1-itemsets {support > min_support}
3: Recommend to the new user all frequent 1-itemsets which

are generated based on the demographics of new user

b) item cold-start module: In this module, we focus on
generating recommendations for new items which are recently
added to the system and most likely do not have, or have
very few, ratings in the past. We follow multiple strategies
to generate such recommendations. More details about the
strategies followed in the item cold-start module are provided
in Strategy 3, Strategy 4, and Strategy 5.

Finally, it is worth mentioning that the threshold values used
in the above strategies are selected carefully by objectively
searching for a good set of values that achieves the best
performance on a given dataset. More details on how we
choose these values are provided in Section V.

Strategy 3 Item Cold-Start Module

1: Split the records based on items characteristics (i.e. genre)
2: Generate frequent itemsets {support > min_support}
3: Set the participation percentage threshold
4: for each value in genre do
5: Find all users who involved in creating larger than the

participation threshold of frequent itemsets
6: end for
7: Recommend the new item based on its genre to all users

found in previous step

Strategy 4 Item Cold-Start Module

1: Split the records based on users demographics and items
characteristics (i.e. gender and genre)

2: Generate frequent itemsets {support > min_support}
3: Set the participation percentage threshold
4: for each value in genre do
5: Find the dominant gender by counting how many fre-

quent itemsets are generated by male and female
6: end for
7: Recommend the new item based on its genre to all users

belong to dominant gender who involved in creating larger
than the participation threshold of frequent itemsets

Strategy 5 Item Cold-Start Module

1: Split the records based on users demographics and items
characteristics (i.e. gender and genre)

2: Generate frequent 1-itemsets {support > min_support}
3: Set the participation percentage threshold
4: Assign frequent 1-itemsets created by male to one cluster,

and frequent 1-itemsets created by female to another
cluster

5: Find the center of each cluster
6: Calculate the distance between the new item and the center

of each cluster
7: Recommend the new item to all users who involved in

creating larger than the participation threshold of frequent
itemsets in the closest cluster

V. EVALUATION METHODOLOGY

In this section, we conduct comprehensive experiments to
evaluate the performance of the FPRS recommender system.

A. Dataset and Evaluation Measures

In our experiments, we used two datasets (MovieLens 100K
and MovieLens 1M)1 which were collected by the GroupLens
research project at the University of Minnesota. MovieLens
100K contains 100,000 ratings given by 943 users on 1682
movies on a scale from 1 to 5. While MovieLens 1M contains
1,000,000 ratings of approximately 3,900 movies made by
6,040 users on a scale from 1 to 5. In both datasets, we

1https://grouplens.org/datasets/movielens/
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combine three files (users.data, items.data, ratings.data) in
order to join users’ demographics, items’ characteristics, and
ratings in one dataset. The final/joined dataset contains userId,
itemId, rating, gender, age, occupation, and genres attributes
(cf. Table I). Moreover, we performed further analysis of the
features we used in our experiments (gender, genre) to un-
derstand the interrelation between these features and obtained
results. Figures 2 show the most popular movie genres among
males and females for both datasets (MovieLens 100K and
MovieLens 1M).

TABLE I: Selected data characteristics.

Attribute
Name Data Type Value Range

(MovieLens 100K)
Value Range

(MovieLens 1M)
gender Character M-F M-F

age Number Under 18-73 Under 18-56

occupation Text 21 occupation 21 occupation

genres Text 19 genres 19 genres

Fig. 2: Histogram of the variables (rating, genre and gender)
in the MovieLens 100K and 1M datasets.

After clearing the data from invalid records, we split it into
training and testing datasets according to FPRS module as
follows:

• For the user cold-start module testing, the 20 users with
the highest number of ratings on the 50 most popular
movies were selected. The ratings given by all those
20 users (9052 records in MovieLens 100K and 25533
records in MovieLens 1M) are considered a testing set,
keeping the rest of the records in the training set. This
way, all the record related to the selected users were
removed from the test set, which simulates the cold-start
problem associated with new users.

• To properly evaluate the item cold-start module, the
testing data is chosen similarly. We firstly find the 50 most
active users. Then, we select the 20 most rated movies by
those 50 users. The ratings of all those 20 movies by all
the users in our data (7320 records in MovieLens 100K
and 41105 records in MovieLens 1M) are considered as a
testing set, keeping the rest of the records in the training
set. Note that all the ratings for the selected movies are
removed from the training data set, which corresponds to
the item cold-start.

In our study, we consider a binary decision task whether
a given item (i.e., movie) is appropriate for the user. To
correctly model this situation for the MovieLens data, we
assume that films rated by users 4 or 5 are preferred by
them (belong to the positive class). In contrast, those ranked
lower are poorly matched to the users. Therefore, the FPRS
recommender system feedback for each new user or item is
binary information: recommend or not recommend. Following
that, in order to assess the quality of the prediction, the F1
measure is used [43].

F1 = 2 · precision · recall
precision+ recall

(8)

where precision quantifies the number of correct positive rec-
ommendations made (see Equation 9). While recall quantifies
the number of correct positive recommendations made out
of all positive predictions that could have been made (see
Equation 10).

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

Moreover, we use the accuracy metric to measure all the
correctly identified cases. This measure is mostly used when
all the classes are equally important.

Accuracy =
TP + TN

TP + FP + TN + FN
(11)

B. Baseline Recommender System

To showcase the strengths of frequent pattern mining in
RS, we build a baseline model in a similar way to the
strategies described previously, but the FP-growth algorithm
was omitted. In order to evaluate both modules of FPRS, two
versions of baseline RS are developed as follows:
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• New user baseline model: for each movie in the training
set, the most common gender and age group of the
user was found. When a new user comes, they get
recommended all movies that were assigned to their age
group and gender.

• New item baseline model: it works similarly. We find the
most popular (watched) genre for each user. Then each
new movie is recommended to all users whose favorite
genre was the same as the new movie’s.

C. Performance Comparison and Analysis

In order to provide a fair comparison, we use precision,
recall, F1, and accuracy measures to compare the performance
of FPRS against the baseline RS. After splitting the dataset
into the training and testing sets and training both baseline and
FPRS recommendation systems, we run two experiments to
evaluate the user cold-start module and item cold-start module.

a) User cold-start module: In the performed experiment,
we evaluated the user cold-start module in FPRS. We cal-
culated precision, recall, F1, and accuracy measures for the
results generated by the baseline RS and FPRS following the
two strategies, which we have described in Section IV. The
comparison results of this evaluation method are shown in
Tables II and III. The results show that all developed strategies
outperformed the baseline RS for precision, F1, and accuracy
on both data-sets. However, the baseline solution reported
higher recall, which is quite natural since the developed
methods are more selective, providing more apt results with a
tradeoff that some potentially relevant movies may be omitted.
For the user-cold start problem, both strategies were evaluated
at min_support value of 0.08 and performed similarly. The
second one was just slightly better.

TABLE II: Evaluation for user cold-start (MovieLens 100k).

Strategy Precision Recall F1-score Accuracy

Baseline 0.24 0.72 0.33 0.44

Strategy 1 0.58 0.56 0.57 0.80

Strategy 2 0.59 0.58 0.58 0.80

TABLE III: Evaluation for user cold-start (MovieLens 1M).

Strategy Precision Recall F1-score Accuracy

Baseline 0.33 0.82 0.44 0.47

Strategy 1 0.63 0.63 0.62 0.77

Strategy 2 0.64 0.64 0.63 0.78

b) Item cold-start module: In the second experiment, we
evaluated the item cold-start module in FPRS. We calculated
precision, recall, F1, and accuracy measures for the results
generated by the baseline RS and FPRS following all the
strategies described in Section IV. The comparative summary
of this evaluation is shown in Tables II and III. The results
show that the performance of FPRS, using all strategies, is
superior to the baseline solution. However, the results differ

slightly between datasets. For MovieLens 100K, all strategies
reported similar recall. Regarding precision and F1 measures,
the most successful in dealing with new items in this data
appeared to be strategy no. 4, which is based on both items’
and users’ characteristics. However, for the applications that
do require high accuracy, it would be better to apply strategy
no. 5, which was also superior in terms of recall, F1, and ac-
curacy on the second data-set (MovieLens 1M). All strategies
were evaluated at the participation threshold value of 30% and
min_support value of 0.2.

TABLE IV: Evaluation for item cold-start (MovieLens 100k).

Strategy Precision Recall F1-score Accuracy

Baseline 0.38 0.3 0.32 0.59

Strategy 3 0.69 0.64 0.66 0.75

Strategy 4 0.79 0.62 0.69 0.84

Strategy 5 0.67 0.63 0.63 0.86

TABLE V: Evaluation for item cold-start (MovieLens 1M).

Strategy Precision Recall F1-score Accuracy

Baseline 0.49 0.43 0.43 0.64

Strategy 3 0.65 0.71 0.64 0.76

Strategy 4 0.64 0.73 0.66 0.83

Strategy 5 0.6 0.79 0.66 0.86

D. Thresholds Sensitivity Analysis

In FPRS model, we use some threshold values, such as
min_support and participation percentage, in order to extract
frequent itemsets and produce relevant recommendations for
new users and new items. In this section, we conduct some
experiments to show how changing those values may impact
performance of FPRS. Moreover, the output of this experiment
helps to find the optimal values of these thresholds, and hence
to conduct fair and reliable experiments.

In the first experiment, we aim to find the optimal value
of min_sup threshold by evaluating FPRS (item cold-start
module) using different min_sup values. Fig 3a shows how
the F1-score of FPRS is impacted by applying different values
for MovieLena 100K data. Observably, the best min_supp
values for all strategies used in FPRS (item cold-start module)
are between 0.1 and 0.2. The similar observations, regarding
MovieLens 1M data, we may find in Figure 3b.

In the second experiment, we search for the optimal value of
the participation threshold in FPRS (item cold-start module).
Figures 3c and 3d show how F1-score of FPRS is impacted
by applying different values for both investigated datasets.
Observably, the best participation threshold values for all
strategies used in FPRS (item cold-start module) are between
15% and 30%. Finally, it is worth noting that when we run this
experiment, we use the optimal value of min_sup we found in
the previous experiment.
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(a) min_supp threshold (MovieLens 100k)

(b) min_supp threshold (MovieLens 1M)

(c) participation percentage threshold (MovieLens 100k)

(d) participation percentage threshold (MovieLens 1M)

Fig. 3: Sensitivity analysis for min_supp and participation
percentage thresholds for MovieLens 100k and 1M.

VI. CONCLUSIONS AND FUTURE WORKS

This article introduces FPRS, a novel recommender system,
which methodically utilizes the ratings to discover frequent
itemsets associated with selected users/items features and then
incorporates these frequent itemsets in generating recommen-
dations for new users and items. Our study evaluates multiple
strategies for creating frequent itemsets to produce meaningful
and relevant recommendations.

To evaluate FPRS, we conducted comprehensive experi-
ments on MovieLens 100K and 1M datasets using the FP-
growth algorithm to generate the frequent itemsets. The exper-
imental results show that FPRS has outperformed the baseline
recommender system in terms of the precision, recall, F1, and
accuracy measures.

In the future work, we plan to incorporate additional con-
textual information and evaluate more advanced algorithms,
such as AprioriTID and Apriori Hybrid, in the process of
producing frequent patterns. Another important aspect to con-
sider is to evaluate our method against more state-of-the-art
recommender systems on various datasets. Furthermore, we
plan to consider changes in users’ behavior and preferences
by periodically updating frequent itemsets based on recent
changes in rating history. It would also be of value to extend
the users’ and items’ data representation by applying a more
advanced feature extraction to model the similarities among
them more effectively [44], [45], [46].
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Abstract—In this work, we propose the P3 Learning to
Rank (P3LTR) model, a generalization of the RP3Beta graph-
based recommendation method. In our approach, we learn the
importance of user-item relations based on features that are
usually available in online recommendations (such as types
of user-item past interactions and timestamps). We keep the
simplicity and explainability of RP3Beta predictions. We report
the improvements of P3LTR over RP3Beta on the OLX Jobs
Interactions dataset, which we published.

I. INTRODUCTION

GRAPH-BASED RP3Beta model [1] is a very strong
baseline on multiple recommender systems datasets [2],

[3], [4]. This relatively simple model outperformed other
approaches on our published OLX Jobs Interactions dataset
and is currently a state-of-the-art collaborative filtering rec-
ommender system at OLX. In this work, we propose P3LTR
(P3 Learning to Rank) model which generalizes the RP3Beta
model.

In RP3Beta each user and item is represented as a node
of the user-item bipartite graph. The recommendations are
generated based on the paths of length 3 starting from a given
user. The scores of these paths are calculated based on the
scores assigned to the edges of the graph. Scores of the edges
are directly calculated based on the degrees of the connected
nodes. Hence, there is no learning process in this approach.

In P3LTR, to better leverage the importance of the user-
item relation, we learn the score of a given edge based on
the features of this edge. As features, we not only use node
degrees but also utilize the sequence of interactions between
two given nodes. It enables us to incorporate the information
that the user visited the item several times and that the user
not only clicked but applied for a given job, or how recent the
click was.

In this work, we propose a training procedure and a loss
function for the P3LTR model. We tune, train, and evaluate
RP3Beta and P3LTR models on the OLX Jobs Interactions
dataset.

The paper consists of 6 sections. The second section
presents a literature review and formulates a research gap
addressed by this work. Section III proposes the P3LTR model
and describes its advantages and relation to the RP3Beta
model. Section IV describes the considered dataset and hy-
perparameter tuning procedure. The results of our model are
discussed in Section V. Section VI presents the conclusions
and future perspectives.

II. RELATED WORKS

A. Recommender systems

Most digital platforms provide more choices than the user
can explore in a reasonable time. Even a perfect search engine
can not resolve this problem, because it requires users to
know what they are looking for and to spend time providing
this information. For this reason, powerful recommendation
systems are developed by multiple companies, such as Netflix
[5] or Amazon [6].

We usually distinguish two categories of recommendation
methods: content-based and collaborative filtering. In content-
based models [7], [8] we utilize user and item features to
provide recommendations. The history of interactions between
users and items is considered from the perspective of a single
user. In contrast, collaborative filtering techniques [9], [10]
do not consider additional information about users or items
but utilize the rating history of all users at the same time
to provide recommendations. During the last few decades
several collaborative filtering recommendation techniques have
been proposed: neighborhood-based (e.g., [11], [12]), matrix
factorization-based (e.g., [13], [14]), graph-based (e.g., [1],
[15] or Word2Vec-based (e.g., [16], [17]).

Another category of recommendation systems, context-
aware recommendation systems (CARS) [18], [19], utilize
contextual information of user-item interactions such as time
or location. We can distinguish an important subcategory of
these methods, sequence-aware recommendation systems [20],
which utilizes sequentially-ordered user-item interaction logs.
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In this work, we extend a graph-based collaborative-filtering
approach that does not utilize additional contextual infor-
mation. Our approach is a sequence-aware recommendation
method that utilizes timestamps and types of interactions.

B. Graph-based recommendations

Many graph-based recommender systems are focused on
producing the item and/or user embeddings. Some of them
utilize the graph structure to produce random walks which are
used as an input for the model which produces embeddings.
For instance, Node2vec [21], or DeepWalk [22] utilize a
SkipGram model [23]. In recent years, several collaborative fil-
tering methods based on graph convolutional neural networks
have been proposed [15], [24], [25], [26].

Another type of graph-based recommendation systems di-
rectly utilizes the graph structure to calculate the scores of
items, usually by utilizing a user-item bipartite graph. Cooper
et al. [27] proposed simple and efficient P3 and P3alpha
methods which outperformed more complex and computation-
ally demanding techniques [28], [29], [30]. Paudel et al. [1]
extended this work by proposing the RP3Beta model, an exten-
sion of P3alpha which recommends popular items less often.
These methods were recently used as a benchmark by Dacrema
et al. [2], [3] and Anelli et al. [4] who compared them
with several state-of-the-art neural recommendation methods.
P3Alpha and RP3Beta demonstrated a very good performance
against other baselines and neural models. The RP3Beta model
provided the most accurate recommendations on some of the
considered datasets (i.e., Pinterest [31], CiteULike-a [32] and
MovieLens1M [33]; on MovieLens1M authors used their own
random splits). In our previous work, as yet unpublished, we
showed that RP3Beta outperforms other methods on the OLX
Jobs Interactions dataset. It is currently the state-of-the-art
collaborative-filtering recommendations technique deployed at
OLX Jobs.

C. Research gap

The RP3Beta model does not utilize any information about
user-item relations. Additionally, there is no learning process
that could optimize model parameters. Hence it is not possible
to learn the importance of edges in the user-item bipartite
graph. In this work, we fill this gap by proposing a machine
learning model which generalizes RP3Beta.

III. PROPOSED METHOD

A. Model

Let U be a set of users and I a set of items. For each user
u ∈ U and item i ∈ I let rui be the score assigned by the
model to the pair (u, i). We denote the matrix of all user-item
scores by RRR.

We represent users and items as the nodes of the bipartite
graph, where edges represent interactions between users and
items. Let N (x) represent the set of nodes connected with the
node x.
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Fig. 1. Path of length 3 with edge scores. The path is highlighted by bold
red line. Dashed lines represent the interactions between users and items.

For a given user u ∈ U our model recommends the items
with the highest score rui, excluding the items which the user
interacted with.

The score rui is calculated as the sum of the scores assigned
to the paths of length 3 connecting u and i, i.e.:

rui =
�

i2*N (u)

�

u2*N (i2)

p(u, i2, u2, i),

where p(u, i2, u2, i) is the score assigned to the given path.
Following the idea used in the RP3Beta model, we factorize
this score as:

p(u, i2, u2, i) = p
(1)
ui2p

(2)
i2u2p

(3)
u2i,

where p
(k)
xy is the score assigned to the edge connecting nodes

x and y in the k-th layer, k = 1, 2, 3. The edge scores of a
given path are illustrated in Fig. 1. With this assumption, the
calculation of the scores is simplified in the following way:

RRR = PPP (1)PPP (2)PPP (3),

where PPP (k) = (p
(k)
xy ), PPP (1),PPP (3) are |U| × |I| matrices and

PPP (2) is |I| × |U| matrix.
In this work we propose to calculate the edge scores as the

function of node features fn and edge features fe, i.e.:

p(k)xy = φ(k)(fn
x , f

n
y , f

e
xy),

where fn
x is feature vector of node x, fe

xy is a feature vector
of the edge connecting nodes x and y and φ(k) can be any
real-valued function (e.g., neural network). We will call the
functions φ(k) feature encoders and propose them below.

Assume that for each (user, item) pair we know the type
of interactions between them with corresponding timestamps.
Let E = {e1, e2, ..., e|E|} be a set of all possible types of
interactions (e.g., click, reply, purchase).
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Then we define the following features:
" deg(x) – degree of the node x (number of distinct

users/items which interacted with x),
" rec(x, y) – number of days which passed between the

most recent user (x or y) interaction with the item (y or
x) and the most recent interaction of this user with any
item,

" ev(ei, x, y) – number of interactions of type ei between
x and y,

" ev(x, y) – number of interactions between x and y.
Then the score is calculated as:

p(k)xy =(deg(y))2d(k) ·
e2 rec(x,y)r(k) ·

σ

û
ý�

i*|E|

ev(ei, x, y)

ev(x, y)
e
(k)
i + b(k)e

þ
ø ·

σ(ev(x, y)e(k) + b(k)),

where σ(x) = 1
1+e2x and d(k), r(k), e(k)i , b(k)e , e(k), b(k) are

model parameters.

B. Model parameters

The total number of P3LTR model’s parameters equals 3 ·
(5 + |E|).

The RP3Beta model is not learnable and has only two
hyperparameters: α and β. Our model is equivalent to RP3Beta
model when d(1) = d(2) = α, d(3) = β and all other
parameters equal 0.

RP3Beta is a generalization of P3Alpha [27] (for β = 0),
P3 [27] (for α = 1, β = 0) and #3-Paths [27] (for α = 0,
β = 0), so naturally P3LTR also includes these methods.

Parameters d(k) tell us how impactful (destination) nodes of
a given degree should be, i.e., d(k) = 0 means that we treat all
nodes equally, d(k) > 0 means that we reduce the impact of
nodes with a greater degree, d(k) < 0 means that we increase
the impact of nodes with the greater degree.

Parameters r(k) are used to utilize the recency of interac-
tions, i.e., when r(k) > 0 more recent interactions have higher
importance, when r(k) = 0 the recency of interactions has
no impact on recommendations and when r(k) < 0 the older
interactions are more impactful.

Parameters e
(k)
i , b(k)e are designed to utilize the information

about type of interactions between users and items. The param-
eters associated with events requiring higher user engagement
(e.g., replying to an offer) might have higher values than the
others (e.g., the parameter associated with visiting an offer).

Parameters e(k), b(k) were introduced to include the infor-
mation about the frequency of interactions. Higher frequency
is an indicator of higher user engagement and might be used
to increase the importance of a particular item.

C. Model training

The goal of training the model is to learn the values of the
parameters of our feature encoders φ(k). We describe three

components of this process: a forward pass for a single user,
a training loop, and a loss function.

1) Forward pass for a single user: We can present our
model from the perspective of a message-passing paradigm
used in graph convolutional neural networks [15], [24], [25],
[26]. For the initial representation (k = 0) we set the score
r
(0)
u = 1 for the node representing the given user and the score
0 for all other nodes. Then for all nodes x and for k = 1, 2, 3
we perform the message passing:

r(k)x =
�

y*N (x)

r(k21)
y φ(k)(fn

x , f
n
y , f

e
xy).

This process can be interpreted as spreading the message
across the graph. At the beginning, we send the message to
the neighboring nodes depending on their relevancy calculated
by φ(1). Then each of these nodes sends the message to their
neighbors with respect to the relevancy calculated by φ(2).
This process could be continued, but for efficiency reasons
and based on the results of Cooper et al. [27], we limit it to
3 steps.

2) Training loop: A training process is described by Algo-
rithm 1.

Algorithm 1 Training loop of the P3LTR model.
for iteration = 1, 2, . . . , iterations do

Update edge weights of the graph based on feature
encoders
Set the loss to 0.
for i = 1, 2, . . . , batch size do

Pick a random target user (by default: random user
who interacted with at least 2 items) and take his most
recent interacted item as a validation node.
Make a forward pass for this user and calculate the
scores of top k items and the score and position of a
validation node.
Calculate the loss for this user and add it to the current
loss.

end for
Backpropagate the loss and update the weights of feature
encoders.

end for

3) Loss function: The idea of our loss function is to score
the validation item higher than the other items. Let us define

ratio =
avg score of top k items

validation node score
.

To stabilize the training, we additionally calculated the sum
of squares of the parameters and multiplied it by a constant
regularization parameter. We considered three loss functions:

" ratio: ratio + regularization term,
" log ratio: ln (ratio) + regularization term,
" boosted log ratio: ln(ratio) · validation node position +

regularization term.
The idea of the log ratio was inspired by BPR loss [34]
function and the idea of the boosted log ratio was inspired
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by WARP loss [35]. The best loss function was chosen during
the hyperparameter optimization.

D. Model advantages

We would like to emphasize the following advantages of
the proposed approach:

1) P3LTR generalizes RP3Beta which is a strong baseline
model.

2) P3LTR directly utilizes the information about the user-
item relationship. For instance, our model may be used
for encoding the importance of ratings in the explicit
feedback dataset used for the top N recommendations
task if we treat each rating as a different type of
interaction.

3) P3LTR utilizes additional information regarding the
users and the items. In our collaborative filtering dataset,
we used only node degrees as such features, but we can
easily extend the model to include additional user and
item features.

4) P3LTR is an explainable model from two perspectives:
we can explain because of which items a given item
is recommended and explain why some items are more
influential on recommendations.

5) P3LTR directly utilizes the information of the node’s
neighbors. Such an approach might give better results
than embedding-based approaches for users with a low
number of interactions.

6) The training pipeline is used only for optimizing the
weights of feature encoders. Hence it can be trained
sporadically (or even just once) and be utilized for
providing predictions every day.

7) The model prediction is almost as efficient, as RP3Beta.
The difference is in the preprocessing stage, where in
P3LTR, we need to additionally calculate features and
pass them through feature encoders.

IV. EXPERIMENTAL SETUP

A. Dataset

We utilized the OLX Jobs Interactions dataset which is
publicly available on Kaggle1. In our previous work, as yet
unpublished, we compared several collaborative filtering non-
neural approaches. The RP3Beta model outperformed other
approaches in terms of accuracy and efficiency and, after
online A/B tests, has been deployed at OLX.
The dataset contains 65 502 201 events made on http://olx.
pl/praca by 3 295 942 users who interacted with 185 395
job ads in 2 weeks of 2020. Each event contains 4 pieces of
information: user id, item id, event type (e.g., click or reply)
and timestamp.
It is important to note that users usually do not interact with
many job ads (average: 20, median: 6, first quartile: 2, third
quartile: 18).

1https://www.kaggle.com/datasets/olxdatascience/olx-jobs-interactions
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Fig. 2. Precision for each model depending on parameters.

B. Train-test splitting

We split the events into train and test sets by time, i.e., 20%
of the newest events (approximately 2.8 days) were included
in the test set. We filtered out from the test set all user-item
pairs which appeared in the train set (to avoid recommending
already seen items).

C. Hyperparameter tuning

For the sake of efficiency, we extracted 20% of users and
20% of items from the original train set and, according to the
train-test splitting technique described in the previous section,
we divided them into train and test sets used for validation.
For each model, we defined the hyperparameter space and
performed 100 iterations chosen by Bayesian optimization us-
ing Gaussian processes. We were optimizing for precision@10
[36] calculated on 30 thousand users. In Fig. 2 we can observe
that the hyperparameters significantly affect the performance
of tuned models. Therefore, tuning was essential for providing
reliable results for compared methods. We can also see that
choosing suboptimal hyperparameters for the RP3Beta model
can result in very poor performance, which is not the case for
P3LTR. We report the optimal hyperparameters in Table I.

V. RESULTS

We used the best found hyperparameters to train our model
on the full dataset and generate recommendations for all
619 389 users in the test set. We compared the following
methods:

" P3LTR,
" RP3Beta,
" P3: which is the RP3Beta model for α = 1 and β = 0,
" #3-Paths: which is the RP3Beta model for α = 0 and

β = 0. We initialized all the parameters of our P3LTR
model to zeros, which makes the #3-Paths model equiv-
alent to the P3LTR model before the learning process.

In this section, we compare the accuracy and diversity of
these models. We will also discuss the parameters of our
P3LTR model.

A. Accuracy

In Table II we list common accuracy evaluation metrics
calculated with respect to the top 10 recommendations. The
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TABLE I
MODEL HYPERPARAMETERS.

Model Model hyperparamerers

RP3beta {’alpha’: 0.61447198, ’beta’: 0.1443548}
P3LTR {’regularization’: 0.001, ’learning_rate’: 0.02, ’batch_size’: 153, ’iterations’: 80, ’top_k’:

205, ’loss’: ’log_ratio’}

TABLE II
ACCURACY RESULTS. ALL PRESENTED METRICS WERE DESCRIBED IN

[36].

Model P3LTR RP3Beta P3 #3-Paths

precision 0.0515 0.0484 0.0481 0.0391
recall 0.0817 0.0783 0.0782 0.0611
ndcg 0.0798 0.0759 0.0755 0.0599
mAP 0.0414 0.0393 0.0390 0.0302
MRR 0.1423 0.1365 0.1363 0.1107
LAUC 0.5408 0.5391 0.5391 0.5305
HR 0.3242 0.3131 0.3147 0.2605

values should not be directly compared with the results
achieved on other datasets, because metrics heavily depend
on the distribution of the dataset (for example high sparsity)
and the train/test splitting strategy. We can observe that our
method P3LTR outperforms RP3Beta with respect to all listed
metrics.

To identify differences between the methods, we test the
null hypothesis that all methods perform the same. We used
the Friedman test with Iman and Davenport extension. The
p-value from this test is equal to 0 which indicates that we
can safely reject the null hypothesis that all the algorithms
perform the same. We can therefore proceed with the post-
hoc tests in order to detect significant differences among all of
the methods. Demšar [37] proposes the use of the Nemenyi’s
test and preparing a plot to visually check the differences, the
critical difference plot. In the plot, those algorithms that are
not joined by a line can be regarded as different. In our case,
with a significance of α = 0.05 any two algorithms with a
difference in the mean rank above 0.006 are regarded as non-
equal (Fig. 3).

We can observe three disjoint groups of methods:
1) P3LTR,
2) RP3Beta and P3,
3) #3-Paths.

From this analysis, we see that P3LTR performs significantly
better than other methods on the examined dataset.

B. Diversity

Most of the job ads refer to only one job position. Hence we
should avoid recommending the same item to a great number
of users. For that reason, we report also the diversity metrics in
Table III. Test coverage is a fraction of items from the test set
which were recommended to at least one user. We also report
Shannon entropy [38] and Gini index [38]. We can see that
P3LTR is the most diverse method with respect to all these
metrics. We can also note that the #3-Paths method seems less

2 3

CD =  0.006

P3LTR

RP3Beta

P3

#3-Paths

Fig. 3. Critical difference plot (for precision).

TABLE III
DIVERSITY RESULTS.

Model P3LTR RP3Beta P3 #3-Paths

test coverage 0.757 0.573 0.617 0.374
Shannon entropy 10.090 9.527 9.631 8.712
Gini index 0.844 0.908 0.898 0.957

diverse than other methods. We suppose that the reason is that
this method recommends the items based on the number of
paths of length 3 connecting a given user and item, so the
most popular items are more often recommended.

In order to decide whether to deploy a new recommendation
system in production, we usually check how different are the
recommendations produced by a new model compared to the
old one. To assess it we calculated the overlap coefficient [39]
with respect to user-item pairs. The results are reported in
Table IV. We see that 70% of the top 10 recommendations
provided by P3LTR and RP3Beta models are the same recom-
mendations. We can also observe that RP3Beta and P3 provide
pretty similar results on our dataset (overlap coefficient equals
84%).

C. Parameters of the P3LTR model

As we mentioned, the parameters of our model can be
easily interpreted. In the Table V we report the values of
d(k) (parameters related to node degrees) and r(k) (parameters
related to recency).

In previous works regarding the RP3Beta model, usually
positive values for α and β were chosen to discourage the
model from recommending the most popular items [1], [3].
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TABLE IV
AN OVERLAP OF MODELS.

Model P3LTR RP3Beta P3 #3-Paths

P3LTR 100% 70% 64% 50%
RP3Beta 70% 100% 84% 68%
P3 64% 84% 100% 60%
#3-Paths 50% 68% 60% 100%

TABLE V
PARAMETERS OF THE P3LTR MODEL.

Parameter k = 1 k = 2 k = 3

d(k) 0.631 0.163 0.433
r(k) 0.081 0.008 0.028

We can see that in our machine learning approach also positive
values were learned for all d(k) parameters.

Additionally, in RP3Beta model we have d(1) = d(2) = α.
However, P3LTR model chose very different values for d(1)

and d(2).
Regarding recency, the model chose positive values of r(k)

parameters. It means that the more recent interactions should
have higher importance.

We do not discuss parameters related to event type e.g.,
viewing or replying to an ad, because they did not converge
within the number of iterations we have chosen. Hence the
reported results might differ when we train the model multiple
times. We believe the convergence could be achieved with a
greater value of a batch_size hyperparameter, but it would also
significantly increase the training time.

VI. SUMMARY

In the paper, we introduced a new graph vertex ranking
recommendation method which we named P3LTR. It gener-
alizes the RP3Beta model which provides very efficient and
accurate recommendations on multiple datasets. We described
several strengths of our approach, including explainability and
prediction efficiency. We showed that our method is superior
to RP3Beta on the OLX Jobs Interactions dataset in terms of
accuracy and diversity of recommendations.

The proposed method may improve the quality of rec-
ommendations currently being generated using the RP3Beta
model that is implemented at OLX Jobs in a production
setting.

In future work, we plan to explore more advanced feature
encoders which utilize user and item features. We would like
to explore and compare different loss functions for the P3LTR
model. Additionally, we would like to launch A/B tests on
production to measure the model’s effectiveness on real users.
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Abstract—Recent advances in deep learning based language
models have boosted the performance in many downstream
tasks such as sentiment analysis, text summarization, question
answering, etc. Personality prediction from text is a relatively new
task that has attracted researchers’ attention due to the increased
interest in personalized services as well as the availability of social
media data. In this study, we propose a personality prediction
system where text embeddings from large language models such
as BERT are combined with multiple statistical features extracted
from the input text. For the combination, we use the self-
attention mechanism which is a popular choice when several
information sources need to be merged together. Our experiments
with the Kaggle dataset for MBTI clearly show that adding text
statistical features improves the system performance relative to
using only BERT embeddings. We also analyze the influence of
the personality type words on the overall results.

I. INTRODUCTION

PERSONALITY research has a long history of studies
mainly in psychology where stable patterns of thoughts,

feelings, and behaviors have been associated with the so called
personality traits. They are useful indicators for describing
individual’s preferences in perceiving the world and making
decisions [1].

Recent advances in natural language processing have made
it possible to build machine learning models using online
data on human behavior and preferences to automatically
predict people’s personality traits. Applications include wide
variety of internet services including recommender systems
[2], product personalization [3], social network and sentiment
analysis [4], [5].

In psychological science, there are two widely adopted
models for formal description of the personality traits. The five
factor model (Big Five) [6] consists of five broad dimensions
of personality - Openness, Conscientiousness, Agreeableness,
Extraversion, and Neuroticism. Individual’s scores on each
of these dimensions is obtained using a standardized self-
report questionnaires. In the other model, personality is for-
mally described by 16 types known as MBTI (Myers-Briggs
Type Indicator) [7]. MBTI is an introspection self-reported
diagnostic test aimed at showing psychological preferences
about how individuals perceive the world and make decisions.
The subjects are classified into 16 personality types that are
created from the combination of binary assignments to four
dimensions: Introversion versus Extraversion (I/E), Sensing
versus Intuiting (S/I), Thinking versus Feeling (T/F), and

Fig. 1. MBTI type personality keys [7]

Judging versus Perceiving (J/P) as shown in Fig. 1. It is been
long considered that personality is reflected in individual’s use
of language [8]. People with high score in extraversion use
more positive emotion words while those higher in neuroticism
favor first-person words such as ”I”, ”my”, and ”me”.

A significant number of studies have been dedicated to
automatic personality prediction. As an input modality, text
data are widely used because they are easy to collect, though
video has also been used lately [9]. Some of the first works
have focused on text features based on lexicon, syntax, etc.,
and investigated their correlation with the personality traits as
well as their classification performance using shallow machine
learning models [10], [11], [12], [13]. Others rely on the
commonly used TF-IDF features, for example [14], where
personality traits are predicted using an XGBoost classifier.

Some recent works utilize the achievements in the neural
networks based text processing by using word embeddings
from pre-trained Word2Vec [15] or GloVe [16] models as
well as big language models such as BERT [17], [18]. In
[17], BERT embeddings are compared with a set of psycho-
linguistic features and has been found that the BERT derived
features perform better.

In this study, as a starting point we also use BERT derived
embeddings like in [17], but then we try to combine them with
a set of different statistical features extracted from the input
text documents. Those features include uni-gram and bi-gram
histograms, topic distribution, post and word length statistics,
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etc. In order to combine them with the BERT document
embeddings in an efficient way, we use a self-attention based
method.

II. SYSTEM DESCRIPTION

We assume that the text data consist of multiple posts from
various users with known MBTI labels. The system takes
all posts from a single user as input data and outputs four
dimensional binary vector where each element corresponds to
one of the four MBTI axes, i.e. E/I, N/S, T/F and P/J. For
example, if the output is [1, 0, 0, 1], the personality type is
ESFP. Since there are only 16 possible personality types, we
cast the personality prediction task as a classification task with
16 categories which are then projected onto the four MBTI
axes.

Input text data from each user are transformed into a
document vector using pre-trained BERT language model. In
our base system, document vectors from all users are passed
to a simple MLP classifier with 16 outputs. In the full system,
in addition to the document vector, several statistical features
are extracted from the input text data and linearly transformed
to match the document vector’s dimension. Then, using self-
attention mechanism, all vectors are combined into a single
final vector which is passed to the the same MLP classifier.

A. Text Embedding

In natural language processing applications it has become
popular to adopt the transfer learning approach where pre-
trained language models build from large amounts of data,
such as BERT or GPT, are fine tuned or used to extract features
from text for further processing by smaller machine learning
models.

In this study, we selected the BERT-large model since it pro-
vides 1024-dimensional vector representation, i.e. embedding,
for each input word token. In order to obtain a single vector
for the whole document, we aggregate the BERT outputs by
taking their average as was proposed in [17]. Fig. 2 shows the
document vector extraction procedure.

Fig. 2. Document vector extraction procedure.

Another popular way of obtaining representation vector for
the whole input is to use the BERT output for the [CLS] token

[19]. This, however, works when the number of input tokens is
less than maximum input length of the language model which
was not the case for the majority of the users data in our
experiments.

After document vectors for all the users are obtained, we
use a simple MLP network to classify them into one of the 16
MBTI categories. The winning category is then transformed
into four dimensional MBTI axes vector. This is our base
system and its block diagram is shown in Fig. 3. It is similar
to the system investigated in [17], but the main difference is
the way we aggregate the BERT outputs.

Fig. 3. Base system using only text embedding.

B. Statistical Features

Although the BERT is a very powerful language model, it
is designed to capture and learn dependencies mainly at word
and sentence level. When the task is to extract information at
a higher user level, as in our case, some useful user dependent
characteristics of the input text may get ”overlooked” by the
BERT model. For example, the usage of some specific words
or phrases, or special symbols like emojis is difficult to obtain
from the language model. However, it is easy to obtain such
information using statistical analysis of users text.

1) Uni-gram and Bi-gram Histogram: Different people
tend to have their own vocabulary of most used words and
phrases and we suppose that the personality plays some role in
the formation of this vocabulary. In order to get user specific
vocabulary representation we use a histogram of uni-grams
(single words) and bi-grams (pairs of words) present in the
use data.

First, we create a global vocabulary from all users text data.
Then, for each user, the frequency of each uni-gram or bi-
gram is obtained from the user’s data forming a histogram
feature vector. Stop words like ”I”, ”and”, ”the” which are
common and do not provide any discriminating information
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are removed from the vocabulary. Rare words, i.e. words with
frequency less than a specified threshold, are removed as well.

2) Topic Distribution: Another factor that may be influ-
enced by the user’s personality is the topic of the user’s
post. There various ways to determine the topic of a given
text. Topic classification into pre-determined categories such
as news, politics, sports, etc. has been studied for years
[20]. In our case, however, we are more interested in the
topic differences among the posts rather than their labels.
Furthermore, the granularity level of the topic categories may
result in quite different classification results. That is why we
adopted an unsupervised topic learning approach.

First, each post from all users is transformed into a vector
using the same approach as in our base system, i.e. using
BERT language model. Post vectors obtained this way are
clustered into several clusters with the K-means algorithm.
Then for each user, cluster occupancy histogram of its posts
is used as a topic distribution feature vector.

3) Post and Word Length Statistics: The number of words
in a post can vary significantly depending on various factors
one of which we assume is the personality type. If there is
any correlation, it can be reviled by taking the first and second
order statistics of the word number in a post. Extending this
idea to the word length in letters, for each user we construct
a feature vector from the mean and variance of word number
per post and letter number per word.

4) Emoticon Usage: It’s a common practice to use emoti-
cons in users posts to express emotions. Some examples of
most often used emoticons are given in Table I. We suppose
that different people may use different sets of emoticons and
the frequency of their usage may be related to personality
types. In fact, in [21], emoji embeddings have been concate-
nated with word embeddings in an attention-based BiLSTM
model.

Based on the set of emoticons found in the dataset, for each
user we obtain a histogram of emoticons present in its posts
which is used as a feature vector.

TABLE I
SOME FREQUENTLY USED EMOTICONS AND THEIR MEANING

Emoticon Meaning
:) happy face
:D laughing
:’( crying
:-/ annoyed

C. Self-Attention based Embedding and Feature Combination

As we described in Section II-A, our base system uses text
embedding to predict user’s personality type. By combining
the text embedding with the feature vectors obtained from
the statistical text analysis we aim at improving the system
performance.

There are various way to combine vectors representing
different information sources including simple concatenation,
weighted sum, etc. In this study, we adopt the weighted sum
approach where weights are calculated dynamically based

on the current input and a learned stream importance. This
approach is implemented using a self-attention network [22].

Given vectors v1, v2, ..., vN , we first, pass them through a
vector specific linear layer with sigmoid activation function

ui = sig(Wivi + bi) (1)

The combined output vector o is then calculated as a weighted
sum of vectors vi as follows

o =
∑

i

aivi (2)

where weights ai are obtained using softmax function

ai =
expui∑
j expuj

(3)

We have to note that the original text embedding vector and
the statistical feature vectors have different sizes. In order to
equalize their dimensionality, each statistical feature vector is
passed trough a linear layer with a proper weight matrix and
no bias.

Fig. 4 shows the block diagram of our system where the
output of the self-attention network o is used as input to the
personality prediction MLP classifier.

Fig. 4. Self-attention based text embedding and statistical features combina-
tion system.

III. EXPERIMENTS

A. Dataset

In this study we use the Kaggle MBTI personality type
dataset [23]. The data were collected through the Personality-
Cafe forum and include diverse selection of posts from people
interacting in an informal online social setting.

This dataset contains records of the last 50 posts from
8600 PersonalityCafe users along with their MBTI binary
personality type. The MBTI label distribution is given in
Table II which shows that the data are quite unbalanced.
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TABLE II
DISTRIBUTION OF THE MBTI TYPE LABELS.

MBTI type label Number of labels
E/I 1999/6676
N/S 1197/7478
T/F 4694/3981
P/J 5241/3434

B. Data Pre-processing

First, all text data were cleaned which is a standard text pre-
processing practice. This includes case conversion, reducing
repeated characters and punctuations, expanding contractions,
removing numbers, etc. There was a substantial number of
URL links which we replaced with a special token [URL].
Posts consisting of URLs only were removed.

C. Model Training

For model training and evaluation we adopted a 10-fold
cross-validation scheme shown in Fig. 5. In each fold, 10%
of the data is reserved for testing. The rest is divided into
training and validation sets with 9:1 proportion. This way,
we train 10 different models and tune their hyper-parameters
on the corresponding validation set. After that, each model is
evaluated on the fold’s test data and the results are averaged
over the folds.

Fig. 5. 10-fold cross-validation scheme for model training and evaluation.

D. Evaluation Metrics

For classification tasks, the standard evaluation metrics are
Accuracy and/or F1-score and we are reporting all the results
in term of those two metrics.

In order to be able to compare our results with those already
published, we calculate the Accuracy and F1-score separately
for each of the four MBTI axes, i.e. E/I, N/S, T/F, P/J and for
the overall system performance we take their average.

E. Results

How efficient would be a combination of several feature
vectors depends not only on the way they are combined, but
to a large extent to how much discriminating information each
feature contributes. It is difficult to asses this contribution
quantitatively, so we analysed the differences in feature vectors
representing different users. For example, in the uni-gram case,
these are the word usage histograms. A comparison of such
histograms for two users is shown in Fig. 6. It is apparent

that they are quite different and could be helpful for the user
discrimination.

Fig. 6. Uni-gram histogram of two users.

For the topic distribution feature, we needed to tune the
number of topic clusters used to create it. This number is
a hyper-parameter which can be determined manually since
the range of possible values is not that wide. We created topic
models with 2 to 16 clusters and evaluated them by combining
the topic feature vectors with document vectors from BERT.
The obtained average Accuracy and F1-score are given in Fig.
7. It is clear that the optimum number of topic clusters is 4.

Fig. 7. Classification performance with respect of the number of topic clusters.

The performances of our base system, i.e. using only doc-
ument embedding as feature vector, and the proposed system
with self-attention based combination with statistical features
are summarized in Table III and Table IV. The first row in
each table shows the base system results. The following rows
show the result when the document embedding vectors are
combined with one of the uni-gram (uni), bi-gram (bi), topic
distribution (t), post and word length (p), and emoticon usage
(e) features. The last row shows the performance of the best
multiple statistical features combination.

As can be seen from these tables, each additional statistical
feature slightly improved the base system results. Uni-gram
and bi-gram features scored almost the same which may be
explained by the limited vocabulary and the amount of training
data per user. The highest result, however, was obtained with
multiple features combination.

Finally, in Fig. 8 we compare our best result with the results
from some other studies where the same Kaggle MBTI dataset
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TABLE III
ACCURACY (%) OF THE TEXT EMBEDDING (BASE) AND ITS COMBINATION

WITH THE STATISTICAL FEATURE VECTORS.

Features E/I N/S T/F P/J Ave
base 83.1 88.5 84.1 78.0 83.4
base+uni 84.4 88.7 84.5 78.5 84.0
base+bi 84.4 88.7 84.3 78.4 84.0
base+t 84.1 88.5 84.5 77.5 83.7
base+p 84.4 88.7 84.5 78.0 83.9
base+e 84.1 88.6 84.3 77.9 83.7
base+uni+p+e 84.6 88.8 84.5 78.7 84.2

TABLE IV
F1-SCORE OF THE TEXT EMBEDDING (BASE) AND ITS COMBINATION WITH

THE STATISTICAL FEATURE VECTORS.

Features E/I N/S T/F P/J Ave
base 0.753 0.664 0.839 0.764 0.755
base+uni 0.758 0.691 0.844 0.772 0.767
base+bi 0.761 0.689 0.841 0.771 0.766
base+t 0.756 0.685 0.841 0.761 0.761
base+p 0.762 0.693 0.844 0.766 0.766
base+e 0.758 0.690 0.841 0.765 0.763
base+uni+p+e 0.762 0.695 0.844 0.773 0.769

was used. In [14], the TF-IDF features are used with XGBoost
classifier while in [17] BERT model is combined with an MLP
network.

Fig. 8. Comparison of our and other published systems.

IV. DISCUSSION

It is well known that ”models are as good as the data”
they are trained on. The data samples and truth labels quality
plays essential role in the final systems performance. This is
an important issue especially when the data are collected from
social media.

During the analysis of the Kaggle MBTI dataset we noticed
that all users refer to their own MBTI type more often than
to the other personality types. Fig. 9 shows a heatmap of the
frequency of the MBTI type word usage by each personality
type users. It is clear that user’s own MBTI type word is
mentioned several times more frequently in their posts. This
suggests that a histogram vector of personality type words
usage can be highly discriminative for this dataset.

Thus, as an additional experiment, we trained an MLP
classifier with only MBTI histogram feature vectors (one per
user) as well as their combination with document embedding
vectors. The results shown in Table V were surprising, though

Fig. 9. Heatmap of MBTI type word usage by users of different personality
types.

not unexpected. The MBTI feature alone outperformed our

TABLE V
ACCURACY (%) OF THE BASE SYSTEM, MBTI FEATURES AND THEIR

COMBINATION.

Features E/I N/S T/F P/J Ave
base 83.1 88.5 84.1 78.0 83.4
mbti 86.2 90.5 84.8 80.3 85.4
base+mbti 87.2 91.3 86.1 81.8 86.6

best system and when combined with the BERT document
features improved the result by almost 4%. Of course, this
outcome is specific to the Kaggle dataset and will not hold
with other data collections. Nevertheless, it underlines the im-
portance of the data when building machine learning systems.

V. CONCLUSION

In this paper, we proposed a personality type prediction
system which combines text document embedding vectors
obtained from the BERT language model with statistical
feature vectors extracted from the text data. Using powerful
language models for downstream tasks has been proved quite
effective and our results confirm this conclusion. However,
there is always room for improvement when additional task
specific knowledge is incorporated in the system as in our
usage of statistical text information.

System evaluation with a single dataset reveals only the
potential effect and efficiency of the proposed approach and
further experimentation with other data collections is neces-
sary in order to prove its merits.
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Abstract—In this article we study the theoretical properties
of Three-way Decision (TWD) based Machine Learning, from
the perspective of Computational Learning Theory, as a first
attempt to bridge the gap between Machine Learning theory
and Uncertainty Representation theory. Drawing on the math-
ematical theory of orthopairs, we provide a generalization of
the PAC learning framework to the TWD setting, and we use
this framework to prove a generalization of the Fundamental
Theorem of Statistical Learning. We then show, by means of our
main result, a connection between TWD and selective prediction.

I. INTRODUCTION

IN the recent years, there has been an increasing interest
toward exploring the connections between learning theory

and different uncertainty representation theories: This trend
includes both the generalization of standard learning-theoretic
tools and techniques to settings that involve representation
formalisms that are more general than probability theory [1],
[2], as well as the theoretical study of algorithms inspired by
uncertainty representation [3], [4].

Among other uncertainty representation theories, Three-way
decision (TWD) is an emerging computational paradigm, first
proposed by Yao in Rough Set Theory [5], based on the
simple idea of thinking in three “dimensions” (rather than in
binary terms) when representing and managing computational
objects [6]: in the Machine Learning (ML) [7] setting, this
notion is usually declined in terms of allowing ML models to
abstain. This approach attracted a large interest, also justified
by promising empirical results in different ML tasks such
as active learning [8], [9], cost-sensitive classification [10],
clustering [11], [12], [9]. Despite these promising empirical
results, the theoretical foundations of TWD-based ML re-
ceived so far little attention [13], [14]. Indeed, even though, in
the recent years, there has been an increasing interest toward
generalizing computation learning theory (CLT) to cautious
inference methods such as selective prediction [15] or the
KWIK (Knows what it Knows) framework [16], such results
cannot be easily applied to the TWD setting: While in the
TWD setting abstention is a property of single classifiers; in
the latter two frameworks abstention is usually achieved by
consensus voting.

In this article, we study the generalization of a standard
CLT mathematical framework, the so-called Probably Ap-
proximately Correct (PAC) learning framework, to the TWD
setting: In particular, we will provide a generalization of the
Fundamental Theorem of Learning to the TWD setting, and we

show that our result generalizes previous results in the selective
prediction setting. More in detail, the rest of this article is
structured as follows: In Section II we provide the necessary
mathematical background on TWD (in Section II-A) and CLT
(in Section II-B); in Section III we describe the generalization
of the PAC learning framework to the TWD setting and we
prove our main result; finally, in Section IV, we summarise
our contribution and describe possible research directions.

II. BACKGROUND

A. Three-way Decision and Orthopairs

In this work we will refer to the formalization of TWD-
based ML models (in the following, TW Classifiers) as or-
thopairs:

Definition 1. An orthopair [17] over the universe X (which
represents the instance space) is a pair of sets O = (P,N)
such that P,N ⊆ X and P ∩N = ∅, with P and N standing,
respectively, for positive and negative. The boundary is defined
as Bnd = (P ∪N)c.

An orthopair represents an uncertain concept: Specifically,
the status of the elements in the boundary is uncertain (i.e.,
it is not known whether they belong to the concept). Thus, a
given orthopair stands as an approximation for a collection of
consistent concepts:

Definition 2. We say that an orthopair O = (P,N) is
consistent with a concept C ⊂ X if x ∈ P =⇒ x ∈ C
and x ∈ N =⇒ x /∈ C.

Finally, we remark that it is possible to define different
orderings between orthopairs: In particular, O2 is less infor-
mative than O1, denoted O2 ≤I O1 if P2 ⊆ P1 and N2 ⊆ N1.

B. Computational Learning Theory

Computational Learning Theory [18] (CLT) refers to the
branch of Machine Learning and Theoretical Computer Sci-
ence focusing on the theoretical study of learning algorithms.
Various mathematical formalisms have been proposed toward
this goal, in this article we will refer to the PAC (probably
approximately correct) learning framework, first proposed
in [19]. Formally, let X be the instance space and Y be
the target space, in this article we will focus on the binary
classification setting, that is Y = {0, 1}. We assume that the
observable data is generated i.i.d. according to an unknown
probability distribution D over X×Y . Let H be a hypothesis
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class, that is a collection of functions h : X 7→ Y , we define
the true risk of h w.r.t. D as:

LD(h) = ED [l(h(x), y)] =

∫

X×y

l(h(x), y)dD(x, y) (1)

where l : Y 2 7→ R+ is a loss function. Since D is unknown,
the true risk cannot be computed: It is usually approximated
through the so-called empirical risk based on a sample, called
training set, S = (〈x1, y1〉, . . . , 〈xm, ym〉):

LS(h) =
1

m

m∑

i=1

l(h(xi), yi) (2)

Given a training set S, we denote by SX the tuple SX =
(x1, ..., xm), and by SY the tuple SY = (y1, ..., ym). The
Empirical Risk Minimization w.r.t. the hypothesis class H
is the family of algorithms ERMH,m : (X × Y )m 7→
H s.t. ERMH,m(S) ∈ argminh∈HLS(h), where S =
(〈x1, y1〉, . . . , 〈xm, ym〉) is the training set.

The Fundamental Theorem of Learning [20] establishes a
relation between the true risk and empirical risk for the ERM
algorithm w.r.t. a hypothesis class H which depends only on
the so-called VC dimension, a combinatorial dimension of the
complexity of H.

Theorem 1. Let H be a hypothesis class with VC dimension
d. For each ε, δ ∈ (0, 1) and distribution D, then if ERMH
is given a dataset S of size m ≥ n0, with

n0 = O(
d+ ln( 1δ )

ε2
) (3)

with probability greater than 1 − δ, it holds that
|LD(ERMH(S)) − LS(ERMH(S))| ≤ ε. If, further, the
realizability1 assumption holds, then, if S is a dataset of size
m ≥ n1, with

n1 = O(
d+ ln( 1δ )

ε
) (4)

with probability greater than 1 − δ, it holds that
LD(ERMH(S)) ≤ ε.

Few works have studied the generalization of CLT results to
hypothesis that can be described as orthopairs (that is, classi-
fiers that can abstain on selected instances), mainly under the
framework of selective prediction [21]: In this setting, the goal
is to design learning algorithms AH,m : (X × Y )m 7→ OH,
where OH ⊆ TW (H) (see Eq. (15)), s.t. LD(A(S)) = 0
but A(S) is allowed to abstain on certain instances. This
abstention is usually achieved either by the combination of
a standard hypothesis h : X → Y with a rejection function
r : X → {⊥,>}, or, equivalently, by consensus voting
based on a version space V ⊆ H [21]. As we show in
the following sections (specifically, in Section III-A) the
setting we consider is a proper generalization of selective
prediction. More recently, the application of orthopairs in
CLT has been studied in the setting of adversarial machine
learning [22], as well as to characterize the generalization

1Here realizability means that ∃h ∈ H s.t. LD(h) = 0.

capacity of hypothesis classes under generative assumptions
[23]. We note, however, that even though the above mentioned
work and the framework we study in this article rely on the
representation formalism of orthopairs, the aims of these three
frameworks are essentially orthogonal, also in terms of the
mathematical techniques adopted: Indeed, while the three-way
learning framework we study relies on a generalization of the
ERM paradigm, the frameworks studied in [23], [22] rely on
a transductive learning approach.

III. THREE-WAY LEARNING

In this Section, we provide a first study of a generalization
of standard Computational Learning Theory to the setting of
TW Classifiers. As hinted in Section II-A, we will represent
a TW Classifier as an orthopair O; then, a hypothesis space
of TW Classifier will be represented as a collection O of or-
thopairs over X . In the TWD literature, the risk of a TW Clas-
sifier is usually evaluated by means of a cost-sensitive gener-

alization of the 0-1 loss: lTW (O(x), y) =





1 O(x)⊥y

λa x ∈ BndO

0 otherwise

,

where λa ∈ [0, 0.5) is the cost of abstention, and O(x)⊥y is
the error case, that is (x ∈ PO ∧ y = 0) ∨ (x ∈ NO ∧ y = 1).
Compared to the standard definition of risk adopted in the
TWD literature we assume that the cost of error is always 1.
Based on the loss function lTW we can define both the true
risk LTW

D and the empirical risk LTW
S . Evidently, the risk of

O can be decomposed as the sum of two functions:

LTW
D (O) = ED [lTW (O(x), y)]

= ED
[
1O(x)⊥y

]
+ λaED [1x∈BndO

]

= Prx∼D(O(x)⊥y)

+ λa · Prx∼D(x ∈ BndO)

(5)

The same decomposition can be similarly applied for the
empirical risk. Let ED(O) = Prx∼D(O(x)⊥y) and AD(O) =
λa · Prx∼D(x ∈ BndO). We denote with OOPT = {O ∈
O : ED(O) = minO′∈OED(O′)}. We say that D is weakly
realizable w.r.t. O if ∀O∗ ∈ OOPT it holds that ED(O∗) = 0.
If, furthermore, ∃O∗ ∈ OOPT s.t. AD(O∗) = 0, then we
say that D is strongly realizable. Through this article, we
will assume only weak realizability. Compared to the real-
izability assumption, weak realizability assumption is indeed
much weaker. As an example if the vacuous TW classifier
O⊥ = (∅, ∅) ∈ O, then every distribution D is trivially weakly
realizable w.r.t O, while it is clearly not strongly realizable.

Let ε ∈ (0, 1), α ∈ (0, λa), then O ∈ O makes an (ε, α)-
failure if one of the following holds:

ED(O) > ε, AD(O) > minO∈OOPTAD(O) + α (6)

Thus, O (ε, α)-fails if either its error is greater than ε, or if its
abstention rate is greater, by a margin of at least α, than the
lowest abstention rate among those TW Classifiers that make
no error. We thus define the notion of Three-way learnability:

Definition 3. O is Three-way learnable if exists an algorithm
Cm : (X × Y )m 7→ O and mO : (0, 1)2 × (0, λa) 7→ N such

244 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



that, for each distribution D, ε ∈ (0, 1), δ ∈ (0, 1), α ∈ (0, λa)
∀m ≥ mO(ε, δ, α) , and given S ∼ Dm, C returns O ∈ O,
s.t. O (ε, α)-fails with probability lower than δ

We then want to provide a characterization for TW learn-
ability, similar to Theorem 1. For this purpose, we first define
a generalization of the ERM algorithm to the TWD setting,
that we call Three-way Risk Minimization (TW-RM):

Definition 4. Let S ∈ (X × Y )m. Then,

TWRM(S) = argmaxO∈OAX\SX
(O) s.t.

ES(O) = minO′∈OES(O′)

AS(O) = minO′∈OOPTAS(O
′)

(7)

Thus, the TWRM algorithm selects, among those TW clas-
sifiers with minimal empirical risk, the TW classifier with
maximal abstention rate on the non-observed instances (that is,
the instances in X\SX ). This has the goal of minimizing errors
on non-observed instances, and is analogous to the maximum
margin principle, and the disagreement coefficient in version
space learning, active learning and selective prediction [15].

In order to characterize TW learnability, given hypothesis
class O (i.e. a collection of orthopairs), we define two derived
hypothesis classes. Given any orthopair O ∈ O we can define

a classifier hO : X 7→ {0, 1}, as: hO(x) =

{
1 x ∈ BndO

0 otherwise
.

We denote the collection of such binary classifiers as HO =
{hO : O ∈ O}. Thus, given O, the derived hypothesis class
HO describes the abstention capacity of O: In the classical
setting HO = {h0}, where ∀x ∈ X , h0(x) = 0, as no
classifier in O is able to abstain: For all O ∈ O, BndO = ∅.

In regard to the second derived hypothesis class, we observe
that the order ≤I defined in Section II-A defines a meet semi-
lattice [17] on O with minimal element O⊥ = (∅, ∅). Then,
we denote with O> = {O ∈ O : @O′ ∈ O s.t O ≤I O′}, i.e.
O> is the anti-chain of maximally informative elements of O.

We now prove a generalization of Theorem 1 to the TWD
setting, through which we show that the TW learnability of
a hypothesis class O, using the TWRM algorithm, can be
characterized in terms of the derived hypothesis classes HO
and O>. In order to do so, we consider the VC dimension of
the two derived hypothesis classes HO and O> as follows:

AV C(O) = V C(HO) (8)
EV C(O) = sup{|S| : S ⊆ X ∧ ∀C ⊆ S.∃O ∈ O (9)
s.t. C = (PO ∩ S) ∧ (BndO ∩ S) = ∅}

Then, the following result holds:

Theorem 2. Let O be s.t. AV C(O) = da and EV C(O) =
de. Then, for any distribution D weakly realizable w.r.t O,
ε, δ ∈ (0, 1), α ∈ (0, λa), if TWRMO is given a dataset of
size m larger than :

O

(
max

{
1

ε

(
de + ln

1

δ

)
,

(
λa

α

)2(
da + ln

1

δ

)})
(10)

then, TWRMO(S) (ε, α)-fails with probability lower than δ.

Proof. We want to guarantee that the following bound holds:

Prfail = P (S : ∃O ∈ O ∧
|ED(O)− ES(O)| > ε ∨
|AD(O)−AS(O)| > α) < δ (11)

Then, the results would follow by uniform convergence. By
the union bound, it holds that:

Prfail ≤ Pr(S : ∃O ∈ O, |ED(O)− ES(O)| > ε)

+ Pr(S : ∃O ∈ O, |AD(O)−AS(O)| > α),
(12)

thus, it is sufficient to jointly upper bound the two summands
by δ

2 . As regards the error rate (i.e E) bound, we note that:

Pr(S : ∃O ∈ O, |ED(O)− ES(O)| > ε)

Pr(S : ∃O ∈ O>, ED(O) > ε)
(13)

Since O> is a binary hypothesis class, then, by Theorem 1, the
above bound holds with probability greater than 1− δ as long
as |S| ≥ 1

ε

(
de + ln 1

δ

)
. Furthermore, by uniform convergence

this holds, in particular, for TWRMO(S).
For the abstention part, the same line of reasoning can be

applied, however, as we only assume weak realizability, only
the result in Theorem 1 that applies to agnostic learning can
be used. Then, as long as |S| ≥

(
λa

α

)2 (
da + ln 1

δ

)
it holds

that |AD(O) − AS(O)| < α with probability greater than
1−δ. This holds, in particular for TWRMO(S), and thus the
theorem follows by uniform convergence and Eq. (12).

As a simple corollary, in the strong realizable setting, it can
be easily verified that:

Corollary 1. Let O be s.t. AV C(O) = da and EV C(O) =
de. Then, for any distribution D strongly realizable w.r.t O,
ε, δ ∈ (0, 1), α ∈ (0, λa), if TWRMO is given a dataset of
size m larger than :

O

(
max

{
1

ε

(
de + ln

1

δ

)
,
λa

α

(
da + ln

1

δ

)})
(14)

then, TWRMO(S) (ε, α)-fails with probability lower than δ.

Note that, if |O| < ∞, then it can be easily shown
that AV C(O) ≤ log2(HO). Furthermore, it also holds that
EV C(O) ≤ log2(O>), as if O satisfies Eq. (8), then it
obviously holds that BndO = ∅ and hence O ∈ O>.

A. Three-way Learning and Selective Prediction

Finally, we show that the proposed mathematical frame-
work and the obtained results can be used to establish a
connection between TWD and selective prediction. This result
relies on the connection between version space theory and
orthopairs [17], and allows us to derive a generalization
bound, originally proven by El-Yaniv et al. [21], for selective
prediction: This shows that the latter setting can be understood
as a special case of TWD. Let H be a hypothesis class of
binary classifiers, we call the Three-way Closure of H, denoted
as TW (H), the hypothesis space obtained as:

TW (H) =
⋃

{OH : H ⊆ H} (15)
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where, for each H ⊆ H, OH = ({x : ∀h ∈ H.h(x) =
1}, {x : ∀h ∈ H.h(x) = 0}). Basically, we associate with
each possible version space H in H a corresponding orthopair
OH which abstains on every instance for which the hypotheses
in H disagree [17]. Then we can prove the following result:

Corollary 2. Let |H| < ∞, let O = TW (H) the Three-way
Closure of H, and let λa = 1. Then, for any distribution D
strongly realizable w.r.t O, and for any δ ∈ (0, 1), if TWRMO
is given a dataset of size m, then:

1) With probability 1 it holds that ED(TWRMO(S)) = 0;
2) With probability greater than 1− δ it holds that:

AD(TWRMO(S)) ≤ O

(
1

m
ln

( |HO|
δ

))
(16)

= O

(
1

m

(
|H|+ ln

1

δ

))
(17)

Proof. The first equality easily follows from strong realiz-
ability and by noting that, by definition of TW (H), x /∈
BndTWRMO(S) iff (x ∈ SX ∨ ∃v ∈ {0, 1}.∀h ∈ {h′ ∈
H : ES(h) = 0}, h(x) = v). In regard to the second
statement, the first inequality follows by standard algebraic
manipulations. The equality, on the other hand, follows by
noting that |HO| = 2H (as TW (H) contains a TW classifier
for each possible subset of hypotheses in H).

IV. CONCLUSION

In this article, we aimed at providing an initial study on
the generalization of CLT results to the TWD setting. To
this purpose, we first proposed an extension of the standard
PAC learning framework to the TWD setting, that we called
Three-way Learning and showed that our results generalize the
previously known results in the selective prediction literature.
As our results represent only a first direction in the theoretical
study of TWD as applied to Machine Learning, we believe
that the following questions would be of particular interest:

• Our analysis in Theorem 2 relies on a generalization of
the VC dimension to the TWD setting. Tighter bounds
can usually be obtained by relying on concepts such as
Rademacher complexities or covering numbers [18]. How
can these be generalized to TWD?

• In Corollary 2 we proved that, in the realizable case,
selective prediction can be understood as a special case
of TWD learning. Does this analysis also applies to the
agnostic (i.e. non-realizable) setting [15]?

• PAC-Bayes bounds [24] study generalization bounds that
apply when a probability distribution is defined over the
hypothesis space. How can the PAC-Bayes framework
be generalized to TWD? Interestingly, a very similar
open problem has recently been posed also in Belief
Function Theory (BFT) [25]. Due to the connection with
random sets, a belief function can be seen as a probability
distribution over orthopairs [26]: Then, the generalization
of the PAC-Bayes framework to TWD would also enable
studying the relationships between TWD and BFT.
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Abstract—A relationship between the classical multiplicative
pairwise comparisons that are based on aijaji = 1, the additive
model based on bij+bji = 1, and qualitative pairwise comparisons
that uses the relations j, ¯, ¢, < and z, is discussed in detail. A
special attention is paid to the concept of consistency and weights
calculations. An on-line tool is also discussed.

Index Terms—pairwise comparisons, consistency, weights cal-
culation, qualitative judgements

I. INTRODUCTION

THE pairwise comparisons method is based on the ob-
servation that it is much easier to rank the importance of

two objects than it is to rank the importance of several objects.
This very old idea goes back to Ramon Llull in the end of XIII
century. Its modern version is due to 1785 influential paper
by Marquis de Condorcet and was later developed by Fechner
(1860) and Thurstone (1927) [9], [18]. The modern version
is usually associated with Saaty’s AHP (Analytical Hierarchy
Process) [17].

Classical pairwise comparisons can be called multiplicative
[6] as a coefficient aij is interpreted as an entity Ei is
aij times preferred than an entity Ej . Alternatively we may
define additive pairwise comparisons where a coefficient bij is
interpreted as bij measures the importance of Ei in comparison
with Ej assuming that their total importance is 1.0 (or 100%)
[3], [6].

When mostly subjective judgment is involved, providing
immediately reasonable quantitative relationship between two
entities is usually difficult if not almost impossible. We usually
start with some qualitative (relational) judgment like ‘Ei is
only slightly better than Ej’, etc., so we need some good
qualitative (relational) model as well [5], [9], [8]. In many
cases the use of combined pairwise comparisons, that involve
simultaneous use of multiplicative, additive and qualitative
versions is the best and recommended solution [6], [7], [16].

In this paper we will provide a detailed comparison of
multiplicative and additive pairwise comparisons, including
the concept of consistency and optimal weights assignment.
Since in reality, practically every pairwise comparisons pro-
cess starts with some qualitative estimations, the qualitative
pairwise comparisons [5], [9], [8] and their relationship to
multiplicative and additive models is also discussed in detail.
We will also provide an easy to use on-line tool, called PiXR,

that makes use of the method presented in the paper, rather
easy.

II. MULTIPLICATIVE AND ADDITIVE PAIRWISE
COMPARISONS

Let E1, ..., En be a finite set of objects (entities) to be
judged and/or analyzed. The quantitative relationship between
entities Ei and Ej is represented by a positive number aij .
We assume aij > 0 and aij = 1

aji
, for i, j = 1, ..., n

(which implies aii = 1 for all i). If aij > 1 then Ei is
more important (preferred, better, etc.) than Ej and aij is a
measure of this relationship (the bigger aij , the bigger the
difference), if aij = 1 then Ei and Ej are indifferent. We call
this model multiplicative since aij is interpreted as Ej is aij
times preferred (more important, etc.) than Ej .

The matrix of such (multiplicative) relative comparison
coefficients, A = [aij ]n×n, is called a (multiplicative) pairwise
comparison matrix [17].
A pairwise comparison matrix A = [aij ]n×n is consistent [17]
if and only if

aijajk = aik, (1)

for i, j, k = 1, ..., n. Saaty’s Theorem [17] states that a
pairwise comparison matrix A is consistent if and only if
there exist positive numbers w1, ..., wn such that aij = wi/wj ,
i, j = 1, ..., n. The values wi are unique up to a multiplicative
constant. They are often called weights and interpreted as a
measure of importance. Weights may be scaled to w1 + .. +
wn = 1 (or 100%) and they obviously create ‘natural’ ranking
(Ei < Ej ñó wi < wj and Ei j Ej ñó wi = wj).
In practice, the values aij are very seldom consistent so
some measurements of inconsistency are needed. Saaty [17]
proposed an inconsistency index based on the value of the
largest eigenvalue of A. The basic problem is that it does not
give any clue where most inconsistent values of A are located
[2], [9], [10]. On the other hand, distance-based inconsistency
[10], for a given A = [aij ]n×n, defined as:

cmA = max
(i,j,k)

�
min

�����12
aij

aikakj

���� ,
����12

aikakj
aij

����
""

(2)

localizes the most inconsistent triad, so we can reduce incon-
sistency by some minor changes aij , aik, akj . Recently a fast
algorithm for inconsistency reduction has been proposed [11].
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To find suitable values of weights from an inconsistent, but
with acceptable level of inconsistency, matrix A, one can either
calculate the principal eigenvector of the matrix A [17], or use
the geometric means of columns (or equivalently, rows) of the
matrix A [1] (i.e. for i = 1, ..., n, wi = n

��n
j=1 aij). For

small values of the inconsistency index, both methods produce
very similar results [2].

When applying pairwise comparisons to various problems
we have noticed that, especially when the entities Ei and
Ej were not much different, experts felt often much more
comfortable and more confident when they were asked to
divide 100 quality points between entities Ei and Ej than
to provide multiplicative relationship [6], [7], [16], i.e. ratio
aij . Dividing of 100 between Ei and Ej means that we are
replacing the multiplicative relationship aijaji = 1, with the
additive relationship bij + bji = 1.

In this approach, we model the mutual relationship between
Ei and Ej by two numbers bij and bji , where: bij measures
the importance of Ei in comparison with Ej assuming that
their total importance is 1.0 (or 100%), and similarly for bji .
Formally we assume that, for all i, j = 1, . . . , n,

bij g 0, bji g 0 and bij + bji = 1 (3)

Clearly bii = 0.5 (or 50%) for all i = 1, . . . , n.
The matrix of such additive relative comparison coefficients,

B = [bij ]n×n, is called an additive pairwise comparison
matrix.

When bij is interpreted as the probability that judges would
prefer the entity Ei over Ej , the equation (3) is exactly the
same as in Bradley-Terry model [3].

To transform additive model into standard multiplicative
one, we need a mapping × : ï0, 1ð ³ ï0,>) such that
a+b = 1 implies ×(a)·×(b) = 1. When a and b are interpreted
as two parts of one whole (which equals 1.0, or 100%), then
a
b represents ratio between a and b, and a

1−a represents ratio
between a and its complement.

Hence, the most natural mapping seems to be ×(a) = a
1−a .

This mapping has many different applications [13], and in
our case leads to the transformation of ‘additive’ model into
‘multiplicative’ model [6], [9], [8].

For all i, j = 1, . . . , n:

aij =
bij

12 bij
=

bij

bji
(4)

From equation (4) we immediately get that for all i, j =
1, . . . , n, we have:

bij =
aij

aij + 1
and aijaji = 1 ñó bij + bji = 1 (5)

We may now analyze and reduce inconsistency by using the
formulas for multiplicative case.

III. QUALITATIVE AND COMBINED PAIRWISE
COMPARISONS

Instead of numerical values aij or bij , the binary relations
j, ¯, ¢, <, z and °, £, >,{ over the set of entities Ent =

{E1, . . . , En} are used [5], [8]. The relations are interpreted
as
• a j b : a and b are indifferent,
• a ¯ b : slightly in favor of b,
• a ¢ b : in favour of b,
• a < b: b is strongly better,
• b is extremely better.

The tuple (Ent,j,¯,¢, <,z) is called qualitative pairwise
comparisons systems. The number of relations has been limited
to five because of the known restrictions of human mind when
it comes to subjective judgments [4], [15]. The above relations
are disjoint and cover all the cases and the relation j is
symmetric and includes identity.

In this case the consistency is defined by a set of 45 axioms
[8] that consider all relational compositions of the above
relations. The idea behind all these axioms is very simple and
natural:

composition of relations should be relatively continuous and
must not change preferences in a drastic way.
Consider the following composition of preferences: a j b'b ¯
c. What relationship between a and c is consistent? Intuitively,
a j c and a ¯ c are for sure consistent, a ¢ c is debatable,
while a < c and a z c are definitively inconsistent. This
reasoning leads to the Axiom 2.1 [9]:

2.1 (a j b ' b ¯ c) ( (a ¯ b ' b j c) =ó (a j c ( a ¯
c(a ¢ c). There are two algorithms that remove inconsistency
for qualitative pairwise comparisons [8].

Define the relations �z =z, �< =z * <, �¢ =z * < * ¢
and �̄ =z * < * ¢ * ¯. If the qualitative pairwise
comparison system is consistent [9], [8], then the relations
�z, �<, �¢ and �̄ are (sharp) partial orders.

In reality, almost always we start with some qualitative
relationship, then we try to assign some reasonable number
(aij or bij) to it, and after this we provide some consis-
tency analysis [6], [7], [16]. In some cases we go back to
qualitative relationship and eventually analyze the case again
from the beginning [6], [7], [16]. Finding proper numbers
corresponding to qualitative relations is usually tricky as a
trusted methodology still does not exists. Usually numbers
1, 2, . . . , 5 [10] or 1, 2, . . . , 10 [17] are proposed as initial
attempts, without much justification except limits of human
mind [4], [15]. More systematic approach involves the concept
of qualitative consistency [9], [8]. It was proven that if the bij’s
or aij’s are assigned to relations Rij as shown in Table I, then
the qualitative pairwise comparisons are consistent [9]. In fact,
having a result in opposite direction would be more desirable
but this is still an open problem. Nevertheless using Table I
proved useful as it usually results in decent inconsistency [6],
[7], [16].

The columns 1 and 3 contain intervals, to start the process
one needs to pick one point from appropriate interval, and
in general a choice is not obvious. To help users without
experience default values are proposed in columns 2, 4 and 5.
The column 2 contains just mean values of each interval, the
column 4 contains the values of aijs derived from appropriate
values of column 2 interpreted as bijs, and the column 5
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TABLE I
RELATIONSHIP BETWEEN arithmetic, geometric AND relational SCALES AS PROPOSED BY JANICKI AND ZHAI [9]. WE HAVE HERE aij =

bij
1−bij

.

arithmetic scale geometric scale rel. scale Definition of
range of bij range of aij relation importance

range default range default default Rij (Ei vs Ej )
value value 1 value 2

0.44-0.55 0.5 0.79-1.27 1.0 1.0 j indifferent
0.56-0.65 0.6 1.28-1.94 1.5 1.6 ° slightly in favour
0.66-0.75 0.7 1.95-3.17 2.3 2.6 £ in favour
0.76-0.85 0.8 3.18-6.14 4.0 4.7 > strongly better
0.86-1.00 0.9 6.15- 9.0 7.0 { extremely better

contains mean values of the intervals from column 3. When
transforming initial relations Rij , what value should we attach
to appropriate aij , the one from column 4 (default 1) or from
column 5 (default 2)? This problem will be discussed in detail
the next section, however the difference is not a big one. When
a choice is left to the users, usually default value 2 is used
[6], [16].

IV. CONSISTENCY FOR ADDITIVE PAIRWISE
COMPARISONS

In this section we will analyze an intuitively natural concept
of consistency for additive pairwise comparisons.

Let B = [bij ]n×n be an additive pairwise comparison matrix.
Consider bik, bkj and bij . We have bik + bki = bkj + bjk = bij +

bji = 1. How can we decide if bik, bkj and bij are consistent
or not? The values of bik and bkj alone do not seem to have
any reasonable relations to the value of bij . The value of bik
just indicates the part of one that is assigned to the entity Ei

when Ei is compared with Ek, so it can hardly be compared
to or associated with bij . However we may try to use ratios
bik
bki

,
bkj

bjk
and

bij

bji
to define a relationship between the entities Ei,

Ek and Ej that could lead to a sound concept of consistency.
One might say that if the data represented by the matrix B =
[bij ]n×n are consistent then if the ratio of importance Ei to Ej
is ³ij , then for each triple i, j, k we should have ³ik³kj =
³ij , and this could be used as basis for a formal definition of
consistency.

We will say that an additive matrix B = [bij ]n×n is
consistent, if and only if, for all i, j, k = 1, . . . , n, we have

bik
bki

·
bkj

bjk
=

bij

bji
(6)

For any given multiplicative matrix A = [aij ]n×n, let
B(A) = [bij ]n×n be derived from A by bij =

aij

aij+1 , and for
any given additive matrix B = [bij ]n×n, let A(B) = [aij ]n×n

be derived from B by aij =
bij

1−bij
. Now we have bik

bki
· bkj

bjk
=

bik
1−bik

· bkj
1−bkj

= aikakj =
bij

1−bij
= aij .

Hence an additive matrix B = [bij ]n×n is consistent if
and only if the multiplicative matrix A(B) = [aij ]n×n is
consistent.

This provides an additional justification for the mappings
×, ×−1 that transform A into B and B into A respectively. It

also supports the combined pairwise comparisons process [6],
[7], [16] that uses consistency index of A(B) as a consistency
index of B without much explanation.

For both a multiplicative matrix A = [aij ]n×n and an
additive matrix B = [bij ]n×n the weights w1, . . . , wn are
measures of importance of entities E1, . . . , En. Consider the
entity Ei. All information about Ei is stored in the sequence
ai1, . . . , aik - in case of matrix A, or bi1, . . . , b

i
n - in case of

matrix B. For the matrix A, the weight corresponding to Ei

is defined as an eigenvalue ¼i of A [17], or a geometric mean
gi = n

:
ai1 · · · ain [1]. When A is consistent aij = ¼i

¼j
= gi

gj
,

which is one of the justifications of both methods [1], [17].
Now consider the sequence bi1, . . . , b

i
n. While the value of aij

can be interpreted as ‘absolute’, due to bij+bji = 1, the value of
bij is not ‘absolute’, it is ‘relative to sum equal one’. The value

of
bij

bji
is ‘absolute’ so it can be used for weight calculation,

but
bij

bji
= aij .

This means the weights generated by B, similarly as for
consistency, are the same as these generated but A(B).

This again provides some justification to the combined
pairwise comparisons procedure [6], [7], [16].

Additive and multiplicative pairwise comparisons can be
seen as orthogonal approaches to the same problem. This
argument is briefly illustrated in Table II. When the difference
between importance of Ei and Ej is small, Ei j Ej looks
as well justified, but still one of them seems to be slightly
better, using additive pairwise comparisons, i.e. bij , is superior
to multiplicative approach. Dividing one hundred into, say, 53
to Ei and 47 to Ej is trustworthy and usually can have some
justifications based on merits. On the other hand a statement
like ‘Ei is 1.13 times better than Ej’, which is equivalent to
‘53 to 47’ distribution of 100 points, can seldom be trusted or
have convincing justification (unless as a derivation from bij).
Hence, when the initial qualitative judgment is j or °, but
there is a reason to believe that we might be a little bit more
precise, then the use of bij to represent qualitative relationship
is superior to the use of aij . The situation seems to be opposite
for the relations > and succ. It is much easier to conclude
that Ei is about 5 times more important (better, etc.) than Ej

than to decide that the points distributions should be ‘83 to
17’ (unless as a derivation from aij). We claim that when the
initial qualitative judgment is > or {, but there is a reason
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TABLE II
SOME RELATIONSHIPS BETWEEN aij , bij AND Rij (aij =

bij
1−bij

AND bij =
aij

aij+1
).

bji aij Rij bij aij Rij aij bki Rij aij bij Rij

0.5 1.0 j 0.51 0.104 j 2.0 0.67 £ 3.0 0.75 £
0.52 1.08 j 0.53 1.13 j 4.0 0.8 > 5.0 0.83 >
0.54 1.17 j 0.55 1.22 j 6.0 0.86 > 7.0 0.88 {
0.56 1.27 ° 0.57 1.33 ° 8.0 0.89 { 9.0 0.9 {
0.58 1.38 ° 0.59 1.44 ° 10.00 0.91 {
0.60 1.5 ° 0.63 1.7 °
0.66 1.94 £ 0.7 2.33 £

to believe that we might be a little bit more precise, then the
use of aij to represent qualitative relationship is superior to
the use of bij . The relationship £ is a gray area, no approach
seems to be superior to the other.

When the default values for multiplicative case are used, we
recommend the default values 1 for the j and ° relationship
and the default values 2 for > and { (gray cells in Table
I). The Table III illustrate the proposed combined approach
that involves multiplicative, additive and qualitative pairwise
comparisons.

V. DESCRIPTION OF PAIRWISE MATRIX INCONSISTENCY
REDUCTION (PIXR)

To help with determining weights for attributes and pa-
rameters, pairwise inconsistency reduction is needed. The
calculations and methods presented in this paper although
simple and computable, may consume a lot of time and effort.
Moreover, the number of calculations grows quadratically
based on the number of parameters.

PiXR is an online tool that was developed to help with
this computation and weight determination [14]. The tool
consists of 4 main sections that guide the user through creating
parameters, measurements, conversion between multiplicative
& additive matrices, and inconsistency reduction. The tool also
supports importing and exporting data as CSV files for ease
of use.

PiXR operates on the following abbreviated process of
inconsistency reduction and weight calculation [6]:

1) Pairwise matrix is provided to PiXR by Subject Matter
Expert (SME)

a) Matrix may be provided in as quantitative (additive
or multiplicative) or qualitative pairwise matrix

b) Consistency measure of the matrix is computed via
equation 7

c) Pairwise matrix is reduced using formulas 13 & 14
from [11]

d) Consistency measure is then calculated again via
equation 7, and SMEs can revise values and repeat
the process

e) Weights are calculated using the geometric mean
of the columns of the reduced matrix

wi = n

����
n�

j=1

aij (7)

PiXR has 4 main sections:
1) Parameters – used for configuring names and order of

parameters when populating matrices in later sections
2) Parameter relations (Qualitative) – used to configure

relations between parameters using qualitative relations
outlined in section III and Table I. Default values from
Table I will be used to feed the next section. The user
may also convert the qualitative matrix to multiplicative
or additive.

3) Quantitative Matrix – an editable version of the matrix
shown to the user and changes to it will be reflected in
the computed consistency measure cm index. A reduc-
tion threshold in the range of 0.00-1.00 (inclusive), may
be specified when reducing the matrix.

4) Reduced Matrix and Weights – displays the reduced
matrix and the percentages/importance of the parame-
ters. Reduced matrix and weights may be exported this
section as CSVs.

PiXR comes with 3 sample applications/matrices from [6]
which may be used to demonstrate the capabilities of the
tool. The import/export function may be used to revise the
matrices and repeat the matrix reduction process. SMEs may
be involved in this iterative process to generate new weights
and rankings.

PiXR is written in Typescript and Javascript XML (JSX).
Using this tech stack enables the tool to run in the browser,
thus saving users the time and effort needed to download
and install binaries. One may argue that Typescript and by
extension JavaScript to be slow for this kind of computation
style since the algorithm is at worst O(n3). However, in
most cases the number n is relatively small. The approach
is validated to converge quickly when using real world data
[11] and by the theoretical results of [12].

PiXR aims to be lazy in most of its evaluations. When com-
puting the triads to measure matrix consistency or computing
the localized reduction value, patterns such as generators and
streams are used where applicable. This lazy nature allows the
user to experiment with the tool and provide as many features
as they wish. The computation of the localized inconsistency
reduction is also done in a lazy fashion as to not block the
main thread and freeze the web-page.

Once the matrix is marked ready for reduction, it goes
through the following steps:

1) Compute the current consistency measure

250 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



TABLE III
A SIMPLE EXAMPLE OF MODIFIED COMBINED PAIRWISE COMPARISONS PROCESS. IN T2 AND T3 , GRAY CELLS CONTAIN bij ’S AND WHITE CELLS

CONTAIN aij ’S. IN T4 , GRAY CELLS INDICATE DIFFERENCES FROM T1 .

T1 E1 E2 E3 E4 T2 E1 E2 E3 E4

E1 j ° > { E1 1.0 0.58 4.0 6.5
E2 ¯ j £ £ =ó E2 0.42 1.0 2.0 3.0 =ó
E3 < ¢ j j E3 0.25 0.5 1.0 0.53
E4 z ¢ j j E4 0.154 0.333 0.47 1.0

inconsistency cm = 0.36 > 0.3

T3 E1 E2 E3 E4 T4 E1 E2 E3 E4

E1 1.0 0.6 4.1 6.0 E1 j ° > >
E2 0.4 1.0 2.27 3.31 =ó E2 ¯ j £ >
E3 0.244 0.44 1.0 0.548 E3 < ¢ j j
E4 0.167 0.3 0.452 1.0 E4 < < j j
wi 8.2% 13.5% 33.5% 44.7% where wi = 4

:
ai1 · · · ai4

inconsistency cm = 0.17 < 0.3

2) While the consistency measure is larger than threshold
÷, reduce the highest inconsistent triad i, j, k

The threshold ÷ has a default value of 0.3 because it is
an acceptable consistency measure with some mathematical
justification [10], however it is usually domain dependent.

The above algorithm in pseudo-code is Algorithm 1, where
consistencyMeasure() is computed using equation 7. Algo-
rithm 2 is the algorithm for reducing the most inconsistent
triad. It is based on the results of [11].

Algorithm 1 Inconsistency Index cm
cm← consistencyMeasure(matrix)
while cm ≥ ÷ do

reduceTriad(matrix)
cm← consistencyMeasure(matrix)

end while

Algorithm 2 Most Inconsistent Triad
ij ← matrix[i][j]
ik ← matrix[i][k]
kj ← matrix[k][j]
a← ik ∗ kj {Following equation 13 & 14 from [11]}
factor ← 1
if a > ij then

factor ← −1
end if
b← factor ∗ (ij + 2 ∗ a)
c← a− ij
∆c ← min(computeRoots(a, b, c)) {least positive root}
matrix[i][k]← ik + (factor ∗ ik ∗∆c)
matrix[k][j]← kj + (factor ∗ kj ∗∆c)
matrix[i][j]← ij − (factor ∗ ij ∗∆c)

VI. FINAL COMMENT

A relationships between multiplicative, additive and qualita-
tive pairwise comparisons have been discussed in detail. It was
shown that from purely mathematical point of view multiplica-
tive and additive pairwise comparisons are equivalent, but for
applications, dependently on the range of data and qualitative
relations, one approach can be superior to another. Altogether,
a combined approach is recommended. The on-line tool, PiXR,
is also provided. The fundamental problem with all methods
like the one presented here, is trust. We believe our approach

is more trustworthy than the standard AHP, mainly because
we better address the problem of assigning numerical values
to subjective qualitative judgements.
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Abstract—To offer innovative malware evolution techniques,
it is appealing to integrate approaches that handle imperfect
data and knowledge. In fact, malware writers tend to target
some precise features within the app’s code to camouflage
the malicious content. Those features may sometimes present
conflictual information about the true nature of the content of
the app (malicious/benign). In this paper, we show how the
Variable Precision Rough Set (VPRS) model can be combined
with optimization techniques, in particular Bilevel-Optimization-
Problems (BLOPs), in order to establish a detection model
capable of following the crazy race of malware evolution initiated
among malware-developers. We propose a new malware detection
technique, based on such hybridization, named Variable Precision
Rough set Malware Detection (ProRSDet), that offers robust
detection rules capable of revealing the new nature of a given
app. ProRSDet attains encouraging results when tested against
various state-of-the-art malware detection systems using common
evaluation metrics.

I. INTRODUCTION

THE amount of malware is increasing exponentially thanks
to the use of advanced malware-development tools [1].

Detection models struggle to keep up with these tricky intru-
sion malicious apps that do not refrain from using the most
effective techniques, like the obfuscated malware, to invade the
targeted systems. In this course of malware development, one
can encounter some data inconsistency specially when dealing
with conflictual features that may appear in both benign and
malicious apps. In this context, few research has focused on
dealing with the inconsistency encountered when extracting
relevant features to either produce or detect malware. Authors
in [2] proposed to adjust the malware detectors in order
to deal with the change that occurs in the data labeling.
More precisely, authors tackled the problem that appears when
the labels used in the training set are different from the
labels used in the testing set and proposed to empirically
quantify the epistemic uncertainty of four combined deep-
learning based Android malware detectors. Santos et al., in
[3], proposed a semi-supervised learning based method to deal
with the existing unlabelled apps (unknown nature beforehand)
in the training process of a detection process. Also, Nauman
et al. [4] looked into a three-way decision-making process
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based on acceptance, rejection, or deferment. When there is
not enough knowledge, the extra deferment choice option
gives the opportunity to postpone a decision. It also seeks
to reduce incorrect decisions at the model level by finding
a trade-off between decision-making attributes like accuracy,
generality, and uncertainty. The authors focused on three-way
decisions using two probabilistic rough set models: game-
theoretic rough sets (GTRS) and information-theoretic rough
sets (ITRS). RoughDroid [5] is a floppy analysis technique
proposed by the authors that can detect Android malicious
programs straight on the smartphone. It is based on seven
feature sets extracted from the XML manifest file of an
Android application and three feature sets extracted from
the Dex file. Those feature sets pass through the Rough Set
algorithm to classify the app either as benign or malicious. In
this paper, we propose to specially focus on malware motif
production and handling the “false” produced ones that may
lead to data inconsistency. We genuinely propose to handle this
challenging task and address it by evolving effective malicious
motifs, a succession of frequent Application Programming
Interface (API) call sequences, and exploit them afterwards
in a bilevel-based method in order to produce detection rules
capable of detecting them. In this work, we aim to attend the
following contributions:

" Generate fraudulent motifs and then exploit them to
produce robust detection rules by adopting a bilevel
architecture where two Evolutionary Algorithms (EAs),
an outer one (Genetic Programming algorithm (GP)) and
an inner one (Genetic Algorithm (GA)), are in a mutual
competition.

" Inspect the generated fraudulent motifs, which are gener-
ated by the inner algorithm within the second layer using
the GA, using the Variable Precision Rough Set (VPRS)
model before sending them to the outer algorithm within
the first layer, i.e., the GP.

" Demonstrate the benefits of the selection made by VPRS
reinforced by the bi-level competition between both algo-
rithms since for every detection rule, there exists a whole
search space of possible generated malicious motifs that
should be effectively sampled to come up with fit and
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challenging generated motifs that positively affect the
detection quality of the corresponding first layer rule.

" Evaluate the outperformance of our ProRSDet approach
compared to several state-of-the-art detection methods
in terms of accuracy maximization and false alarms
minimization.

The remainder of this paper is structured as follows: Section
II emphasizes past work that is most similar to our approach.
The fundamentals of BLOP and VPRS used in this work are
presented in Section III. Our suggested detection method is
described in Section IV. The experimental setup and perfor-
mance analysis results are presented in Section V. Finally,
the conclusion and a description of some future directions are
presented in Section VI.

II. RELATED WORK

Different malware detection techniques [6], [7], [8] have
been proposed in literature focusing, particularly, on gen-
erating new malware. These can be categorized into two
heads. A first category is based on using machine learning
based approaches and second category based on the use of
evolutionary algorithms.

Among the works proposed in the first head, we mention
the work of [9] where an Android malware detection system
(DroidEvolver) was proposed that can automatically update
itself during malware detection using online learning tech-
niques with evolving feature set and pseudo labels. There were
some methods which were based on generating adversarial
samples. Among these, we mention, the work proposed in
[10], where the feasibility of generating adversarial samples
specifically through the injection of system API calls was
investigated. In [11], a generative adversarial network based
algorithm (MalGAN) was proposed to generate adversarial
malware examples able to bypass black-box machine learning
based detection models. The paper of Moti et al. [12] presented
a deep generative adversarial network to generate the signature
of unseen malware samples; the generated signature is poten-
tially similar to the malware samples that may be released in
the future.

Other works proposed automated signature generation sys-
tems, such as the work proposed in [13], where a system
for automatic generation of intrusion signatures from honey
net packet traces was developed. The work of [14], proposed
an automated approach called “content sifting” that generates
precise signatures that can then be used to filter or moderate
the spread of a worm. In [15], a string signature generation
system (Hancock) was designed to create a minimal set of
N-byte sequences from a set of malware samples. Another
work, the work of [16], used a 5-gram Markov chain model
of good software to estimate the probability that a given byte
sequence would show up in good software. In the paper of
Li et al. [17], a network-based automated signature generation
system (Hamsa) for polymorphic worms was proposed. The
proposed model allowed to analyze the invariant content
of polymorphic worms in order to make analytical attack-
resilience granted for the signature generation algorithm. In

[18], Newsome et al. proposed a signature generation system,
Polygraph, that produces signatures that match polymorphic
worms. Polygraph generates signatures that consist of multiple
disjoint content sub-strings and which typically correspond
to protocol framing, return addresses, and poorly obfuscated
code.

Within the second head, several works [19], [20], [21], [22],
[23], focused on applying evolutionary algorithms to generate
malware samples. Among the most recent and efficient ones,
we mention the work of [24], where an Android Malware
Detection System (AMD) was proposed that produces patterns
using a GA in order to mimic real malware patterns. This is to
keep the dataset used in the conception of the detection system
as varied as possible, which allows AMD to be resistant to
obfuscated malware. Also, the work of [23], opted for a system
using co-evolutionary algorithms where a first population
generates detection rules, and a second population generates
artificial malware. In this work, both populations are executed
in parallel without any hierarchy. In the works of [25], [26],
authors adopted a co-evolutionary algorithm as a search engine
to ensure better detection rules.

Despite the good reached results of the above mentioned
state-of-the-art methods, they still suffer from some limita-
tions. First, they refer to a limited number of malware samples
which makes the produced base of malicious malware not
varied enough which cannot be of much help for a detection
system when facing real attacks. Second, there is no check of
the structure of the generated malicious patterns as to be sure
enough that they fit among the real samples. And third, the
malware generation and detection tasks are achieved separately
without interaction which leads to a lack of a “harmony” and
hence creates an incompatibility between the tasks.

In in paper, we will introduce our newly developed ProRS-
Det malware detection technique that overcomes the state-of-
the-art shortcomings via the hybridization of both evolutionary
algorithms and the Variable Precision Rough Set model.

III. BLOP AND VPRS BASIC CONCEPTS

In this section, we introduce the main concepts and fun-
damentals of both BiLevel OPtimization and the Variable
Precision Rough Set model as two tools, used in a hybrid
fashion, to ensure the development of our proposed ProRSDet.

A. BiLevel OPtimization

BLOP is a distinctive optimization process where one prob-
lem is embedded within another. The inner problem, which is
also referred to as the lower-level task, represents a constraint
of the outer problem, which is also referred to as the upper-
level task, where only an optimal lower-level solution can be a
possible solution to the upper-level one. Each level has its own
fitness function to optimize where the considered solutions of
each level affect the decision-making space of the other one.
The technical formalization of a BLOP problem can be found
in [27] and it can be presented as follows:

A BLOP contains two classes of variables: (1) the upper-
level variables x ∈ X ⊂ Rn, and (2) the lower-level variables
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Fig. 1. Representation of a bilevel optimization problem (Inspired by [28])

y ∈ Y ⊂ Rm. For the follower problem, the optimization
task is performed with respect to the variables y while the
variables x act as fixed parameters. Thus, each x corresponds
to a different follower problem, whose optimal solution is a
function on Y and needs to be determined. All variables (x, y)
are considered in the leader problem for given values of y (y∗).
In what follows, we give the formal definition of BLOP.

Assuming L : Rn×Rm → R to be the leader problem and
f : Rn ×Rm → R to be the follower one, a BLOP could be
defined as follows:

min
x∈X,y∈XL

L(x, y) subject to

�
Gk(x, y) f 0, k = 1, . . . , K.
y * argmin{f(x, y)|
gj(x, y) f 0, j = 1, . . . , J}

(1)

In the given formulation, L represents the first layer objec-
tive function, f represents the second layer objective function,
x represents the first layer decision vector and y represents
the second layer decision vector. Gk and gj represent the
inequality constraint functions at both layers, respectively. The
representation of a bilevel optimization problem is illustrated
in Figure 1.

B. Variable Precision Rough Set

VPRS [29], an extension of RST, is a mathematical tool
that deals with inconsistent information and came mainly
to overcome the maybe found strictness within the rough
set notions which may be too restricted in the sense that
they ignore the degree of an overlap between a set and a
concept. Let us consider a universe of objects U referred
to as elementary events and let s(U) be the ∂ − algebra of
measurable subsets of U referred to as random events. It is
presumed that new objects e belonging to the universe are
generated by a random process (on U). For each new object
e, the event X ∈ s(U) occurred if the object e ∈ X . In
addition, it is presumed the existence of the prior probability
function P assigning probabilities P (X) to sets X belonging
to s(U). P (X) > 0 means that all members of the family of
sets s(U) are likely to occur, and, P (X) < 1means that their

occurrence is not certain. These assumptions are justified by
the fact that there is no need to construct a predictive model
for events about which it is known that they are unlikely to
occur or that they do occur with certainty [29]. In the context
of defining the structure of rough approximation space, R
denotes an equivalence relation on U with the finite number of
equivalence classes (elementary sets) E1, E2, . . . , En such that
P (Ei) > 0 for all 1 ≤ i ≤ n. The assumption of finite number
of equivalence classes does not mean that the universe U is
finite. Each elementary set E can be assigned a measure of
overlap with the set X by the conditional probability function
defined as P (X | E) = P (X

�
E) / P (E). The values of the

conditional probability function are normally estimated from
sample data by taking the ratio P (X | E) = card(X

�
E) /

card(E). The VPRS generalization of the original rough set
model is based on the values of the probability function P
and two lower and upper limit certainty threshold parameters
l and u such that 0 ≤ l < P (X) < u ≤ 1. The requirement l
< P (X) is an extra constraint on the values of the parameters
which was proposed in [29]. The VPRS model is said to be
symmetric if l = 1− u. In this study, the symbol β such that
0 < P (X) < β ≤ 1 is used instead of the symbol u to denote
the model upper threshold parameter. Also, the symbol α will
substitute the previously defined l parameter.

IV. PRORSDET: THE VARIABLE PRECISION ROUGH SET
MALWARE DETECTION TECHNIQUE

Figure 2 depicts ProRSDet’s overall running process, which
is divided into two principal layers (levels): (1) First layer is
built on a GP with the goal of generating a set of effective
detection rules (FDRB) and (2) Second layer relies on a GA
to generate harmful (malicious) motifs (SHM ) (first step) and
on a VPRS based component that exclusively preserves the
most dependable set of harmful motifs with no structural flaws,
referred to as “Relevant” motifs (FMM ) (second step).

Each of these two layers runs through a series of iterations
in order to find the optimal solutions in both levels, which are
interdependent. As presented in Figure 2, the evaluation of
every upper detection rule solution (among DRB) requires
running a search algorithm to find the best undetectable
harmful motifs (FMM ) by this rule. The final set of detection
rules produced by our ProRSDet (FDRB) is a set of detection
rules that will perform the malware detection task.

1) First layer: The first layer’s first step, as shown in Figure
2 and Algorithm 1, is to generate a set of detection rules
(Algorithm 1, line 1), which will go through an evaluation
procedure (Algorithm 1, lines 2-3). The coverage of the base
of samples (input) as well as the coverage of the fraudulent
motifs created by the second layer are used to make this
evaluation. These two measures are used to be maximized by
the population of detection rules solutions (Algorithm 1, lines
4-6). This module produces a collection of final detection rules
(FDRB) that will be used by the detection job, which is in
charge of classifying new apps as malicious or benign. The GP
evolutionary operators require a specific formalization to cope
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Fig. 2. Illustration of the ProRSDet functioning process.

with the generated solutions (i.e., the detection rules) by the
first layer that relies on a GP process. These are the following:

" Solution representation: The solution is expressed as a
series of terminals that relate to various motifs (API call
sequences) and functions (Intersection (AND) and Union
(OR)), respectively.

" Solution variation: By selecting one of the functions or
terminals at random, the GP mutation operator is applied.
If a terminal is selected then it is replaced by another
terminal; if it is a function then it is replaced by a new
function. As for the GP crossover operator, two parent
individuals are selected, and a sub-node is picked on each
selected parent. The crossover swaps the nodes and their
related sub-nodes from one parent to the other.

" Solution evaluation: An individual’s encoding is quanti-
fied using a mathematical metric called the “fitness func-
tion”, which measures the quality of a proposed detection
rule and fraudulent motifs. For the GP adaptation, we
used the fitness function fouter defined in Equation 2 to
evaluate detection-rules solutions (DR).

fouter(DR) = Max(

Precision(DR)+Recall(DR)
2 + #damp

#amp

2
)

(2)
where #damp refers to the number of detected fraudulent
motifs and #amp refers to the number of fraudulent
motifs and

Precision(DR) =

�p

i=1
DRi

t
, Recall(DR) =

�p

i=1
DRi

p
(3)

Algorithm 1 Outer Algorithm (First layer)
Input: SMM : set of malicious motifs, SBM : set

of benign motifs, FMM : set of “Relevant” fraudulent
motifs, NDR: number of detection rules, NFM : number
of “Relevant” fraudulent motifs in SHM , NF : number
of iterations in the first layer, NS: number of iterations
in the second layer

Output: Final set of detection rules
FDRB

DRB0 ← Initialization(NDR,SHM ,SBM ) /*First genera-
tion of detection rules*/

2: for each DR0 in DRB0 do /*DR means detection rule*/
SFM0 ← FMGeneration(DR0,FMM ,NFM ,NS) /*call second

layer*/
DR0 ← Evaluation(DR0,SHM ,SFM0)

4: end for
k ← 1

6: while k < NF do
Qt ← Variation(DRBt−1 )

8: for each DRt in Qt do /*Evaluate each rule based on upper fitness
function*/

DRt ← OuterEvaluation(DRt,SHM )
10: SFMt ← FMGeneration(DRt,SHM ,NFM ,NS)

DRt ← EvaluationUpdate(DRt,SFMt)
12: end for

Ut ← Qt∪ DRBt

14: DRBt+1 ← Selection(NDR,Ut)
k ← k+1

16: end while
FDRB ← FittestSelection(DRBt)
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p is the number of detected malicious motifs after exe-
cuting the solution, i.e., the detection rule, on the base of
malicious motifs examples (SMM ), t is the total number
of malicious motifs within SMM , and DRi is the ith

component of a detection rule DR such that:

DRi =

�
1 if the ith detected malicious motif exists in SMM
0 otherwise

(4)

2) Second layer: The generation process of “Relevant”
motifs (FMM , Algorithm 2, line 7) is performed as follows:

" Step 1: A GA is used to maximize the distance between
the generated malicious motifs (SHM ) and the refer-
ence benign motifs (input, not-generated motifs (SBM )
while minimizing the distance between the generated
malicious motifs (SHM ) and the reference malicious
ones (SMM ). The GA also increases the amount of
malicious motifs generated that are not detected by the
first layer, i.e., the detection rules (DRB) (Algorithm 2,
lines 1-5). The GA evolutionary operators need a special
formalization to deal with the manipulated solutions in
order to generate the motifs. The following are the
adopted formalizations:

– Solution representation: The GA solutions are rep-
resented as chromosomes made up of API call se-
quences. These are identifiable by their identifiers
(IDs) and defined by their class (labels), which
indicate their nature (malicious or benign), calling
depths, and a collection of binary values indicating
whether or not an API call appears in the entire API
call sequence.

– Solution variation: For the GA crossover operator,
two parent individuals (chromosomes) are chosen,
and a gene from each parent is chosen. Crossover
involves the transfer of genes from one parent to the
other. Only parents with the same nature can be used
with the crossover operator (malicious or benign).
The mutation operation starts by randomly selecting
a gene on the chromosome. The selected gene is then
replaced with another gene from the same class if it
belongs to that class.

– Solution evaluation: A fraudulent motif (FM ) is
evaluated based on the following GA fitness func-
tion:

finner(FM) = Max((#gamp2#dagmp)+

n"

i=1

fQual(FMi))

(5)

where i ∈ [1, n]; n indicates the total number of
fraudulent motifs, and #gamp refers to the number
of fraudulent motifs and #dagmp refers to the
number of detected fraudulent motifs. The function
fQual() defined in Equation 6 ensures the diversifi-
cation of the fraudulent motifs.

fQual(FMi) =
Sim1 + Sim2 +Overlap(FMi)

3
(6)

Sim1 = Sim(MS,FMi) =

�
MSj∈MSSim(FMi,MSj)

|MS|
(7)

where j ∈ [1,m];m indicates the total number of
malicious motifs. The similarity between the gen-
erated motif FMi and the malicious set of motifs
(MS).This measure of similarity needs to be maxi-
mized.

Sim2 = Sim(BS, FMi) =

�
BSk∈BSSim(FMi, BSk)

|BS| (8)

The similarity between the generated motif FMi

where k ∈ [1, p]; p indicates and the benign motifs
(BS) the total number of benign set of motifs and
which has to be the lowest.

Overlap(FMi) = 1−
�

FMl,i ;=l Sim(FMi, FMl)

|FM |
(9)

Overlap() is measured as the average value of the
individual Sim(FMi, FMl) between the generated
motif FMi and all the other generated motifs FMl

in the generated dataset SFM . l refers to the total
number of the generated motifs.
We updated the Needleman-Wunsch alignment algo-
rithm formula [30] to our context to determine the
similarity Sim() between two motifs. This measure
of similarity was employed in the above equations
but with different parameters. A detailed description
of the similarity function Sim() can be found in [24].

" Step 2: The GA evolutionary operators mentioned above
may cause the manipulated solutions to be distorted, and
hence ambiguous, in different ways and with different
degrees. Technically, a set of motifs is declared to be
ambiguous when they share the same values of the fea-
tures (API calls) but do have different label values (ma-
licious/benign). An illustration of this ambiguity is pre-
sented in Table I. The manipulated motifs by the lower-
level are API call sequences. Each API call sequence is
named MFXi (as shown in Table I) and is composed of
different API calls named MLXj . A conflict (or incon-
sistency) may exist between objects (fraudulent motifs).
It is the case of the objects MFX7 and MFX9 because
they are indiscernible by condition attributes MLX1, . . . ,
MLXn and have different decision attributes (Nature)
(we assume that all attribute values MLXj are the same).
Similarly, another inconsistency exists between objects
MFX3 and MFX8.
To handle this ambiguity issue and to guarantee the
reliability of the generated malicious motifs, a VPRS
component, namely Variable Precision Rough Set Ana-
lyzer (VPRS Analyzer in Figure 3) which uses mainly
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TABLE I
EXAMPLES OF AMBIGUOUS MOTIFS.

Malicious Condition attributes (API call)Decisionfraudulent
motifs MLX1MLX2 . . . MLXn (Nature)
MFX1 1 1 . . . 1 M
MFX2 0 0 . . . 0 M
MFX3 1 0 . . . 0 M
MFX4 1 0 . . . 1 M
MFX5 1 1 . . . 0 M
MFX6 1 0 . . . 1 M
MFX7 1 0 . . . 1 B
MFX8 1 0 . . . 0 B
MFX9 1 0 . . . 1 M
MFX10 1 1 . . . 0 B

Algorithm 2 Inner Algorithm (Second layer)
Input: SMM : set of malicious motifs, SBM : set of

benign motifs, DRB: set of detection rules, R: number of
generations, N : population size

Output: Set of Relevant generated motifs
FMM

SFM0 ← Initialization(SBM ,SMM ,N ,R) /*SFM means
set of fraudulent motifs*/

2: SFM0 ← Evaluation(SFM0,SBM ,SMM ,DRB)/*Evaluation de-
pends on DRB*/
k ← 1

4: while k < R do
Qt ← Variation(SFMt−1 )

6: Qt ← Evaluation(Qt,SBM ,SMM ,DRB)
Ut ← Qt ∪ SFMt

8: SFMt+1 ← Selection(N ,Ut)
k ← k+1

10: SHM ← FittestSelection(SFMt)
(RFM,AFM) ← RelevanceCheck(SHM )/*Set of relevant FM
and a set of ambiguous FM*/

12: SCFM ← LowerCertainty(AFM ) ∪ RFM
SPFM ← UpperCertainty(AFM )

14: (FCFM,FPFM)← Pruning(SCFM ,SPFM )
FMM ← FCFM ∪ FPFM

16: end while

the VPRS lower and upper limit certainty thresholds
concepts, is plugged to the inner algorithm. Specifically,
the VPRS Analyzer checks first the reliability of the
generated malicious motifs (SHM ). Among this set, the
VPRS Analyzer keeps the most relevant motifs (RFM )
which do not need any further check, and investigates the
remaining ambiguous set (AFM ). Among the AFM set,
the VPRS Analyzer calculates the lower limit certainty
threshold to only keep the certain set of fraudulent motifs
SCFM (Algorithm 2, lines 11-12), and the upper limit
certainty threshold to keep the approved fraudulent motifs
among the possible set of generated fraudulent motifs
SPFM , together with SCFM . During the pruning
operation (Algorithm 2, line 14), redundant motifs are
removed. Finally, the joint sets of FFM and FPFM
form the relevant, and the most relevant artificially gen-
erated fraudulent motifs (FMM ) (Algorithm 2, line 15).

As possible fraudulent motifs cannot be considered relevant
enough to be added to the initial set of malicious motifs, they
need further evaluation that reflects their quality and measures

Fig. 3. Second layer functioning process.

their reliability. For every possible fraudulent motif, the VPRS-
based component estimates its reliability using an index named
Relevance_Malicious_index, which is defined as the ratio
of the number of instances that belong to the possible set
and having the same structure with a malicious label, and the
number of the whole possible set of instances (Equation 10).

Relevance_Malicious_index =
Instance_Possible_Malicious_Motif

Instance_Possible_Original_Data
(10)

where Instance_Possible_Malicious_Motif refers to
the number of instances that share the same structure and are
labelled malicious and Instance_Possible_Original_Data
refers to the total number of instances within the whole
possible set. This index can, therefore, be viewed as the
probability of counting the ambiguous fraudulent motifs set
(the possible generated motif set) correctly. It shows the extent
to which a correct label can be given to a generated motif
belonging to the possible set of generated motifs. Tacking
into account that we are aiming to produce effective ma-
licious fraudulent motifs, we will only keep the generated
motifs that have a Relevance_Malicious_index > 50%.
An illustrative example of this index is given below: Sup-
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pose that when generating 123 new fraudulent motifs, 100
among them were labelled as malicious and 23 were labelled
as benign. The Relevance_Malicious_index of those 123
possible generated motifs is (100/123). This means that the
Relevance_Malicious_index = 81,30% which is clearly
greater than 50% and hence the common shared structure of
these generated motifs will be added to the set of malicious
motifs sent to the outer algorithm.

3) Detection task based on detection rules: Throughout this
phase, our model will perform its classification task where a
new app, the executable, will be classified either as a malware
or as a benign. This is achieved using the set of detection
rules (FDRB). Formally, the first step aims to extract the
motifs of the executable. Each motif will be labeled as benign
or as malicious by comparing it to the motifs of the SMM
and SBM databases. Then, the obtained motifs are compared
to the antecedent of FDRB. The comparison will allow the
executable to be either classified as a malware or as a benign
app.

V. EXPERIMENTAL SETUP AND RESULTS

A. Experimental Setup
An experimental investigation was done to evaluate ProRS-

Det’s performance in detecting new malware variants. For
this purpose, we gathered data from a variety of sources (the
theZoo dataset1, from VirusTotal2) and from various portable
benign tools such as Google play. We have gathered 5 540
Android apps where 3 440 are malicious and 2 100 apps are
benign files. From those apps, a total of malicious motifs
and a total of benign motifs were extracted. The conducted
process is summarized in Table II. The Drebin dataset [31],
which contains 123 453 benign applications and 5 560 malware
samples, is used for the evaluation of our approach against
the new variants of malware and 0-day attacks. The necessity
for confirmation that ProRSDet is not fitting the base of
examples led to the selection of a dataset that is different
from the one used for the construction phase. For comparisons,
various state-of-the-art methods were investigated. These are
the classical classifiers named in Table V, tested using Weka
with the proposed default parameters settings, three known
methods (Rathore et al. [32], Gym-plus [33], and AMD [24]),
and several commercial antimalware named in Table VII. The
comparison made with the two recent state-of-the-art methods
([32] and [33]) is justified by the fact that those approaches
are somehow similar to ProRSDet. In fact, there are common
traits between our developed approach and those approaches:
they propose a two-task solution (a malware generation task
and a malware detection task). Also, to ensure the fairness
of comparisons between evolutionary approaches (AMD [24]
and ProRSDet), we used the parameter settings described in
Table III.

Both evolutionary approaches perform 798 000 function
evaluations in each run. Also, to help determine the most

1https://thezoo.morirt.com/
2https://www.virustotal.com/gui/home/upload
2https://www.cs.waikato.ac.nz/ml/weka/

TABLE II
NUMBER OF OBTAINED MOTIFS.

Number of apps Number of motifs
Benign 2 100 28 019 663

Malicious 3 440 36 995 382

TABLE III
EVOLUTIONARY PARAMETERS.

ProRSDet AMD
Population size (both levels) 30 180
Generation size (both levels) 30 4500
Mutation rate 0.5 0.5
Crossover rate 0.9 0.9

appropriate α and β values, a set of experiments is conducted
and the results are reported in Table IV. Indeed, Table IV
shows that the best results were reached with a pair of α
and β value that equals 0.5, respectively. When running the
experiments, we concluded that the fitness functions become
stabilized around the 36th generation. For these reasons, the
algorithms did not suffer from premature convergence. The
metrics used for the evaluation are: true positives (TP), false
positives (FP), true negatives (TN), false negatives (FN),
recall (RC), specificity (SP), accuracy (AC), precision (PR),
F1_score (FS), and the Area Under the Receiver Operating
Characteristics (ROC) Curve (AUC). All of the conducted
experiments, based on a 10-fold cross validation, are run on
an Intel

®
Xeon

®
Processor CPU E5-2620 v3, with a 16 GB

RAM.

B. Results Analysis

In this section, we compare the ProRSDet obtained results to
a set of classifiers (Table V), three state-of-the-art approaches
(Rathore et al. [32], Gym-plus [33] and AMD [24]) and five
antivirus engines (Table VI and Table VII). More precisely, to
determine how accurate our predictive model will perform in
practice, we used 10-fold cross-validation. We considered all
of the collected programs and hence all of the obtained motifs
stored in SBM and SMM (see Table II). So, concerning the
comparison with the top-five classifiers (Table V), and based
on all of the evaluation metrics, ProRSDet surpasses all other
classifiers. In comparison to the LDA and J48 classifiers,
which produced the second best results among the rest of the
classifiers with a pair of precision and accuracy of (98.36%,
97.82%) for LDA and (97.73%, 96.58%) for J48 and a pair
of F1_score and specificity of (97.32%, 97.31%) for LDA and
(98.37%, 97.13%) for J48, ProRSDet achieved a precision of
98.20%, an accuracy of 98.22%, an F1 score of 98.21%, and
a specificity of 98.20%. These remarkable ProRSDet results
are based on its high true positives (98.20%) and low false
positives (1.80%), which are the best achieved values among
the results of the classifiers. These encouraging findings show
that ProRSDet is capable of distinguishing between the two
possible designations (malicious and benign). Also, regarding
the comparison between the EA-based approaches (ProRSDet
and AMD [24]), we used an unknown dataset (Drebin dataset
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TABLE IV
VPRS PARAMETERS.

RC SP AC PR FS AUC FPR FNR

Experiment 1 α = 1 97.56 97.02 97.29 97.01 97.28 80.01 02.99 02.42
β = 0

Experiment 2 α = 0.85 96.68 97.66 97.17 97.69 97.18 82.13 02.31 03.28
β = 0.15

Experiment 3 α = 0.7 96.66 97.07 96.87 97.09 96.87 73.80 02.91 03.35
β = 0.3

Experiment 4 α = 0.5 97.99 97.32 97.66 97.31 96.65 87.00 02.69 01.99
β = 0.5

[31]) and ProRSDet outperformed AMD in terms of the used
evaluation metrics as stated in Table VI. This can be explained
by the contribution brought by the VPRS Analyzer which
helped keep the most “relevant" malicious motifs.

Moreover, we may derive from Table VI and Table VII
that, when compared to competing state-of-the-art approaches,
(Rathore et al. [32], Gym-plus [33] and AMD [24]) using
the unknown dataset [31], ProRSDet came in top with an
accuracy of 97.66%, a specificity of 97.32%, a recall of
97.99%, a precision of 97.31%, and an AUC of 86.15%.
Rathore et al., Gym-plus and AMD, obtained an accuracy of
93.81%, 93.50% and 92.28%, respectively, which are lower
than those obtained by our proposed technique. In addition,
the interesting detection results obtained by ProRSDet are
endorsed by the results presented in Table VII which refers to
the comparison with the commercial antivirus engines. Table
VII shows that ProRSDet reached an accuracy rate of 97.66%
whereas the ESET NOD32 engine, which is ranked first among
all the other malware antivirus engines, registered only 66.68%
of accuracy. It is to be noted that the accuracy values of
the four remaining antivirus engines varied approximately
between 56% and 66%.

The results reported from Tables V, VI and VII highlight
the ability of ProRSDet – thanks to its set of efficient produced
rules which are generated using the most relevant set of
the generated fraudulent malware; both guaranteed via the
use of the BLOP architecture and the VPRS component
– to achieve accurate detection operations against new and
unknown variants of malware.

To better clarify the efficiency and benefits of relying on the
bilevel architecture within ProRSDet, we analyse the results in
terms of false positive and the false negative rates. The regis-
tered ProRSDet values of those two metrics (Table VI) confirm
the usefulness of a bilevel architecture to detect a malicious
code efficiently. The continuous competition between both
levels (first layer and second layer) permitted generation of
good solutions (detection rules and fraudulent motifs) and this
had positive impact on the values of FPR (02.69%) and FNR
(01.99%). In comparison to ProRSDet, the registered FPR and
FNR values for AMD [24], which rely on a single-layer based
architecture via the use of evolutionary algorithms, are 06.37%
and 08.84%, respectively. In addition, referring to Table VIII,
we can state that the Variable Precision Rough Set based
module succeeded to set apart 198 522 ambiguous instances
(possible set) among the generated fraudulent motifs SHM

(468 000 instances). More precisely, a set of 92 689 of false
motifs were removed from the whole set of ambiguous motifs.
The removal of those false motifs was performed thanks to
the Relevance_Malicious_Index and after being processed
by the lower and upper limit certainty thresholds explained
and illustrated in Section IV-2. This distinction brings to light
the VPRS component’s important contribution in improving
the quality of the fraudulent motifs by the second layer and
which, consequently, positively affected the false alarms rate.
Let us recall that ProRSDet provides a set of robust detection
rules thanks to the set of malicious motifs produced by the
second layer’s GA reinforced by the VPRS module. The VPRS
module helps determine the set of “certain" malicious motifs
and the set of “possible" malicious motifs. When dealing with
this set of possible motifs, a Relevance_Malicious_index
(Equation 10) that estimates the reliability degree of each
possible malicious motif is also provided to the user (as
presented in Section IV-2). This metric, specific to the evalu-
ation of each possible malicious motif, will help determine
the fate of this specific motif: add it to the set of mali-
cious motifs or remove it. To be more specific, Figure 4
represents the number of the obtained possible malicious
motifs with regards to their Relevance_Malicious_index.
Figure 4 shows that 51.28% of possible malicious motifs
have a Relevance_Malicious_index that exceeds 50%. Also,
17.98% of possible rules succeeded to correctly classify apps
with rates that lie between 41% and 50%. 18.23% of those
rules ranked just below with a Relevance_Malicious_index
comprised between 31% and 40%. Approximately only 13% of
the rules failed to have a Relevance_Malicious_index above
30%. An example of the use of this index was previously given
in Section IV-2. Also, an important aspect in our proposed
ProRSDet approach that needs to be clarified concerns the
setting of the α and β VPRS parameters. In fact, in this study
we adopted the the trial and error method which consists of
choosing randomly values and apply them in our algorithm.
For instance, we conducted four different experiments (Table
IV) which helped us determine the best pair of α and β
values that leads to better detection results. More precisely,
we tried different combination of α and β values and each
time we assessed the recall (RC), specificity (SP ), accuracy
(AC), precision (PR), F1_score (FS), Area under ROC curve
(AUC), false positive rate (FPR) and false negative rate
(FNR). The best values were reached with α = 0.5 and β =
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TABLE V
COMPARISON BETWEEN PRORSDET AND THE CLASSICAL CLASSIFIERS.

Classifier/ TP FP TN FN RC SP AC PR FS AUC FPR FNRapproach
ProRSDet 98.20 01.80 98.24 01.76 98.23 98.20 98.22 98.20 98.21 86.79 01.80 01.76

LR 93.81 06.19 96.75 03.25 96.65 93.98 95.28 93.17 95.60 63.69 06.01 03.34
NB 92.30 07.70 28.41 71.59 56.31 78.67 60.35 92,37 93,62 65.06 02.13 09.03
RF 97.41 02.59 95.90 04.10 96.00 98.37 97.16 97.36 97.17 73.04 02.62 04.03
J48 97.18 02.82 93.98 06.02 94.27 97.13 96.58 97.73 98.37 83.90 02.91 05.83

k-NN 89.52 10.48 95.21 04.79 94.92 90.08 92.37 85.74 90.56 57.69 09.91 05.07
LDA 97.29 02.71 98.36 01.64 98.34 97.31 97.82 98.36 97.32 75.96 02.68 01.65

LR: Logistic Regression; LDA: Linear Discriminant Analysis; RF: Random Forest;
J48: Decision Tree; NB: Naive Bayes; k-NN: k-Nearest Neighbours.

TABLE VI
COMPARISON BETWEEN PRORSDET AND AMD [24] USING THE DREBIN DATASET [31].

Classifier/ TP FP TN FN RC SP AC PR FS AUC FPR FNRapproach
ProRSDet 97.31 02.69 98.01 01.99 97.99 97.32 97.66 97.31 96.65 86.15 02.69 01.99

AMD 93.80 06.19 90.90 09.10 96.20 92.70 92.28 93.60 92.37 57.69 06.37 08.84

Fig. 4. Number of possible motifs with regards to the Relevance_Malicious_index.

TABLE VII
ACCURACY RESULTS OF PRORSDET AND TOP FIVE COMMERCIAL

ENGINES BY VIRUSTOTAL 3 ON THE DREBIN DATASET [31].

Anti-malware Reference Accuracy (%)
ProRSDet Our current approach 97.66
ESET NOD32 https://www.eset.com 66.68
AegisLab www.aegislab.com 66.23
NANO antivirus http://www.nanoav.ru 66.23
VIPRE https://www.vipre.com 62.53
McAfee https://www.mcafee.com 56.21
Gym-plus [33] 93.50
Rathore et al. [32] 93.81 (with RF)

0.5. Indeed, we specifically registered an AC of 97.66%, a PR
of 97.31% a FPR of 02.69% and a FNR of 01.99%. Those
significant values found their way thanks to great reached
percentages of true positives and true negatives.

TABLE VIII
NUMBERS OF RELEVANT AND AMBIGUOUS GENERATED MALICIOUS

MOTIFS.

Number of generated motifs in ProRSDet
Possible instances Certain instances

False motifs Approved motifs
92 689 105 833 269 478

VI. CONCLUSION AND FUTURE DIRECTIONS

In this research, we developed ProRSDet, a malware detec-
tion technique that combines the Variable Precision Rough Set
model and bilevel optimization. Within the bilevel architecture,
the malware generation task (inner algorithm or second layer)
and the rules generation task (detection task, outer algorithm
or first layer) are in mutual competition. The second layer
generates “Relevant” malicious motifs which are generated by
a GA and thoroughly checked by a VPRS component that
only keeps the most “pertinent” ones, and which are capable
of eluding the GP’s set of detection rules in the first layer.
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These effective created detection rules, in turn, attempt their
hardest to detect the second layer’s set of fraudulent patterns.

ProRSDet outperformed a variety of state-of-the-art ap-
proaches and commercial engines, achieving encouraging de-
tection rates of 97.66% accuracy and 2.69% false positives.
We plan to investigate other methods to help determine the
best values of α and β concerning the VPRS. It would be
interesting to design an adaptive parameter tuning strategy that
aims to approximate the best values of the VPRS parameters.
Also, we can consider other theories that deal with the
inconsistency in the future (i.e., [34], [35]), as well as consider
expanding the scope of the proposed work to encompass other
operating systems.
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Abstract—This paper proposes an approach that is suitable for
solving multi-criteria decision-making problems characterized by
fuzzy (subjective) criteria. A finite set (universe) of alternatives
will be expressed as a decision table that represents a fuzzy
information system in which every fuzzy criterion is connected
with a set of its linguistic values. We apply subjective preference
degrees for linguistic values that should be provided by a
decision-maker. To simplify the process of decision-making in
big data environments, an additional stage will be introduced
that can produce a smaller set of alternatives represented by
fuzzy linguistic labels of similarity classes. We select a small set of
similarity classes for the final ranking. A measure of compatibility
will be defined that should express the accordance of a selected
alternative with preferences given for the linguistic values of a
particular fuzzy criterion.

I. INTRODUCTION

MULTI-CRITERIA decision-making is a very important
task that has to be performed in various areas of

human activity, especially in technique, industry, economy,
business, and in everyday life. Depending on the number
of considered criteria and the size of the solution space
(number of alternatives), the process of determining the best
alternative can be problematic, therefore, only small-sized
and relative simple decision-making tasks can be effectively
solved by humans. Moreover, as a general rule, there is
no accordance in monotonicity between particular criteria,
i.e., one obtains different rankings of alternatives for each
criterion, hence a compromise solution should be determined.
In recent decades, several approaches were proposed for
solving multi-criteria decision-making problems, e.g., AHP,
TOPSIS, VIKOR, PROMETHE, and ELECTRE [1]. In the
case of very large solution spaces, for example when dealing
with the combinatorial optimization problems, metaheuristic
approaches such as simulated annealing, swarm optimization,
and genetic algorithms can be applied.

Another issue, often encountered in practical optimization
tasks, is uncertainty and vagueness in the characteristic of eval-
uated alternatives. Standard optimization methods only base
on classic knowledge representation by utilizing deterministic
objective functions and constraints, crisp set theory, and bi-
valued logic. In order to take vagueness and subjectivity into
account, many decision-making and optimization algorithms
have been extended or combined with various soft computing
methods in the form of hybrid approaches.

The fuzzy set theory has proved to be one of the most
successful paradigms for dealing with problems that are vague
in nature and require the use of linguistic terms or subjective
evaluation. This makes it possible to use notions such as
“quite large” or “very young”. Linguistic values expressed
as fuzzy sets were widely applied and adopted by many
researchers, who introduced several generalization, e.g., intu-
itionistic, type-2, hesitant fuzzy sets, and hybrid fuzzy-rough
set models [2], [3].

Because in many decision-making algorithms a fuzzy rep-
resentation of knowledge could be successfully implemented
[4], [5], popular multi-criteria optimization algorithms have
also been extended to deal with fuzzy terms instead of crisp
numbers [6], [7].

In our previous work [8], we introduced the concept of fuzzy
linguistic label that can be utilized in the framework of fuzzy
or fuzzy-rough decision systems. The principle of the label-
based approach consists in a simplified way of comparing and
classifying the elements of a universe that are described with
fuzzy attributes. Such an approach can be helpful in analysis
of complex information systems that have large number of
attributes and fuzzy linguistic values. The obtained results
strongly depend on the used fuzzy operators and they may
be not easy to interpret. This is why the label-based approach
does not use standard fuzzy relation for determining classes
of similar elements (alternatives) of the universe. Instead,
by finding positive (dominant) linguistic values of attributes
(criteria), a common description of similar objects can be
easily obtained in the form of fuzzy linguistic labels.

In the current work, we propose a label-based approach
to multi-criteria decision-making. We introduce several new
ideas. First, we extend the requirements imposed on the
membership degree of elements in linguistic values of at-
tributes in the information system. This can be helpful in the
process of preparing a consistent high-quality decision table
by an expert. As only two neighbouring linguistic values of
criteria can be activated, the decision table can be given in
a compact form. Secondly, we propose a method of finding
the best alternatives in the case of subjective fuzzy criteria.
We define compatibility measure that can be used to evaluate
the accordance of alternatives with the subjective preferences
for linguistic values that are required by a decision-maker.
Furthermore, the approach consists of two stages. This can
be useful when the process of decision-making is performed
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in a big-data environment. We avoid detailed evaluation of
each alternative in a huge solution space. Instead, the best
linguistic labels can be easily discovered at the first stage.
The final solution can then be obtained by examining only a
small number of the promising similarity classes of alternatives
connected with the selected linguistic labels.

II. FUZZY DECISION SYSTEMS

To formalize the process of multi-criteria decision-making
in a fuzzy environment, we should use the notion of fuzzy
information system [9] that is expressed as a 4-tuple

FDS = ïU,A,V, fð, (1)

where:

U – is a nonempty set (universe) of elements (alternatives),
A – is a finite set of fuzzy attributes (criteria),
V – is a set of linguistic values of criteria, V =

�
a∈A Va,

Va is the set of linguistic values of a criterion a * A,
f – is an information function, f : U × V ³ [0, 1],

f(x, V ) * [0, 1], for all x * U , and V * V.

Any fuzzy criterion ai * A, where i = 1, 2, . . . , n, can
take value from the family of its linguistic values denoted
by Ai = {Ai1, Ai2, . . . , Aini

}. For all elements x * U ,
the membership degree in the linguistic values of all fuzzy
criteria will be assigned by experts. We require the following
conditions to be satisfied, when the membership is assigned:

#Aik * Ai (µAik
(x) g 0.5,

µAik−1
(x) = 12 µAik

(x) (
µAik+1

(x) = 12 µAik
(x)),

(2)

power (Ai(x)) =

ni�

k=1

µAik
(x) = 1. (3)

The requirements (2), and (3) constitute a generalization
of the properties that can be observed in crisp information
systems. They are necessary for creating well-defined and
consistent information systems.

Every information system can be represented by a decision
table in which the rows correspond to the elements of the
universe U , and the columns to the linguistic values of criteria.
Due to the requirement (2), we would obtain a large sparse
decision matrix, when the number of criteria and the number of
their linguistic values is large. Therefore, it is more convenient
to introduce a compact form of a decision table that only
contains the information about the dominant linguistic values,
which satisfy the requirement (2), for every element of the
universe U .

Membership degree of any element x * U , in the dominant
k-th linguistic value of a selected fuzzy criterion ai * A, will
be expressed in the following form

µAik
(x)(neighbour)/Aik (4)

where:

neighbour = L indicates a nonzero membership degree
in the neighbouring left linguistic value,
with µAik−1

(x) = 12 µAik
(x),

neighbour = R indicates a nonzero membership degree
in the neighbouring right linguistic value,
with µAik+1

(x) = 12 µAik
(x),

neighbour = C indicates no membership in the right and
left neighbouring linguistic values.

The introduced concepts are used in an illustrative example
in Section V.

III. LINGUISTIC LABELS

The elements of a given universe of discourse can be com-
pared to each other by using a binary relation for determining
the degree of their similarity. In the standard rough set theory
[10], a crisp indiscernibility relation is utilized that generates
a partition of the universe into classes of elements that cannot
be discerned, because they have the same value of (selected)
attributes. Comparison of elements in a fuzzy model can be
done in different ways, because various fuzzy operators can
be used to determine the similarity of elements [2]. Another
difficulty arises in analysis of big information systems that
have not only large number of elements, but also many fuzzy
attributes and linguistic values. In consequence, one can obtain
a vast number of similarity classes, which complicates the
calculations and, above all, makes it difficult to interpret
the results. This issue was an inspiration for proposing a
straightforward method of classifying the elements of fuzzy
decision systems [8].

The principle of this approach consists in finding classes
of characteristic elements of the universe that have the same
description given in the form of tuple of dominant linguistic
values of attributes. According to the requirement (2), for
every element of the universe U , and every attribute a * A, a
distinct linguistic value can be found for which the member-
ship degree has the greatest value. Hence, we do not apply a
standard fuzzy similarity relation, but only identify dominant
linguistic values in all rows of the decision table. This way
we can easily discover the groups of (characteristic) elements
that have the same dominant linguistic values of all attributes.

A tuple of dominant linguistic values of attributes is called
a linguistic label. We can say that the characteristic elements
of a linguistic label belong to the same similarity class. The
degrees of membership in the dominant linguistic values are
in a general case different numbers from the interval [0.5, 1]
for every element of the similarity class. However, we can also
introduce an ideal element with the membership degree equal
to 1 for all dominant linguistic values. Such ideal elements can
be seen as an abstract representation of the linguistic labels.

By using linguistic labels, one is able to imitate the process
of classifying objects that can be observed in human experts.
Instead of performing an exhaustive comparison for every pair
of elements of the universe, they rather try to discover a limited
subset of ideal elements having a common characteristic.
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Now, let us recall the basic notions of the label-based
approach. The characteristic elements of the universe will be
determined directly from the decision table, by respecting their
membership in the linguistic values of all fuzzy attributes.
Since the dominance of a linguistic value is a matter of the
membership degree, we need to use a threshold of similarity,
denoted by β, which satisfies the inequality

0.5 < β f 1 . (5)

A suitable value of the parameter β should be chosen as
the threshold of similarity for classifying linguistic values of
attributes.

Given a fuzzy information system FDS, we define [8] for
any element x * U , and any fuzzy attribute a * A:
the set �Va(x) ¦ Va of positive linguistic values

�Va(x) = {V * Va : f(x, V ) g β}, (6)

the set Va(x) ¦ Va of boundary linguistic values

Va(x) = {V * Va : 0.5 f f(x, V ) < β}, (7)

and the set qVa(x) ¦ Va of negative linguistic values

qVa(x) = {V * Va : 0 f f(x, V ) < 0.5}. (8)

Due to the constraints (2) and (3), the sets �Va(x), Va(x),
and qVa(x) have the following properties [8]:

(P1) card
�
�Va(x)

�
f 1,

(P2) card
�
Va(x)

�
f 2,

(P3) card
�

qVa(x)
�
< |Va| .

Every element x * U can be described with a combination
of those linguistic values that are positive for that particular
element. In this way, we determine the linguistic labels for all
elements of the universe.

Formally, the set of linguistic labels �L(x) is equal to the
Cartesian product of the sets of positive linguistic values
�Va(x), for all a * A:

�L(x) =
�

a∈A

�Va(x). (9)

When inspecting the decision table, we can also discover
elements x * U which have a common linguistic label L(x).

By XL, we denote the subset of the elements x * U that
correspond to a linguistic label L * L, for all fuzzy attributes
a * A:

XL = {x * U : L(x) = L} . (10)

The subset XL is called the set of characteristic elements of
the linguistic label L.

A linguistic label L * L can be represented by an ordered
tuple of positive linguistic values, for all attributes a * A:

L =
�
V̂ L
a1
, V̂ L

a2
, . . . , V̂ L

an

�
. (11)

In the present paper, the notion of an attribute denotes
a criterion, and an element of the universe is called an
alternative.

IV. LABEL-BASED EVALUATION OF ALTERNATIVES

We divide the process of searching for the best alternatives
into two stages. First, all rows of the decision table have to
be inspected for determining the linguistic labels which are
present in the information system.

A. Stage I

At the first stage, every linguistic label will be evaluated by
determining its accordance with the preferences for linguistic
values provided by a decision-maker. We also take into account
the weights of criteria. The decision-maker should give the
vector of weights W = [w1, w2, . . . , wn], which usually
satisfy the requirement:

�n
i=1 wi = 1.

Let us denote by pref(V ) the preference for the linguistic
value V * V. The compatibility of a linguistic label with the
preferences for linguistic values of criteria can be presented in
a detailed manner as a fuzzy set CL on the domain of positive
linguistic values of the label L

CL = { pref(V̂ L
a1
)/V̂ L

a1
, pref(V̂ L

a2
)/V̂ L

a2
, . . . ,

pref(V̂ L
an
)/V̂ L

an
}.

(12)

Now, we define the measure of weighted compatibility of
the linguistic label L with the preferences of the decision-
maker as follows

compat(L) =

n�

i=1

wi · pref(V̂ L
ai
). (13)

where V̂ L
ai

denotes the positive linguistic value of the criterion
ai in the linguistic label L, as given in the formula (11).

By applying the measure (13), a ranking of all linguistic la-
bels can be determined. Basing on the ranking of the linguistic
labels, we can select a group of the best linguistic labels and
their characteristic elements as the promising candidates for
generating the set of the best alternatives.

B. Stage II

At the second stage, evaluation of alternatives from the
classes of characteristic elements of the selected linguistic
labels is performed. The analyzed alternatives are represented
in the form (4).

We define the measure of the weighted compatibility of an
alternative x * U with the preferences for the linguistic values
of attributes as follows

compat(x) =
n�

i=1

wi · pref(V (x, i)) · µV (x,i)(x) +

n�
i=1

wi · pref(N(x, i)) · µN(x,i)(x),
(14)

where:

V (x, i) – is the positive linguistic value of the criterion ai

in the linguistic label L(x), V (x, i) = V̂
L(x)
ai ,

N(x, i) – is the neighbouring linguistic value of ai in the
linguistic label L(x), µN(x,i)(x) = 12 µV (x,i)(x).

The measure (14) will be used to generate a set of the best
alternatives.
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V. EXAMPLE

Let us consider a fuzzy information system that includes
alternatives: x1, x2,..., x15. There are three fuzzy criteria: c1,
c2, and c3. The criteria c1 and c3 can take three linguistic
values, whereas the criterion c2 five linguistic values.

We assume that the decision regarding the degree of mem-
bership of every alternative in the linguistic values of all fuzzy
criteria was made taking into account the requirements (2) and
(3). The fuzzy information system was prepared in a compact
form (Table I), according to the formula (4).

TABLE I
COMPACT DECISION TABLE

a1 a2 a3

x1 0.8(L)/A12 0.7(L)/A23 0.7(L)/A33

x2 0.8(L)/A12 0.7(L)/A24 0.8(L)/A32

x3 0.8(R)/A12 0.7(R)/A22 0.8(L)/A32

x4 0.8(R)/A12 0.7(R)/A23 0.7(L)/A33

x5 0.8(R)/A12 0.7(R)/A24 0.8(R)/A32

x6 0.8(L)/A12 0.7(L)/A22 0.8(R)/A32

x7 0.8(L)/A12 0.7(R)/A23 0.7(L)/A33

x8 0.7(R)/A11 0.7(L)/A23 0.6(L)/A33

x9 0.7(L)/A13 0.8(L)/A23 0.7(L)/A33

x10 0.7(L)/A13 0.8(R)/A23 0.7(L)/A33

x11 0.8(L)/A13 0.8(L)/A25 0.7(L)/A32

x12 0.8(R)/A12 0.7(L)/A23 0.7(L)/A33

x13 0.8(L)/A13 0.8(L)/A25 0.7(R)/A32

x14 0.8(R)/A11 0.7(R)/A23 0.8(L)/A33

x15 0.8(R)/A11 0.7(R)/A21 1.0(C)/A33

We also present the full decision table (Table II) with
emphasized values of membership degree for the linguistic
values which are dominant.

To assess mainly the influence of preferences of linguistic
values, we can take the same weight for every criterion by us-
ing the following vector of weights: W = [0.33, 0.33, 0.34].
The preferences for the linguistic values of all criteria are given
in Table III.

By inspecting the decision table, we obtain the following
linguistic labels with their characteristic elements:

L1 = (A12A23A33) : XL1 = {x1, x4, x7, x12},
L2 = (A11A23A33) : XL2

= {x8, x14},
L3 = (A12A24A32) : XL3 = {x2, x5},
L4 = (A12A22A32) : XL4

= {x3, x6},
L5 = (A13A23A33) : XL5 = {x9, x10},
L6 = (A13A25A32) : XL6

= {x11, x13},
L7 = (A11A21A33) : XL7

= {x15}.

A. Stage I

For all obtained linguistic labels, we determine the sets
representing the compatibility with the preferences of the

decision-maker, according to the formula (12)

CL1
= {0.50/A12, 1.00/A23, 1.00/A33},

CL2 = {1.00/A11, 1.00/A23, 1.00/A33},
CL3

= {0.50/A12, 0.75/A24, 0.50/A32},
CL4 = {0.50/A12, 0.50/A22, 0.50/A32},
CL5

= {0.25/A13, 1.00/A23, 1.00/A33},
CL6 = {0.25/A13, 0.25/A25, 0.50/A32},
CL7

= {1.00/A11, 0.00/A21, 1.00/A33}.
Next, we determine the weighted compatibility of all lin-

guistic labels according to the formula (13). The obtained
ranking of the linguistic labels is included in Table IV.

B. Stage II

Those similarity classes of the linguistic labels that have
the greatest compatibility with the preferences for linguistic
values of criteria will be selected for a detailed analysis of their
alternatives. In a real-world application with a huge number
of alternatives, the worst similarity classes would be discarded
from further consideration. In our small example, all linguistic
labels are taken into account for determining the ranking of
all alternatives.

We demonstrate the evaluation of the alternative x8 that is a
characteristic element of the linguistic label L2. From Table I,
we take the entry 0.7(R)/A11 expressing the fuzzy value of x8

for the criterion a1. The alternative has a membership degree
in the positive linguistic value A11 equal to 0.7, hence we
have V (x8, 1)(x8) = A11, and µV (x8,1)(x8) = 0.7. There is
also a nonzero membership in the right neighbouring linguistic
value A12, that is, N(x8, 1)(x8) = A12, and µN(x8,1)(x8) =
12 0.7 = 0.3.

By the same way, the terms for the attributes a2 and a3
can be obtained. Therefore, according to the formula (14), the
value compat(x8) is equal to:
w1 · (pref(A11) · µA11

(x8) + pref(A12) · µA12
(x8)) +

w2 · (pref(A23) · µA23(x8) + pref(A22) · µA22(x8)) +
w3 · (pref(A33) · µA33(x8) + pref(A32) · µA32(x8)) = 0.833

The results obtained for all alternatives are presented in
Table IV. We get the following ordering of alternatives: x14,
x8, x7, x1, x4, x12, x10, x9, x2, x5, x6, x3, x13, x11. As we
can see, the alternatives which are characteristic elements of
the best linguistic labels have a high degree of compatibility
with the preferences of the decision-maker.

VI. CONCLUSIONS

Linguistic labels can be effectively used in analysis of
fuzzy information systems, including multi-criteria optimiza-
tion tasks. The concept of fuzzy linguistic label was inspired
by observation of the decision-making activity performed
by human experts. The label-based approach presented in
this paper takes into account subjective preferences for lin-
guistic values of fuzzy criteria given by a decision-maker.
The proposed method can be applied especially in big-data
environments, because it avoids a detailed evaluation of every
alternative in a huge solution space. At the first stage, we
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TABLE II
FULL DECISION TABLE (FRAGMENT)

a1 a2 a3

A11 A12 A13 A21 A22 A23 A24 A25 A31 A32 A33

x1 0.2 0.8 0.0 0.0 0.3 0.7 0.0 0.0 0.0 0.3 0.7
x2 0.2 0.8 0.0 0.0 0.0 0.3 0.7 0.0 0.2 0.8 0.0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
x15 0.8 0.2 0.0 0.7 0.3 0.0 0.0 0.0 0.0 0.0 1.0

TABLE III
DEGREES OF PREFERENCE FOR THE LINGUISTIC VALUES OF CRITERIA

a1 a2 a3

A11 A12 A13 A21 A22 A23 A24 A25 A31 A32 A33

1.00 0.50 0.25 0.00 0.50 1.00 0.75 0.25 0.00 0.50 1.00

TABLE IV
WEIGHTED COMPATIBILITIES OF LINGUISTIC LABELS AND ALTERNATIVES

Position
of label Label Weighted compatibility

of label Alternative Weighted compatibility
of alternative

Order
of alternatives

1 L2 1.00 x8 0.833
x14, x8x14 0.908

2 L1 0.83

x1 0.767

x7, x1, x4, x12
x4 0.742
x7 0.792
x12 0.717

3 L5 0.75 x9 0.692
x10, x9x10 0.708

4 L7 0.67 x15 0.683 x15

5 L3 0.58 x2 0.558
x2, x5x5 0.550

6 L4 0.50 x3 0.500
x6, x3x6 0.517

7 L6 0.33 x11 0.333
x13, x11x13 0.433

evaluate only the linguistic labels, which represent classes of
similar alternatives. Only a small number of the promising
similarity classes of alternatives are selected for a detailed
evaluation of alternatives at the second stage. Implementation
of the presented method is simple, and obtained results can
be easily interpreted. In future work, we plan extend the pro-
posed method to apply both subjective linguistic and objective
numerical criteria.
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Abstract—In this paper we apply vague quantification to fuzzy
rough sets to introduce fuzzy quantifier-based fuzzy rough sets
(FQFRS), an intuitive generalization of fuzzy rough sets. We
show how several existing models fit in this generalization as
well as how it inspires novel models that may improve these
existing models. In addition, we introduce several new binary
quantification models. Finally, we introduce an adaptation of
FQFRS that allows seamless integration of outlier detection
algorithms to enhance the robustness of the applications based
on FQFRS.

I. INTRODUCTION

FUZZY quantification is an important part of fuzzy logic
that models quantified sentences such as “Most Dutch

people are tall” and “Nearly half of the S&P 500 stocks are
down 10%”. Quantifiers are an effective tool to describe the
quantity of elements that satisfy a certain condition. This
is especially true if the condition is of a vague nature, as
for example in the quantified sentence “Most Dutch people
are tall”, since the quantity of elements satisfying a fuzzy
condition (being tall) is hard to assess. The two most studied
types of quantifiers are unary and binary quantifiers, unary
quantifiers being of the form “Q1 elements are A” (e.g. “Some
people are tall”) and binary quantifiers being of the form
“Q2 A’s are B’s” (e.g. “Most Dutch people are tall”). The
first evaluation method for fuzzy quantified statements was
introduced by Zadeh [1]. His idea was to define a cardinality
measure for fuzzy sets to evaluate the quantity of elements
satisfying a condition. The problem with this approach is
that the cardinality measure is cumulative, implying that a
situation involving two people with a degree of tallness of
0.5 is regarded the same as one with one tall person (tallness
1) and one short person (tallness 0). An improved evaluation
method was proposed by Yager [2], which is based on the
Ordered Weighted Averaging (OWA) operator. This method
is semantically more reasonable for unary quantifiers but
still lacks soundness for binary quantifiers. To resolve these
issues, Glöckner [3] developed a general framework for fuzzy
quantification. In this framework, fuzzy quantifiers are fully
determined by how they act on classical (i.e. non-fuzzy) sets
and by the choice of a quantifier fuzzification mechanism
(QFM). A QFM thus reduces the evaluation of any quantified
statement to the evaluation of quantified statements with crisp
arguments.

Rough set theory, introduced by Pawlak [4], provides a
lower and upper approximation of a concept with respect to

the indiscernibility relation between objects. The lower and
upper approximation contain all objects that are certainly,
respectively possibly part of the concept. That is to say, an
element is a member of the lower approximation of a concept
if every element indiscernible from it belongs to the concept;
and an element is a member of the upper approximation
of the concept if there exists an element indiscernible from
it that belongs to the concept. Rough set theory was first
extended to fuzzy rough set theory by Dubois and Prade
[5], where both the concept and the indiscernibility relation
can be fuzzy. Fuzzy rough set theory has been used success-
fully for classification and other machine learning purposes,
such as feature and instance selection [6], but due to the
fact that the approximations in classical fuzzy rough sets
are determined using the minimum and maximum operators,
these approximations (and the applications based on them)
are sensitive to noisy and outlying samples. To mitigate this
problem, many noise-tolerant versions of fuzzy rough sets
(FRS) have been proposed, such as Vaguely Quantified FRS
(VQFRS) [7], β-Precision FRS [8], [9], Variable Precision
FRS [10], Variable Precision (θ, σ)-FRS [11], Soft Fuzzy
Rough Sets [12], Automatic Noisy Sample Detection FRS
[13], Data-Distribution-Aware FRS [14], Probability Granular
Distance based FRS [15], Ordered Weighted Averaging (OWA)
based FRS (OWAFRS) [16] and Choquet-based FRS (CFRS)
[17]. VQFRS and, as noted in [17], OWAFRS and CFRS
are fuzzy rough set models based on vague quantification. In
this paper, we introduce a generalization of fuzzy rough sets,
called fuzzy quantifier-based fuzzy rough sets (FQFRS), that
takes the idea behind VQFRS and CFRS one step further. It
does this by using binary and unary quantification models to
determine the lower and upper approximation of a concept,
respectively. Furthermore, we explain how to adapt FQFRS to
use normalized outlier scores [18] to boost the robustness of
the lower and upper approximations in fuzzy rough sets.

This paper is structured as follows: in Section II, we recall
the required prerequisites for (Choquet-based) fuzzy rough sets
and vague quantification. Section III discusses different binary
quantification models and introduces several new ones. In
Section IV, fuzzy quantifier-based fuzzy rough sets (FQFRS)
and confidence-based FQFRS are introduced and their relation
with existing models is discussed as well as the possible
benefits they may have. Sections V and VI conclude this paper
and describe opportunities for future research.
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II. PRELIMINARIES

A. Fuzzy logic

In this subsection, we recall the necessary notions of fuzzy
set and fuzzy logical connectives. We start with the definition
of a fuzzy set and a fuzzy relation.

Definition II.1. [19] A fuzzy set or membership function A on
X is a function from X to the unit interval, i.e. A : X ³ [0, 1].
The value A(x) of an element x * X is called the degree of
membership of x in the fuzzy set A. The set of all fuzzy sets
on X is denoted as �P(X).

Definition II.2. A fuzzy relation R on X is an element of
�P(X×X). A fuzzy relation R is called reflexive if R(x, x) = 1
for every x * X . For an element y * X and a fuzzy relation
R * �P(X ×X), we define the R-foreset of y as the fuzzy set
Ry(x) := R(x, y).

We will also make use of conjunctors, implicators and
negators which extend their Boolean counterparts to the fuzzy
setting.

Definition II.3.
" A function C : [0, 1]2 ³ [0, 1] is called a conjunctor if it

is increasing in both arguments and satisfies C(0, 0) =
C(0, 1) = 0 and C(1, x) = x for all x * [0, 1]. A commu-
tative and associative conjunctor T is called a t-norm.
We will use the following notation x 'C y := C(x, y).

" A function S : [0, 1]2 ³ [0, 1] is called a t-conorm
if it is non-decreasing in both arguments, commutative,
associative, and satisfies S(0, x) = x for all x * [0, 1].
We will use the following notation x (S y := S(x, y).

" A function I : [0, 1]
2 ³ [0, 1] is called an implicator if

I(0, 0) = I(0, 1) = I(1, 1) = 1, I(1, 0) = 0 and for all
x1, x2, y1, y2 in [0, 1] the following holds:

1) x1 f x2 ó I(x1, y1) g I(x2, y1) (non-increasing
in the first argument),

2) y1 f y2 ó I(x1, y1) f I(x1, y2) (non-decreasing
in the second argument),

We will use the following notation x ³I y := I(x, y).
" A function N : [0, 1] ³ [0, 1] is called a negator if it is

non-increasing and satisfies N (0) = 1 and N (1) = 0. A
negator is called a strong negator if it is an involution.

" Suppose S is a t-conorm and N is a negator. The
mapping

I(x, y) = N (x) (S y, "x, y * [0, 1],

is called the S-implicator induced by S and N .

Example II.1. The Kleene-Dienes implicator is defined as
IKD(x, y) := max(1 2 x, y). It is the S-implicator induced
by the standard negator ¬(x) := 1 2 x and the standard t-
conorm x ( y = max(x, y).

Since t-norms are required to be associative, they can be
extended naturally to a function [0, 1]n ³ [0, 1] for any natural
number n g 2.

Definition II.4. The notation A ¦ B for two fuzzy sets A and
B, expresses that A(x) f B(x) for all x * X . The fuzzy set
A+B * �P(X) is defined by (A+B)(x) = min(A(x), B(x)).
We denote Zadeh’s Sigma count as |A| := �x*X A(x) for
every fuzzy set A * �P(X), it is a conservative extension of
classical set cardinality to fuzzy sets.

Definition II.5. Given a negator N , conjunctor C, t-conorm
S , implicator I, and two fuzzy sets A,B * �P(X), we define
the following:

(¬NA)(x) = N (A(x)),

(A +C B) (x) := A(x) 'C B(x),

(A *S B) (x) := A(x) (S B(x),

(A ³I B) (x) := A(x) ³I B(x),

for all x * X .

B. OWA-based fuzzy rough sets

A downside to the classical definition of lower and upper
approximation in fuzzy rough set theory is their lack of
robustness. The value of the membership of an element in
the lower and upper approximation is fully determined by
a single element because of the minimum and maximum
operators in the definition. To solve this undesirable behaviour,
many alternative definitions of fuzzy rough sets were intro-
duced. One of these is OWA-based fuzzy rough sets [16],
which has been shown to have an excellent trade-off between
performance (robustness) and theoretical properties [20]. The
Ordered Weighted Average [21] is an aggregation operator that
is defined as follows:

Definition II.6 (OWA). Let X = {x1, x2, . . . , xn}, f : X ³
R and w = (w1, w2, . . . , wn) be a weighting vector, i.e. w *
[0, 1]n and

�n
i=1 wi = 1, then the ordered weighted average

of f with respect to w is defined as

OWAw(f) :=

n�

i=1

f(xσ(i))wi,

where σ is a permutation of {1, 2, . . . , n} such that

f(xσ(1)) g f(xσ(2)) g · · · g f(xσ(n)).

Example II.2. The maximum, mean and minimum opera-
tors can all be seen as OWA-operators with weight vectors
(1, 0, . . . , 0, 0),

�
1
n ,

1
n , . . . ,

1
n

�
and (0, 0, . . . , 0, 1) respectively.

In OWA-based fuzzy rough sets, OWA operators replace
the minimum and maximum in the lower and upper approx-
imations in classical fuzzy rough sets. To not deviate too
strongly from the original definitions, some requirements may
be enforced on the weight vectors of the OWA-operators used
[16]. In particular, the authors required that the OWA-operator
for the lower approximation is a soft minimum and for the
upper approximation a soft maximum.
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Definition II.7. The orness and andness of a weight vector
w = (wi)

n
i=1 are defined as

orness(w) =
1

n2 1

n�

i=1

((n2 i) · wi), (1)

andness(w) = 12 orness(w).

If orness(w) < 0.5, then OWAw is called a soft minimum.
If orness(w) > 0.5, OWAw is called a soft maximum.

As can be seen from Equation (1), the orness indicates how
much weight is given to the largest elements. The orness tells
us how “close” the OWA-operator is to the maximum. Using
this definition OWA-based fuzzy rough sets are then defined
as:

Definition II.8. [16] Given R * �P(X × X), weight vectors
wl and wu with orness(wl) < 0.5 and orness(wu) > 0.5
and A * �P(X), the OWA lower and upper approximation of
A w.r.t. R, wl and wu are given by:

(apr
R,wl

A)(x) = OWAwl
(I(R(x, y), A(y))) , (2)

(aprR,wu
A)(x) = OWAwu

(C(R(x, y), A(y))) , (3)

where I is an implicator, C a conjunctor and I(R(x, y), A(y))
and C(R(x, y), A(y)) are seen as functions in y.

C. The Choquet integral

The Choquet integral induces a large class of aggregation
functions, namely the class of all comonotone linear aggrega-
tion functions [22]. Since we will view the Choquet integral as
an aggregation operator, we will restrict ourselves to measures
(and Choquet integrals) on finite sets. For the general setting,
we refer the reader to e.g. [23].

Definition II.9. Let X be a finite set. A function µ : P(X) ³
[0, 1] is called a monotone measure if:

" µ(') = 0 and µ(X) = 1,
" ("A,B * (P(X))(A ¦ B =ó µ(A) f µ(B)).

A monotone measure is called:
" additive if µ(A*B) = µ(A)+µ(B) when A and B are

disjoint,
" symmetric if µ(A) = µ(B) when |A| = |B|.

Definition II.10. [23] Let µ be a monotone measure on X
and f : X ³ R a real-valued function. The Choquet integral
of f with respect to the measure µ is defined as:

�
f dµ =

n�

i=1

µ(A7
i ) ·
"
f(x7

i )2 f(x7
i21)
"
,

where (x7
1, x

7
2, . . . , x

7
n) is a permutation of X =

(x1, x2, . . . , xn) such that

f(x7
1) f f(x7

2) f · · · f f(x7
n),

A7
i := {x7

i , . . . , x
7
n} and f(x7

0) := 0.

The class of aggregation operators induced by the Choquet
integral contains the weighted mean and the OWA operator. In

fact, the weighted mean and OWA operator are the Choquet
integrals with respect to additive and symmetric measures,
respectively.

Proposition II.11. [22] The Choquet integral with respect
to an additive measure µ is the weighted mean Mw with
weight vector w = (wi)

n
i=1 = (µ({xi}))ni=1. Conversely, the

weighted mean Mv, with weight vector v = (vi)
n
i=1 is a

Choquet integral with respect to the uniquely defined additive
measure µ for which (µ({xi}))ni=1 = (vi)

n
i=1.

Proposition II.12. [22] The Choquet integral with respect to a
symmetric measure µ is the OWA operator with weight vector
w = (wi)

n
i=1 = (µ(Ai)2µ(Ai21))

n
i=1, where Ai denotes any

subset with cardinality i. Conversely, the OWA operator with
weight vector v = (vi)

n
i=1 is a Choquet integral with respect

to the symmetric measure µ defined as

("A ¦ X)(µ(A) :=

|A|�

i=1

vi).

D. Glöckner’s framework for fuzzy quantification

Glöckner’s framework for fuzzy quantification deals with
defining vague quantifiers in two steps. The first step is the
specification of the vague quantifier on crisp sets, i.e. to specify
the “underlying” semi-fuzzy quantifier. The second step is to
extend this description to fuzzy arguments, i.e. applying a
quantifier fuzzification mechanism.

Definition II.13. [3] An n-ary semi-fuzzy quantifier on X ;= '
is a mapping Q : (P(X))n ³ [0, 1]. An n-ary fuzzy quantifier
on X ;= ' is a mapping �Q :

�
�P(X)

�n
³ [0, 1].

Definition II.14. [3] A quantifier fuzzification mechanism
(QFM) F assigns to each semi-fuzzy quantifier Q :
(P(X))n ³ [0, 1] a corresponding fuzzy quantifier F(Q) :
(P(X))

n ³ [0, 1] of the same arity n * N and on the same
universe X .

Glöckner defined an axiomatic framework for plausible
models of fuzzy quantification which he called the Determiner
Fuzzification Scheme (DFS) axioms. Since introducing DFS
would take up too much space we refer the reader to chapter
three, four, and five of [3].

We now take a look at Zadeh’s and Yager’s traditional
approaches, where they describe fuzzy quantifiers using fuzzy
sets of the unit interval.

Definition II.15. [1] A fuzzy set Λ * �P([0, 1]) is called a
regular increasing monotone (RIM) quantifier if Λ is a non-
decreasing function such that Λ(0) = 0 and Λ(1) = 1.

Example II.3. The following RIM quantifiers represent the
quantifiers “more than 100 7 k%” and “at least 100 7 k%”:

Λ>k(p) =

�
1 if p > k
0 elsewhere Λgk(p) =

�
1 if p g k
0 elsewhere .

These RIM quantifiers also include (a representation of) the
universal and existential quantifier, Λ" := Λ>0 and Λ# :=
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Λg1. Linguistic quantifiers such as “most” and “some” can
be modelled using Zadeh’s S-function (0 f α < β f 1) :

Λ(α,β)(p) =

ù
üüüú
üüüû

0 p f α
2(p2α)2

(β2α)2 α f p f α+β
2

12 2(p2β)2

(β2α)2
α+β
2 f p f β

1 β f p

,

for example, we could use Λ(0.3,0.9) and Λ(0.1,0.4) to model
“most” and “some”, respectively.

In Zadeh’s model, unary sentences of the form “Λ X’s are
A’s” and binary sentences of the form “Λ A’s are B’s”, where
Λ is a RIM quantifier and A,B * �P(X), are evaluated as

�ZΛ(A) = Λ

� |A|
|X|

�
, (4)

�Z2
Λ(A,B) = Λ

� |A +B|
|A|

�
, (5)

respectively, while in Yager’s OWA model, the unary sen-
tence “Λ X’s are A’s” is evaluated as

�YΛ(A) := OWAwΛ(A), (6)

where
wΛ

i := Λ

�
i

n

�
2 Λ

�
i2 1

n

�
. (7)

For the binary sentence “Λ A’s are B’s”, there is no definite
evaluation, although there are two that are most common in
literature (cf. [24], [25]). The first one evaluates the sentence
as

�Y I
Λ (A,B) := �YΛ(I(A,B)) = OWAwΛ(I(A,B)), (8)

where I is an implicator, while the second one evaluates it as:

�Y 2
Λ (A,B) := OWAv(I(A,B)), (9)

where

vi := Λ

��i
j=1 A(x

7
j )

|A|

�
2 Λ

��i21
j=1 A(x

7
j )

|A|

�
, (10)

with A(x7
i ) being the ith smallest A(x) for x * X and�0

j=1 A(x
7
j ) =

�
x*' x = 0. Note that both �ZΛ and �YΛ

extend the semi-fuzzy quantifier

QΛ(A) := Λ

� |A|
|X|

�
. (11)

E. Choquet-based fuzzy rough sets

Choquet-based fuzzy rough sets (CFRS) [17] have been
introduced by noting that by Proposition II.12, we can rewrite
OWAFRS as follows:

(apr
R,µl

A)(y) =

�
I (R(x, y), A(x)) dµl(x),

(aprR,µu
A)(y) =

�
C(R(x, y), A(x)) dµu(x),

where µl and µu are two symmetric measures. Allowing non-
symmetric measures gives us the definition of CFRS:

Definition II.16. [17] Given R * �P(X × X), monotone
measures µl and µu on X and A * �P(X), then the Choquet
lower and upper approximation of A w.r.t. R, µl and µu are
given by:

(apr
R,µl

A)(y) =

�
I(R(x, y), A(x)) dµl(x) (12)

(aprR,µu
A)(y) =

�
C(R(x, y), A(x)) dµu(x), (13)

where I is an implicator and C is a conjunctor.

Example II.4. Suppose we have a crisp set O containing all
the instances that are outliers, unreliable or inaccurate, then
a useful pair of quantifiers could be “for all except (maybe)
elements of O” and “there exists an element in X \ O”.
These quantifiers can be modelled by the partial minimum
and maximum, which in turn are Choquet-integral operators
with respect to non-symmetric measures (cf. [17]).

Using these non-symmetric measures in Equation (12) and
(13), we get that the degree of membership of an element y
to the lower approximation is equal to the truth value of the
proposition “All trustworthy elements that are indiscernible to
y are in A”. An analogous interpretation holds for the upper
approximation.
As we will see in Subsection II-F, it is possible to extend
this approach of the previous example to fuzzy sets O and
quantifiers representing “most of the trustworthy objects”. The
following examples show how such fuzzy sets O can be
constructed in practice.

Example II.5. Suppose we have a decision system (X,A *
{d}) where d is a categorical attribute. Then we can define
O(x) as the normalized outlier score [18] of x (obtained
from a certain outlier detection algorithm) when compared to
other elements of [x]d (based on the conditional attributes).
An outlier score measures the degree to which a data point
differs from other observations, and normalization transforms
this score in such a way that it can be interpreted as a degree
of outlierness.

Example II.6. Suppose X consists of patients from several
different hospitals, A is the subset of patients that have a
disease and R is a similarity relation between patients based
on a set of symptoms. Then a confidence score ci can be
attached to each hospital i based on the accuracy of the
tests performed to trace the disease (and the symptoms). The
membership degree of a patient x of hospital i to O can then
be defined as O(x) = 12 ci.

F. Examples of non-symmetric measures

As described in the previous subsection we can accom-
modate non-symmetry by introducing a fuzzy set O in X
that represents the lack of confidence. The value O(x) could,
for example, be seen as an outlier score in [0, 1] (Example
II.5) or it could represent the unreliability or inaccuracy of
the observation (Example II.6). We now recall several non-
symmetric measures that were introduced in [17] using the
fuzzy set O.
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1) Fuzzy removal: the first option that was proposed to
define a non-symmetric measure using O is as follows:

µ"x*X \O(S) =

ù
üüú
üüû

1 if S = X
0 if S = '
T (O(x))� �� �

x*X\S

elsewhere , (14)

where T is a t-norm (e.g. minimum) and S * P(X). This
measure is called the fuzzy removal measure, since in the
case O is crisp, the Choquet integral with respect to this
measure is equal to the partial minimum. The vague quantifier
interpretation of the fuzzy removal measure could thus be “for
all except (maybe) elements of O”.

2) Weighted ordered weighted average: the second idea for
a non-symmetric measure was:

µ¬O
Λ (S) := Λ

� |¬O + S|
|¬O|

�
= Λ

��

xi*S

pi

�
, (15)

where Λ is a RIM quantifier and p a weight vector describing
the confidence, reliability, accuracy or non-outlierness of each
observation:

pi =
12O(xi)

n2�n
j=1 O(xj)

. (16)

The measure in Equation (15) corresponds to the Weighted
Ordered Weighted Averaging (WOWA) operator [26], [27],
which is a generalization of the OWA and the weighted
mean. The RIM quantifier Λ determines the OWA part of the
WOWA and the weight vector p the weighted mean part. The
WOWA operator is also equivalent with Yager’s importance
weighted quantifier guided aggregation [2]. These measures
could be interpreted as quantifiers of the form “Λ of the
trustworthy/reliable objects”.

III. BINARY QUANTIFICATION MODELS

We now take a deeper look at binary quantifiers (i.e. 2-ary
fuzzy quantifiers), and in particular, proportional quantifiers
such as “Most A’s are B’s”. To focus our attention we will
make use of Zadeh’s approach of using RIM-quantifiers to
model these quantifiers in their bare form.

A. QFM-based binary quantification models

To define binary fuzzy quantifiers using QFM’s, we first
need semi-fuzzy quantifiers. The following definition proposes
the two most viable options for semi-fuzzy quantifiers that
model “Λ A’s are B’s”, with Λ a RIM-quantifier.

Definition III.1. Given a RIM-quantifier Λ, we define the
following semi-fuzzy quantifiers:

Q2
Λ(A,B) := Λ

� |A +B|
|A|

�
,

Q³
Λ (A,B) = Λ

� |A ³ B|
|X|

�
:= Λ

� |¬A|+ |A +B|
|X|

�
,

for crisp sets A,B * P(X).

The first one is the most intuitive definition, but the second
one is (as we will see) used a lot in practice, perhaps due to

its simplicity as we shall see later in this section (Corollary
III.6). The semantical difference between Q2

Λ and Q³
Λ is that

of “Most A’s are B’s” and of “For most X’s, if they are in A,
they are in B”. This is a very subtle difference and in day to
day life both mean the same. In the first one only elements of
A matter, while for the second one all elements matter. The
following example demonstrates how important the difference
is.

Example III.1. Let us look at the difference between “Most
Belgian people are not Belgian” and “For most people in the
world, if they are Belgian, they are not Belgian”. Most people
would say both sentences are plainly wrong. Let X denote the
set of all people and B * P(X) the subset of Belgian people,
if we evaluate the first sentence using QΛ and the second one
using Q³

Λ , we get the following:

Q2
Λ(B,¬B) = Λ

� |'|
|B|

�
= 0,

Q³
Λ (B,¬B) = Λ

� |¬B|
|X|

�
j 1,

because the percentage of Belgians in the world is minuscule.
So the second one is still correct, since for most people it
holds that if they are Belgian, then they are not Belgian, since
they are simply not from Belgium.

If F is a QFM, we can use F(Q2
Λ) and F(Q³

Λ ) to evaluate
sentences of the form “Λ A’s are B’s” for A,B * �P(X).
We now take a look at the differences between the two. The
first difference is the monotonicity. In the second argument
both QΛ and Q³

Λ are non-decreasing, hence so are F(QΛ)
and F(Q³

Λ ) for a DFS F (argument monotonicity [3]). The
difference between the two is in the first argument; let us
add an element a to A and suppose Λ is a strictly increasing
RIM-quantifier, if a * B, then Q2

Λ(A,B) will strictly increase,
while Q³

Λ (A,B) stays unchanged, if a /* B, then Q2
Λ(A,B)

and Q³
Λ (A,B) will strictly decrease. So in summary, Q³

Λ is
non-increasing in the first argument (hence F(Q³

Λ ) is as well),
while Q2

Λ is not monotone in the first argument.

Proposition III.2. We have the following inequality:

Q³
Λ (A,B) g Q2

Λ(A,B),

for every A,B * P(X).

Proof.

Λ

� |¬A|+ |A +B|
|X|

�
g Λ

� |A +B|
|A|

�

ñó |¬A|+ |A +B|
|¬A|+ |A| g |A +B|

|A|
ñó (|¬A|+ |A +B|) 7 |A| g |A +B| 7 (|¬A|+ |A|)
ñó |¬A| 7 |A| g |A +B| 7 |¬A|
ñó |A| g |A +B|
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Corollary III.3. We have the following inequality for every
DFS F:

F(Q³
Λ )(A,B) g F(Q2

Λ)(A,B),

for every A,B * �P(X).

Proof. Every DFS satisfies quantifier monotonicity [3].

We will now show that evaluating the binary quantifier
F(Q³

Λ ) for fuzzy sets A,B and a DFS F simply amounts
to evaluating the fuzzy set A³̃B using the unary quantifier
F(QΛ), where ³̃ is the implicator induced by the DFS F (cf.
[3]).

Definition III.4. Let �Q : ( �P(X))n ³ [0, 1] be a fuzzy
quantifier, then the fuzzy quantifier �Q³̃ : ( �P(X))n+1 ³ [0, 1]
is defined as:

�Q³̃(A1, . . . , An+1) := �Q(A1, . . . , An21, (An³̃An+1)).

For a semi-fuzzy quantifier Q the semi-fuzzy quantifier Q ³
is defined analogously.

Proposition III.5. For every semi-fuzzy quantifier Q and DFS
F we have:

F(Q ³) = F(Q)³̃.

Proof. This follows from

Q ³ = Q¬ + ¬
and the fact that a DFS is compatible with internal meets and
internal negations [3].

Corollary III.6. Let F be a DFS and QΛ the unary quantifier
from Equation (11), then:

F (Q³
Λ ) (A,B) = F(QΛ)(A³̃B),

for every A,B * �P(X).

Applying this to one of the most used QFM’s, Glöckner’s
Fowa [3], we can write one of Yager’s binary quantification
models as a QFM-based model:

Corollary III.7.

Fowa(Q
³
Λ )(A,B) =

�
IKD(A,B) dµΛ = �Y IKD

Λ (A,B)

Proof. Follows from the fact that Fowa is a standard DFS
(thus the induced implicator is IKD) [3] and

Fowa(Q)(A) =

�
A dQ,

for every A * �P(X) and every semi-fuzzy quantifier Q that
is also a monotone measure [3].

Remark III.2. We can apply the exact same reasoning as
in the previous corollary to the standard DFS MCX [3], to
obtain

MCX(Q³
Λ )(A,B) = (S)

�
IKD(A,B) dµΛ,

where (S)
�

denotes the Sugeno integral [23].

B. Integral-based binary quantification models

We start off with rewriting Zadeh’s and Yager’s models
using the Choquet integral to get a unifying view of these
models.

Proposition III.8. Let Λ be a RIM-quantifier, A,B * �P(X)
and I an implicator. We can rewrite Zadeh’s and Yager’s
evaluation models as follows:

�ZΛ(A) = Λ

��
A dµid

�

�Z2
Λ(A,B) = Λ

��
A +B dµid�
A dµid

�

�YΛ(A) =

�
A dµΛ

�Y I
Λ (A,B) =

�
I(A,B) dµΛ

�Y 2
Λ (A,B) =

�
I(A,B) dµ2

Λ,

where

µΛ(S) := Λ

� |S|
|X|

�

µ2
Λ(S) := Λ

��|S|
j=1 A(x

7
j )

|A|

�
,

with A(x7
i ) being the ith smallest A(x) for x * X and S *

P(X).

Proof. Follows from Propositions II.11 and II.12.

So both models can be written using integrals, but whereas
Zadeh’s model first integrates and then applies the RIM quan-
tifier, Yager’s model already incorporates the RIM quantifier
in the measure used for integration.

Looking at Yager’s model �Y I
Λ we can see that an element

not in A contributes as much to the truth value as an element
that is in A and in B, therefore the model has the same
issues as mentioned in Example III.1. Quantifiers based on
the semi-fuzzy quantifier Q2

Λ and a DFS do not suffer from
this issue, but are computationally more complex. Therefore
we now introduce a new binary quantification model that does
an extra weighting on elements of A to compensate for the
issues of �Y I

Λ :

Definition III.9. Let Λ be a RIM-quantifier, I an implicator
and A,B * �P(X). We define the fuzzy quantifier  W I

Λ :
�P(X) ³ [0, 1] as:

 W I
Λ (A,B) :=

�
I(A,B) dµA

Λ , µA
Λ(S) := Λ

� |S +A|
|A|

�
,

where S * P(X).

Remark III.3. By replacing the Choquet integral in the pre-
vious definition with the Sugeno integral, or even general pan-
integrals (for more information about these integrals see [23]),
we obtain other novel quantifiers that are worth studying.
Because Glöckner’s model MCX corresponds to the Sugeno
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integral (Remark III.2), this can give us a good compromise
(between computational simplicity and semantical soundness)
for the MCX(Q2

Λ) model.

This quantifier indeed resembles �Y I
Λ (A,B) but with an

extra weighting on A. The quantifier �Y 2
Λ also does this but in a

less intuitive and elegant way, by doing an extra ordering of the
elements. Comparing the two, we see that the new definition
uses a weighted ordered weighted averaging (WOWA) with
Λ for the OWA part and pi = A(xi)/|A| for the weighted
mean part, while the quantifier �Y 2

Λ uses an OWA operator
with weights given by Equation (10).
The following proposition describes how all of these fuzzy
quantifiers act on crisp sets, i.e., what their underlying semi-
fuzzy quantifiers are.

Proposition III.10. The following equalities hold:

 W I
Λ (A,B) = QΛ(A,B),

�Y 2
Λ (A,B) = QΛ(A,B),

�Z2
Λ(A,B) = QΛ(A,B),

�Y I
Λ (A,B) = Q³

Λ (A,B),

for all crisp sets A,B * P(X).

Proof. We will only prove the first and second equality, the
rest are analogous or trivial. Let A,B * P(X) be two crisp
sets, then:

U
�
 W I

Λ

�
(A,B) =

�
I(A,B) dµA

Λ = µA
Λ(I(A,B))

= µA
Λ (¬A *B)

= Λ

� |A +B|
|A|

�
= QΛ(A,B),

which proves the first equality. For the second equality:

U
�
�Y 2
Λ

�
(A,B) =

�
I(A,B) dµ2

Λ = µ2
Λ(I(A,B))

= µ2
Λ (¬A *B)

= µ2
Λ (¬A * (A +B))

But for crisp sets A the measure µ2
Λ reduces to:

µ2
Λ(S) =

�
0 if |S| f |¬A|

|S|2|¬A|
|A| if |S| > |¬A| ,

from which we get the desired

U
�
�Y 2
Λ

�
(A,B) = µ2

Λ (¬A * (A +B))

= Λ

� |¬A * (A +B)| 2 |¬A|
|A|

�

= Λ

� |A +B|
|A|

�
.

The previous proposition thus shows that both �Y 2
Λ and  W I

Λ

apply the correct weighting on A such that for crisp arguments
the quantifiers act intuitively.

IV. FUZZY QUANTIFIER-BASED FUZZY ROUGH SETS

Let us take another look at OWAFRS and rewrite its
approximations as follows:

(apr
R,µl

A)(y) =

�
I (R(x, y), A(x)) dµl(x),

= �Y I
Λ (Ry,A) (17)

(aprR,µu
A)(y) =

�
C(R(x, y), A(x)) dµu(x)

= �YΥ(Ry +C A), (18)

where µl and µu are symmetric measures, and Λ and Υ are
their corresponding RIM-quantifiers (cf. Section 3.4 in [17]).
Thus, the lower and upper approximations of OWAFRS are
evaluated by evaluating vaguely quantified propositions using
Yager’s quantification model (�Y ³

Λ and �YΛ). We now introduce
fuzzy quantifier-based fuzzy rough sets (FQFRS) by allowing
general (binary for lower approximation and unary for upper
approximation) quantification models.

Definition IV.1 (( �Ql, �Qu)-fuzzy rough set). Given a reflex-
ive fuzzy relation R * F(X × X), fuzzy quantifiers �Ql :
( �P(X))2 ³ [0, 1] and �Qu : �P(X) ³ [0, 1], and A * F(X),
then the lower and upper approximation of A w.r.t. R are given
by:

(apr
R, �Ql

A)(y) = �Ql (Ry,A) ,

(aprR, �Qu
A)(y) = �Qu(Ry +C A),

where C is a conjunctor.

Suppose �Ql and �Qu represent the (linguistic) quantifiers
“most” and “some“, respectively. Then the degree of mem-
bership of an element y to the lower approximation of A
is equal to the truth value of the statement “Most elements
similar to y are in A”. The degree of membership of y to the
upper approximation is equal to the truth value of the statement
“Some elements are similar to y and are in A”.

A. Examples of FQFRS models

1) ( �Z2
Λ,
�ZΥ)-FRS: let us take a look at the model derived

from the most simple quantification model, the one from
Zadeh. Let Λ and Υ be two RIM-quantifiers, then the lower
and upper approximation for ( �Z2

Λ,
�ZΥ)-fuzzy rough sets are

defined as:

(apr
R,Λ

A)(y) := �Z2
Λ(Ry,A) = Λ

� |Ry +A|
|Ry|

�
,

(aprR,ΥA)(y) := �ZΥ(Ry +A) = Υ

� |Ry +A|
|X|

�
.

This closely resembles the Vaguely Quantified Fuzzy Rough
Sets (VQFRS) model [7], which uses the following lower and
upper approximations:

(aprVQFRS
R,Λ

A)(y) := Λ

� |Ry +A|
|Ry|

�
= �Z2

Λ(Ry,A),

(aprVQFRS
R,Υ A)(y) := Υ

� |Ry +A|
|Ry|

�
= �Z2

Υ(Ry,A).
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For both models the lower approximations are identical, but
whereas for VQFRS the lower and upper approximation only
differ in their used RIM-quantifier, ( �Z2

Λ,
�ZΥ)-FRS evaluates

the upper approximations using Zadeh’s unary quantifier �ZΥ.
Comparing the upper approximations of these two models, we
can see that VQFRS will always be larger (|X| g |Ry| and Υ
is a RIM-quantifier). In some cases the upper approximation
of VQFRS might be too large. For example, as soon as an
element does not have a similar element (Ry = ') it is in
the upper approximation of any concept A, even if there are
many elements that are not that similar to y (e.g. (Ry)(x) =
0.01) but are in A (and not many elements similar to y) it
will be in the upper approximation (cf. next example). Thus
if one wants to discard the outlying elements from the upper
approximation, this is problematic. This happens to a lesser
extent with ( �Z2

Λ,
�ZΥ)-FRS, but it is still susceptible to it due

to the accumulative nature of the Σ-count, as the following
example shows.

Example IV.1. Suppose there are 10 elements in A with a
similarity of 0.1 to y /* A and the rest of the elements are
not similar to y at all (|Ry +A| = 1 and |Ry| = 2), then
the upper approximation would always be 1 in the VQFRS
approach:

(aprVQFRS
R,Υ A)(y) = �Z2

Υ(Ry,A) = Υ (0.5) := 1,

since Υ should represent “some”. In ( �Z2
Λ,
�ZΥ)-FRS we get a

less extreme result:

(aprR,ΥA)(y) = �ZΥ(Ry +A) = Υ

�
1

|X|

�
.

So in conclusion, with VQFRS the outliers will always
belong more to the upper approximation than with ( �Z2

Λ,
�ZΥ)-

FRS. Lastly we note that using the existential quantifier
(i.e. Υ = Λ#) the two upper approximations are equivalent
(|Ry| g 1 since R is reflexive).

2) (�Y ³
Λ , �YΥ)-FRS: since Yager’s model is generally ac-

cepted as a better model compared to Zadeh’s, we now take
a look at (�Y ³

Λ , �YΥ)-fuzzy rough sets. As shown in Equations
(17) and (18), (�Y ³

Λ , �YΥ)-FRS corresponds to OWAFRS which
is preferred over VQFRS [20]. So this justifies the im-
provement from a fuzzy quantifier perspective why OWAFRS
are better than VQFRS. To justify even more why this is
a good model we know from Corollary III.7 that when
using the Kleene-Dienes implicator, OWAFRS are equal to
(Fowa (Q

³
Λ ) ,Fowa (QΥ))-FRS. So OWAFRS use a DFS

mechanism, which is known to be semantically sound.
3) Other FQFRS: a problem with OWAFRS from a fuzzy

quantifier perspective is that it makes use of the semi-
fuzzy quantifier Q³

Λ , which is not that intuitive. There-
fore (Fowa

�
Q2

Λ

�
,Fowa (QΥ))-FRS are preferable, since they

make more sense on crisp sets (semi-fuzzy quantifiers), and
are thus better suited for explainability when used for clas-
sification e.g. “Most people similar to y are not able to pay
off their mortgage”. Instead of Fowa other DFS could also be
used like the MCX model [3], which is known to be a standard

DFS with many good properties, or the FA a non-standard
DFS [28]. For a compromise between semantical soundness
and computational efficiency, one could also use the quantifier
�Y 2
Λ ,  W 2

Λ or  W 2
Λ using another integral (Remark III.3).

Example IV.2. Evaluating “Λ Ry are A” using Q³
Λ gives

us:
Λ

� |Ry ³ A|
|X|

�
= Λ

� |¬Ry|+ |Ry +A|
|X|

�
.

Thus the smaller the cardinality of Ry, the more true the
statement is. This is not really what one would expect, because
this causes the lower approximation to be large. Let y /* A be
an instance that is an outlier (Ry only contains y), then the
membership of y to the lower approximation of A is always
very high (regardless of A). Using Q2

Λ instead would not result
in this problem.

So this example suggests that using quantifiers with Q2
Λ as

underlying semi-fuzzy quantifier might be preferable.
4) Choquet-based fuzzy rough sets: Choquet-based fuzzy

rough sets correspond to (CI
µl
, Cµu)-FRS with the fuzzy

quantifiers CI
µl
, Cµu

being defined as

CI
µl
(A,B) :=

�
I(A,B) dµl,

Cµu(A) :=

�
A dµu,

for every implicator I and monotone measures µl and µu.
When the measures µu and µl are symmetric these quantifiers
are quantitative (i.e. each element is regarded as the same) and
reduce to Yager’s quantifiers like mentioned before. Note that
all quantifiers mentioned in this section up until this point are
quantitative. The interesting part of CFRS, when compared to
OWAFRS, was that it allowed non-symmetric measures. We
will now take a look at this from a FQFRS perspective for the
non-symmetric measures discussed in Section II-F.

" Fuzzy removal measure Equation (14):
If µl = µ", then the quantifier CI

µl
represents “for all

except (maybe) elements of O”, thus it can be seen as
the quantifier �Y I

Λ∀ but not regarding elements of O.
" WOWA measure Equation (15):

If µl = µ", then the quantifier CI
µl

represents “Λ elements
except (maybe) elements of O”, thus it can be seen
as the quantifier �Y I

Λ but not regarding elements of O.
Do note that for Λ = Λ" this quantifier represents the
same quantifier as the fuzzy removal measure, but the
evaluation is different.

B. Confidence-based FQFRS

In the previous section we have seen that we are able
to seamlessly incorporate outlier information in FQFRS by
making use of non-quantitative quantifiers (an implicit way).
But it is also possible to do this using quantitative quantifiers
(a more explicit way):

Definition IV.2. Given a reflexive fuzzy relation R * F(X ×
X), O * F(X), fuzzy quantifiers �Ql :

�
�P(X)

�3
³ [0, 1] and
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�Qu :
�
�P(X)

�2
³ [0, 1] and A * F(X), then the lower and

upper approximation of A w.r.t. R, Ql and Qu are given by:

(apr
R, �Ql

A)(y) = �Ql (O,Ry,A) ,

(aprR, �Qu
A)(y) = �Qu (O,Ry +C A) .

For example, let CS be a fuzzy set describing the accuracy/-
confidence of the instances in X , �Ql a quantifier modelling
“Most elements except maybe non confident elements” and
�Qu a quantifier modelling “Some confident elements”, then
an element y is “in” the lower approximation if most accu-
rate/confident elements indiscernible from y are in A, and an
element y is “in” the upper approximation if there are some
accurate/confident elements that are indiscernible to y and are
“in” A.

Example IV.3. Using a binary quantifier �Ql (e.g. representing
"Most") and a unary quantifier �Qu (e.g. representing "Some")
we can do this as follows:

(apr
R, �Ql

A)(y) = �Ql ((¬̃O) +C Ry,A) ,

(aprR, �Qu
A)(y) = �Qu ((¬̃O) +C Ry +C A) .

V. CONCLUSION

We have introduced fuzzy quantifier-based fuzzy rough sets
(FQFRS), a general definition of fuzzy rough sets based on
fuzzy quantifiers. FQFRS allows to position existing models
and compare them on the basis of their associated fuzzy
quantifiers. In addition, this general model can lead to im-
proved models in terms of performance and interpretability.
Currently, there are only a few models that make explicit
use of quantifiers, but these can be improved by using
more semantically sound evaluation models. Furthermore, we
have introduced novel binary quantification models based on
integrals, that might give us a good compromise between
computational efficiency and semantical soundness. Finally,
we have introduced confidence-based FQFRS that are able to
perform active outlier/noise reduction, i.e., taking into account
outlier information (e.g., obtained by an outlier detection
algorithm), in a more explicit and general way compared to
CFRS.

VI. FUTURE WORK

From a theoretical perspective, it is interesting to find
out how the properties of the used quantifiers translate to
properties of the corresponding fuzzy rough sets, and vice
versa. Also, it is possible to study the new fuzzy quantifiers
including the quantifiers corresponding with the fuzzy removal
and WOWA measures, and comparing them with existing
quantifiers. Lastly we plan to perform an experimental study of
the performance of the different fuzzy quantifier-based fuzzy
rough sets by testing it in fuzzy rough set based classifiers
similar to those considered by Lenz et al [29].
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Abstract—In this paper we propose a novel rough-fuzzy hy-
bridization technique to feature selection and feature ranking
problem. The idea is to model the local preference relation
between pair of features by intuitionistic fuzzy values and search
for a feature ranking that is consistent with those constraints.
We apply the techniques used in group decision making where
constraints are presented in form of intuitionistic fuzzy prefer-
ence relation. The proposed method has been illustrated by some
simple examples and verified on a benchmark dataset.

Index Terms—Intuitionistic fuzzy matrix, feature ranking,
reducts, rough sets.

I. INTRODUCTION

DECISION making plays an extremely important role
in the real life problems. With trong development of

datasets having a great deal of features, recognizing preferred
features is a challenging task. In recent years, rough-fuzzy
hybridation becomes a hot trend with great success in machine
learning, data mining, decision making, etc. [1].

Usually, a group decision-making process must collect all
decision-makers’s opinions, establish a suitable method for
measuring them, obtain the final scores of all alternatives,
and then rank them. Decision makers have to rank the al-
ternatives, find the most preferred feature in order to make
decision. So, preference relations are effective techniques
to gather the overviews of a group of decision makers.
Recently, many researchers have developed many methods
of preference relations [2], [3], [4], [5], [6][7]. To solve
decision-making problems with uncertain information or not
precise judgments, preference relations with Zadeh’s fuzzy
sets are proposed. There are two number values to measure
the degree of membership and nonmembership in Zadeh’s
fuzzy theory with sum is one, but ignore the decision maker’s
hesitation in the decision making process. The Atanassov’s
intuitionistic fuzzy sets consider fully expressing affirmation,
negation and hesitation. Particularly, the usage of intuitionistic
fuzzy preference relation to affirmative, negative and hesitant
characteristics makes the research problem more and more
attractive and competitive.

Real world problems may have numerous irrelevant fea-
tures, and in such cases feature selection can help deci-
sion makers choose important information hidden in the full
dataset. Feature selection (FS) method belongs to one of the

three main groups: embedded, filter or wrapper methods and
can be defined as selecting a subset of available features in
a dataset that is associated with the response variables by
excluding irrelevant and unnecessary features. An alternative
to FS for dimensionality reduction is feature extraction (FE)
in which original features are united and then projected into a
new feature space with smaller dimensionality. In this paper,
we interpret the feature selection and feature ranking as
decision making problems and apply the recent techniques for
solving it.

In the process of group making decisions, there are of-
ten many different opinions of defining the degree of cer-
tainty, uncertainty or hesitation among decision makers (DMs).
Therefore, it’s necessary to define an intuitionistic fuzzy pref-
erence relation which have the capability of representing all
selections. The consistency of intuitionistic fuzzy preference
relations (IFPRs) and the priority weights of DMs gathered
from these preference relations play a vital role in group
making decision to lead to the most best result. In some works,
the consequences of additive consistent and multiplicative con-
sistent IFPRs on priority weights is examined and considered
to calculate the priority weights. Numerical analyses have
shown that the ranking of the individual priority weights do not
differ seriously despite of the different priority weight vectors
of the individual priority weights. The intuitionistic fuzzy
preference relation is introduced as an indispensable tool for
enabling decision-makers to judge the superiority or inferiority
of one object to another, in the presence of fuzziness. Ranking
methods for alternatives with intuitionistic fuzzy information
are expressed straightforwardly and efficiently to get the
solution of group decision problems.

The paper is organized as follows: in Section II we recall
some basic notions in intuitionistic fuzzy set theory and rough
set theory. Section III describes ranking methods that are
consistent or semi-consistent with one or more intuitionistic
fuzzy preference relations. In Section IV, we present a rough-
fuzzy hybridization method for feature ranking and illustrate
the proposed method on the base of some simple examples.
The results of experiments on the accuracy of the feature
ranking methods in the context of classification task are
reported in Section V. The conclusions and plan for future
research are presented in Section VI.
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II. BASIC NOTIONS

In this section we present some fundamental knowledge
about intuitionistic fuzzy set, intuitionistic fuzzy relation and
feature reduction in rough set theory.

A. Intuitionistic fuzzy sets and Intuitionistic fuzzy matrices

Fuzzy set (FS) theory which was introduced by Zadeh
in 1975 [8] just considers the problems with the degree
of membership and non-membership without mentioning the
degree of hesitation of no decision-making. The Atanassov’s
intuitionistic fuzzy set (IFS) theory [9] considers fully express-
ing affirmation, negation and hesitation of decision-makers.
Therefore, with real-life situations, IFS theory solves the
problems more successfully than FS theory. In this part, some
basic notions related to IFS are recalled.

Definition 1 (IFS [9]). Let X = {x1, x2, ..., xm} be a finite
universal set. An intuitionistic fuzzy set in X is a set A =
{(xi, µA(xi), νA(xi)) : xi * X}, where µA(xi), νA(xi) *
[0, 1] and 0 f µA(xi) + νA(xi) f 1 for any xi * X . The
functions µA : X ³ [0, 1] and νA : X ³ [0, 1] are called the
membership and non-membership functions, respectively.

The value πA(xi) = 1 2 µA(xi) 2 νA(xi) is called the
intuitionistic index of the element xi in the set A. It describes
a degree of hesitation (or uncertainty) whether xi is in A or
not. For any xi * X , we have 0 f πA(xi) f 1.

The class of IFS in a universe X is denoted by IFS(X).

Let F be the set of tuples (a1, a2), where a1, a2 * [0, 1]
and a1 + a2 f 1, i.e.,

F = {(a1, a2) * [0, 1]2 : a1 + a2 f 1}.
A partial order fF over F defined by:

(a1, a2) fF (b1, b2) ô a1 f b1 and a2 g b2.

The elements of F are called the intuitionistic fuzzy values
(IFV), of which (0, 1) is the least element and (1, 0) is the
greatest element. The operations in (F ,fF ) are defined by

(a1, a2) ( (b1, b2) = (max{a1, b1},min{a2, b2}).
(a1, a2) ' (b1, b2) = (min{a1, a2},max{b1, b2})

(a1, a2)
c = (a2, a1).

Each IFS of a universe X is in fact a map from X to F .
If A and B are two IFSs defined by (µA, νA) and (µB , νB),
correspondingly, then the union, intersection and complement
are defined as follows:

(µA*B , νA*B) = (µA, νA) ( (µB , νB)

= (max{µA, µB},min{νA, νB})
(µA+B , νA+B) = (µA, νA) ' (µB , νB)

= (min{µA, µB},max{νA, νB})
(µAc , νAc) = (µA, νA)

c = (νA, µA)

A ¦ B ô (µA, νA) fF (µB , νB)

Relations (between two sets X and Y ) in traditional set
theory are defined as subsets of the Cartesian product X ×Y .

It is quite natural to define intuitionistic fuzzy relations as IFSs
in X×Y . If X = {x1, · · · , xm} and Y = {y1, · · · , yn}, then
any intuitionistic fuzzy relation in X×Y can be represented by
an m× n matrix R = (ρij)m×n, where ρij = (µij , νij) * F
is the IFV describing the membership and non-membership of
(xi, yj) to this relation.

Definition 2 (Intuitionistic fuzzy matrices - IFM). Any matrix
P of order n×m with values from F = {(a1, a2) * [0, 1]2 :
a1 + a2 f 1} is called Intuitionistic Fuzzy Matrices. An IFM
is said to be square intuitionistic fuzzy matrix (SIFM) if the
number of rows is equal to the number of columns. Moreover:

1) An identity IFM I of order n is the square intuitionistic
fuzzy matrix (SIFM) of order n with all diagonal entries
(1, 0) and non-diagonal entries (0, 1).

2) A null intuitionistic fuzzy matrix (IFM) O of order n is
the square intuitionistic fuzzy matrix (SIFM) of order n
with all entries (0, 1).

The concepts of intuitionistic fuzzy relation and intuition-
istic fuzzy matrix (IFM) have been studied by many authors
[10], [11], [12]. IFM is a generalization of Fuzzy Matrix and
has been useful in dealing with decision-making, clustering
analysis, relational equations, etc.

Since IFM is an extension of FM by replacing the values
from [0, 1] by IFV, i.e. elements of F = {(a1, a2) * [0, 1]2 :
a1+a2 f 1}, and the fuzzy operations ( and ' were extended
for the elements of F . Most of operations on fuzzy matrices
can be also extended for IFMs. In particular, if A = (aij), B =
(bij) * Fm×n, where aij = (µa

ij , ν
a
ij), bij = (µb

ij , ν
b
ij), for

i = 1, · · · ,m; j = 1, · · · , n then
" disjunction and conjunction are defined by:

A (B = (aij ( bij)m×n = (δij)m×n

where δij = (min{µa
ij , µ

b
ij},max{νaij , νbij}).

A 'B = (aij ' bij)m×n = (γij)m×n

where γij = (max{µa
ij , µ

b
ij},min{νaij , νbij}).

" Comparison: A f B ô aij f bij for all i = 1, 2, ...,m
and j = 1, 2, ..., n.

" The tranpose of A = (aij)m×n is AT = (xij)n×m, where
xij = aji.

" The composition of two relations or the product of two
matrices A * Fm×n and C * Fn×l is the matrix D =
(dij) * Fm×l, where

dij =

n�

k=1

(aik ' ckj) =

�
n�

k=1

(µa
ik ' µc

kj),

n�

k=1

(νaik ( νckj)

�

=

�
max

k=1,..,n
{min{µa

ik, µ
c
kj}}, min

k=1,..,n
{max{νaik, νckj}}

�
.

This operation is denoted by D = A ç C.

B. Feature selection and feature ranking problem

In machine learning, a classification task is defined as the
problem of learning the partition of a set of objects into subsets
called decision classes (or briefly classes). The partition should
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be expressed in terms of object features. Let U be a set of
objects. Any function a : U ³ Va, where Va is the domain
(the set of possible values) of a, is called a feature or attribute
for U . If a is a measurement such as a person’s weight, height,
blood pressure or the weather temperature, i.e. Va is a real
interval, then a is called the numeric or quantitative feature.
Otherwise, if the values in Va are not comparable, or if they
can not be ordered in a linear order, then a is called categorical,
symbolic or qualitative feature.

Decision table is a tuple T = (U,A * {d}), where
U = {u1, u2, · · · , un} is a finite set of objects, A =
{a1, a2, · · · am} is a finite set of features called conditional
attributes and d is the decision attribute, i.e. the attribute
defining the partition of objects into decision classes. Any
decision table T = (U,A * {d}) stores a training data set
D = {(x1, y1), · · · , (xn, yn)} for machine learning algo-
rithms, where xi = (a1(ui), · · · , am(ui)) and yi = d(ui).

The goal of the feature selection (FS) problem for deci-
sion table T = (U,A * {d}) is to determine the minimal
subsets of A satisfying a particular classification performance
requirement. Feature ranking problem is to order the feature
in a ranking list so that the more important features are at the
beginning of the ranking list while the less important features
are at the end of the ranking list.

C. Rough Sets and feature selection problem
In rough set theory, the FS problem is formulated as a

problem of searching for reducts. Intuitively, reducts of a
decision table T = (U,A*{d}) are the minimal subsets (with
respect to inclusion) of the set of all attributes A that guarantee
the classification performance of the reduced decision table.
In the pioneering paper in rough set theory [13], [14], [15],
the classification performance was defined in terms of the
discernibility between the objects. Formally, for any subset
B ¢ A and two objects u, v * U , we say that

B discerns u and v (or u, v are discernible by B)
ô there exists b * B such that b(u) ;= b(v)

The set B ¢ A is called the reduct of decision table T if
" For any u, v * U , if u, v are discernible by A and

discernible by {d} then u, v are discernible by B;
" No proper subset of B satisfies the previous condition.

This original concept of reducts has been generated by many
researchers [16], [17], [18]. However, the solution space for the
problem of searching for the reduct with minimal cardinality
is 2m 2 1 where m = |A|.

The first approach to minimal reduct problem has been
proposed in [14]. For the given decision table T = (U,A*{d})
with U = {u1, u2, · · · , un} and A = {a1, a2, · · · am}, the
authors constructed a discernibility matrix M(T ), which is in
fact a function M(T ) : U ×U ³ P(A), where P(A) denotes
the power set of A. For each two objects ui, uj * U , we
denote M(T )(ui, uj) = Sij , where

Sij =

�
' if d(xi) = d(xj)

{a * A : a(xi) ;= a(xj)} otherwise

The example of discernibility matrix is presented in Table II.
One can notice that a subset of attributes B ¢ A discerns

a pair of objects ui, uj * U if and only if B + Sij ;= '.
Let us notice that for any ui, uj * U we have Sij = Sji.

That’s why, in case of the decision table with two decision
classes, the discernibility matrix can be simplified into p × q
matrix where p and q are the cardinalities of the two decision
classes.

Since minimal reduct calculation problem is NP-hard, many
heuristics algorithms are using random permutations of fea-
tures [16], [19] as a nondeterministic policy and the algorithm
is searching for the reduct according to the attribute order
defined by the given permutations.

III. FROM INTUITIONISTIC FUZZY PREFERENCE RELATION
TO RANKING.

In this Section we present a method of using Intuitionstic
Fuzzy Sets to approximate the concept of fuzzy preference
[20] [21], [22].

Definition 3 (intuitionistic fuzzy preference relation). An intu-
itionistic fuzzy preference relation B on X = {x1, · · · , xn} is
defined as a matrix B = (bij)n×n, where bij = (µij , νij) for
all i, j = 1, 2, · · · , n is an intuitionistic fuzzy value, composed
by the certainty degree µij to which xi is preferred to xj and
the certainty degree vij to which xi is non-preferred to xj ,
and πij = 12µij 2 νij is interpreted as the hesitation degree
to which xi is preferred to xj . Moreover, µij and νij satisfy
the following conditions:

µij + νij f 1, µij = νji, µii = νii = 0.5

for all i, j = 1; 2; · · · , n.

Usually, the intuitionistic fuzzy preference relation ex-
presses the opinions of the decision makers about each pair of
choices (alternatives), but we would like to convert this relation
into a linear order (a ranking list). We can do it by assigning
a weight wi to the i-th choice so that the higher weight means
the more preferred choice. Without lost of generality, we can
assume that the weight vector can be determined in form of a
probability vector, i.e. a vector w = (w1, w2, . . . , wn)

T such
that wi * [0, 1] for i = 1, · · · , n and

�n
i=1 wi = 1. We can

define the concept of consistent preference relation as follows:

Definition 4 (Additive consistent preference relation). An
intuitionistic fuzzy preference relation B = ((µij , νij))n×n on
X = {x1, · · · , xn} is an additive consistent preference rela-
tion if there exists a probability vector w = (w1, w2, . . . , wn)

T

satisfying the condition:

µij f 0.5(wi 2 wj + 1) f 12 νij (1)

for all 1 f i < j f n.

It is obvious that not every intuitionistic fuzzy preference
relation is also an additive consistent relation. In this case the
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condition in Eq. (1) can be relaxed by introducing the non-
negative deviation variables lij and rij for 1 f i < j f n
such that

µij 2 lij f 0.5(wi 2 wj + 1) f 12 νij + rij (2)

for all 1 f i < j f n. As the deviation variables lij and rij
become smaller, B becomes closer to an additive consistent
intuitionistic fuzzy preference relation. Therefore, in order to
find the smallest deviation variables one can developed the
following linear optimization model [23], [21]:

Model (A1):

δ = min

n21"

i=1

n"

j=i+1

(lij + rij)

s.t.

ù
üüüüüüú
üüüüüüû

0.5(wi 2 wj + 1) + lij g µij

0.5(wi 2 wj + 1)2 rij f 12 νij

lij , rij g 0

ü
üý
üþ

(*)

wi g 0 for i = 1, · · · , n,�n
i=1 wi = 1

where (*) must be true for all 1 f i < j f n.

Let δo be the optimal value and let loij and roij for 1 f i <
j f n be optimal deviation values of the optimization model
(A1). One can see that if δo = 0 then B is an additive con-
sistent intuitionistic fuzzy preference relation. Otherwise, we
can improve the additive consistency of B by defining the new
intuitionistic fuzzy preference relation B̊ = ((µ̊ij , ν̊ij))n×n,
where

µ̊ij =

ù
üú
üû

µij 2 loij if i < j

0.5 if i = j

ν̊ij if i > j

ν̊ij =

ù
üú
üû

νij 2 roij if i < j

νij = 0.5 if i = j

µ̊ij if i > j

Based on matrix B̊ we can calculate the priority weight vector
w = (w1, . . . , wn)

T by establishing the weight intervals
[w2

k , w
+
k ] for each k = 1, · · · , n. In order to do that, we solve

the following optimization models

Model (A2): for each k = 1, 2, · · · , n:

(w2
k , w

+
k ) =(minwk,maxwk)

s.t.

ù
üüüú
üüüû

0.5(wi 2 wj + 1) g µ̊ij

0.5(wi 2 wj + 1) f 12 ν̊ij

�
(7)

wi g 0 for i = 1, · · · , n,�n
j=1 wj = 1.

where (*) must be true for all 1 f i < j f n.

It has been shown [23] that if B̊ is additive consistent then
Model (A2) will return an unique solution for the considered
optimization problem.

Definition 5 (Multiplicative consistent preference relation:).
An intuitionistic fuzzy preference relation B = ((µij , νij))n×n

on X = {x1, · · · , xn} is an multiplicative consistent pref-
erence relation if there exists a probability vector w =
(w1, w2, . . . , wn)

T satisfying the condition:

µij f
wi

wi + wj
f 12 νij for all 1 f i < j f n. (3)

Checking for the multiplicative consistency is quite similar
to the additive consistency. In this case, we can establish
the optimization model (M1). In contrast to model (A1), this
model is nonlinear.

Model (M1):

δ = min

n21"

i=1

n"

j=i+1

(lij + rij)

s.t.

ù
üüüüüüüüüú
üüüüüüüüüû

wi

wi + wj
+ lij g µij

wi

wi + wj
2 rij f 12 νij

lij , rij g 0

ü
üüüüüý
üüüüüþ

(*)

wi g 0 for i = 1, · · · , n,�n
i=1 wi = 1

where (*) must be true for all 1 f i < j f n.

Let δ7 be the optimal value and let l7ij and r7ij for 1 f
i < j f n be optimal deviation values of the optimization
model (M1). One can see that if δ7 = 0 then B is an mul-
tiplicative consistent intuitionistic fuzzy preference relation.
Otherwise, we can improve the multiplicative consistency of
B by defining the new intuitionistic fuzzy preference relation
B7 = ((µ7

ij , ν
7
ij))n×n, where

µ7
ij =

ù
üú
üû

µij 2 l7ij if i < j

0.5 if i = j

ν7ij if i > j

ν7ij =

ù
üú
üû

νij 2 r7ij if i < j

0.5 if i = j

µ7
ij if i > j

Based on matrix B7 we can calculate the priority weight vector
w = (w1, . . . , wn)

T by establishing the weight intervals
[w2

k , w
+
k ] for each k = 1, · · · , n. In order to do that, we solve

the following optimization models

Model (M2): for each k = 1, 2, · · · , n:

(w2
k , w

+
k ) =(minwk,maxwk)

s.t.

ù
üüüüüüüú
üüüüüüüû

wi

wi + wj
g µ7

ij

wi

wi + wj
f 12 ν7ij

ü
üüý
üüþ

(7)

wi g 0 for i = 1, · · · , n,�n
j=1 wj = 1.

where (*) must be true for all 1 f i < j f n.

IV. HYBRID METHOD FOR FEATURE RANKING PROBLEM

In this section we present a rough-fuzzy hybridization
technique for searching for the optimal ranking list of features,
called RAFAR (Rough-fuzzy Algorithm For Attribute Rank-
ing). We introduce the concept of fuzzy discernibility matrix,
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which is a generalization of discernibility matrix in rough set
theory, and combine it with the ranking calculation methods
from intuitionistic fuzzy preference relations.

A. Construction of IFPR from decision table

The general framework of our proposition is presented in
the Fig. 1:

Decision table

Discernibility relations

Intuitionistic Fuzzy
Preference Relation

Feature Ranking

Discernibility matrix generalization

Local feature comparison

Applying (A1)+(A2) or (M1)+(M2)

Fig. 1: The general framework of our proposition.

For a given decision table T = (U,A * {d}), where U =
{u1, u2, · · · , un} and A = {a1, a2, · · · am}. To simplify the
description, let us assume that d is a binary decision attribute,
e.g., Vd = {21, 1}. The proposed methods also work for the
multi-class case.

Let RED(T ) = {R * A : R is a reduct in T} denotes the
set of all reducts of the decision table T . In [24], the authors
classified the attributes into 3 categories:

" Core attributes: the attributes that occur in all reducts:

CORE(T ) =
�

R*RED
R

" Reductive attributes: the attributes that present in at least
one reduct:

REAT (T ) = A2
�

R*RED
R

" The attribute is called redundant if it is not a reductive
attribute.

Our aim is to generate a feature ranking that at least follows
this classification.

Let consider the case of decision table with symbolic values.
We define the two decision classes by

U2 = {u * U : d(u) = 21}; U+ = {u * U : d(u) = 1}

For each feature ak * A, we define a function Pak
: U+ ×

U2 ³ {0, 1} by

Pak
(ui, uj) =

�
1 if a(ui) ;= a(uj),

0 otherwise.

We can see that if ak is a symbolic feature then Pak
is a

relation between U2 and U+ in the traditional meaning. This
relation is called the discernibility relation [14]. Moreover, if
M(T ) = (Sij)n×n is the discernibility matrix of T , then

Pak
(ui, uj) = 1 if and only if ak * Sij .

In case of numeric features, instead of the discernibility rela-
tion, we will define a fuzzy discernibility relation. If ak * A
be a real value feature, we define a fuzzy membership function
in U+ × U2 for the relation Pα,β

ak
(ui, uj) as follows:

Pα,β
ak

(ui, uj) =

ù
üú
üû

0 if dk(ui, uj) f α;

1 if dk(ui, uj) g β;
dk(ui,uj)2α

β2α otherwise.

where 0 < α < β are real parameters and dk(ui, uj) =
|ak(ui)2 ak(uj)|.

Now, we propose the following method for construction of
IFPR over the set of features A. For each ak * A, we define
a function Scoreak

: U2 × U+ ³ [0, 1] such that

Scoreak
(ui, uj) =

1�
ak*A Pak

(ui, uj)

Intuitively, the value Scoreak
(ui, uj) determines the probabil-

ity that ak should be selected in order to discern ui from uj .
For any pair of features ak, al * A, we define the following
sets:

Xkl = {(ui, uj) *U+ × U2 :

Scoreak
(ui, uj) > Scoreal

(ui, uj)}
Ykl = {(ui, uj) *U+ × U2 :

Scoreak
(ui, uj) = Scoreal

(ui, uj)}
Zkl = {(ui, uj) *U+ × U2 :

Scoreak
(ui, uj) < Scoreal

(ui, uj)}

Using those sets, we can calculate the following values

xkl =
"

(ui,uj)*Xkl

Scoreak
(ui, uj)2 Scoreal

(ui, uj)

ykl =
"

(ui,uj)*Ykl

Scoreak
(ui, uj)

zkl =
"

(ui,uj)*Zkl

Scoreal
(ui, uj)2 Scoreak

(ui, uj)

The discernibility IFPR: Pdis = ((µkl, νkl))m×m as follows

µkl =
xkl

xkl + ykl + zkl

νkl =
zkl

xkl + ykl + zkl

B. The illustrated examples

Consider an exemplary decision table shown in Table I. This
table was created by taking first 10 objects from the famous
“weather data set” and adding one more feature (smog) as the
fifth feature.
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TABLE I: The decision table extended by one new feature.

T1|a1 a2 a3 a4 a5 |dec
ID|outlook temp. hum. windy smog|play
1 |sunny hot high FALSE no | no
2 |sunny hot high TRUE no | no
3 |overcast hot high FALSE yes | yes
4 |rainy mild high FALSE yes | yes
5 |rainy cool normal FALSE no | yes
6 |rainy cool normal TRUE no | no
7 |overcast cool normal TRUE no | yes
8 |sunny mild high FALSE no | no
9 |sunny cool normal FALSE no | yes

10|rainy mild normal FALSE no | yes

The simplified version M2
1 of the discernibility matrix for

T1 is presented in Table II. One can see that this new decision
table has exactly 2 reducts: R1 = {a1, a2, a4} and R2 =
{a1, a3, a4}. According to [24], the features a1 and a4 are
called the core attributes and a5 is the redundant attribute.

TABLE II: The simplified discernibility matrix for decision
table from Table I.

M2(T1) 1 2 6 8
3 a1, a5 a1, a4, a5 a1, a2, a3,

a4, a5
a1, a2, a5

4 a1, a2, a5 a1, a2, a4,
a5

a2, a3, a4,
a5

a1, a5

5 a1, a2, a3 a1, a2, a3,
a4

a4 a1, a2, a3

7 a1, a2, a3,
a4

a1, a2, a3 a1 a1, a2, a3,
a4

9 a2, a3 a2, a3, a4 a1, a4 a2, a3
10 a1, a2, a3 a1, a2, a3,

a4

a2, a4 a1, a3

Since all features of T2 are symbolic, the discernibility
relations are presented in Table III. The corresponding Score
functions for features are showing in Table IV.

Now we can calculate the IFPR Pdis. Let consider the two
features a1 and a2:

X12 = {(3, 1), (3, 2), (4, 8), (7, 6), (9, 6), (10, 8)}
Z12 = {(4, 6), (9, 1), (9, 2), (9, 8), (10, 6)}
Y12 = the rest of features.

The sums of scores in previous sets are:

x12 = 0.5 + 0.33 + 0.5 + 1 + 0.5 + 0.5 = 3.33

z12 = 0.25 + 0.5 + 0.33 + 0.5 + 0.5 = 2.083

y12 = 3.54

Therefore:

µ12 = ν21 j 3.33

3.33 + 2.083 + 3.54
j 0.3759

ν12 = µ21 j 2.083

3.33 + 2.083 + 3.54
j 0.2349

The IFPR Pdis for decision table T1 is presented as follows:
û
üüý

(0.50, 0.50) (0.38, 0.23) (0.45, 0.19) (0.51, 0.23) (0.62, 0.04)
(0.23, 0.38) (0.50, 0.50) (0.23, 0.08) (0.41, 0.25) (0.61, 0.19)
(0.19, 0.45) (0.08, 0.23) (0.50, 0.50) (0.39, 0.36) (0.61, 0.33)
(0.23, 0.51) (0.25, 0.41) (0.36, 0.39) (0.50, 0.50) (0.55, 0.28)
(0.04, 0.62) (0.19, 0.61) (0.33, 0.61) (0.28, 0.55) (0.50, 0.50)

þ
ÿÿø

TABLE III: The discernibility relation for symbolic features
from decision table T1.

(ui, uj) Pa1 Pa2 Pa3 Pa4 Pa5

(3,1) 1 0 0 0 1
(3,2) 1 0 0 1 1
(3,6) 1 1 1 1 1
(3,8) 1 1 0 0 1
(4,1) 1 1 0 0 1
(4,2) 1 1 0 1 1
(4,6) 0 1 1 1 1
(4,8) 1 0 0 0 1
(5,1) 1 1 1 0 0
(5,2) 1 1 1 1 0
(5,6) 0 0 0 1 0
(5,8) 1 1 1 0 0
(7,1) 1 1 1 1 0
(7,2) 1 1 1 0 0
(7,6) 1 0 0 0 0
(7,8) 1 1 1 1 0
(9,1) 0 1 1 0 0
(9,2) 0 1 1 1 0
(9,6) 1 0 0 1 0
(9,8) 0 1 1 0 0

(10,1) 1 1 1 0 0
(10,2) 1 1 1 1 0
(10,6) 0 1 0 1 0
(10,8) 1 0 1 0 0

TABLE IV: The Score functions for features from T1.

(ui, uj) Scorea1 Scorea2 Scorea3 Scorea4 Scorea5

(3,1) 0.5 0 0 0 0.5
(3,2) 0.33 0 0 0.33 0.33
(3,6) 0.2 0.2 0.2 0.2 0.2
(3,8) 0.33 0.33 0 0 0.33
(4,1) 0.33 0.33 0 0 0.33
(4,2) 0.25 0.25 0 0.25 0.25
(4,6) 0 0.25 0.25 0.25 0.25
(4,8) 0.5 0 0 0 0.5
(5,1) 0.33 0.33 0.33 0 0
(5,2) 0.25 0.25 0.25 0.25 0
(5,6) 0 0 0 1 0
(5,8) 0.33 0.33 0.33 0 0
(7,1) 0.25 0.25 0.25 0.25 0
(7,2) 0.33 0.33 0.33 0 0
(7,6) 1 0 0 0 0
(7,8) 0.25 0.25 0.25 0.25 0
(9,1) 0 0.5 0.5 0 0
(9,2) 0 0.33 0.33 0.33 0
(9,6) 0.5 0 0 0.5 0
(9,8) 0 0.5 0.5 0 0
(10,1) 0.33 0.33 0.33 0 0
(10,2) 0.25 0.25 0.25 0.25 0
(10,6) 0 0.5 0 0.5 0
(10,8) 0.5 0 0.5 0 0

Now we can use the models (A1) and (A2) to find the feature
ranking that is additively consistent with Pdis. As a result we
receive:

(w1, w2, w3, w4, w5) = (0.468, 0.214, 0.214, 0.104, 0)

This means a1 is the best and a5 is the worst feature.
Let us consider the decision table T2, which is almost the

same as T1. The only difference is that, a2 (temperature) and
a3 (humidity) are numeric features.

The discernibility relations for a1, a4, a5 remain unchanged.
As an example, for a2, we use the fuzzy discernibility relation
Pα,β
a2

with α = 2 and β = 12 and for a3, we use the
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TABLE V: The decision table with numeric features

T2|a1 a2 a3 a4 a5 |dec
ID|outlook temp.(F) hum.(%) windy smog|play
1 |sunny 85.0 85.0 FALSE no | no
2 |sunny 80.0 90.0 TRUE no | no
3 |overcast 83.0 86.0 FALSE yes | yes
4 |rainy 70.0 96.0 FALSE yes | yes
5 |rainy 68.0 80.0 FALSE no | yes
6 |rainy 65.0 70.0 TRUE no | no
7 |overcast 64.0 65.0 TRUE no | yes
8 |sunny 72.0 95.0 FALSE no | no
9 |sunny 69.0 70.0 FALSE no | yes
10|rainy 75.0 80.0 FALSE no | yes

fuzzy discernibility relation Pα,β
a3

with α = 5 and β = 15.
The fuzzy discernibility relations as well as the coresponding
Score functions for features are presented in Table VI and
Table VII.

TABLE VI: The fuzzy discernibility relations for features from
decision table T2.

(ui, uj) Pa1 Pa2 Pa3 Pa4 Pa5

(3,1) 1 0 0 0 1
(3,2) 1 0.1 0.5 1 1
(3,6) 1 1 1 1 1
(3,8) 1 0.9 0 0 1
(4,1) 1 1 1 0 1
(4,2) 1 0.8 1 1 1
(4,6) 0 0.3 0 1 1
(4,8) 1 0 1 0 1
(5,1) 1 1 1 0 0
(5,2) 1 1 1 1 0
(5,6) 0 0.1 0 1 0
(5,8) 1 0.2 1 0 0
(7,1) 1 1 1 1 0
(7,2) 1 1 1 0 0
(7,6) 1 0 0.4 0 0
(7,8) 1 0.6 1 1 0
(9,1) 0 1 1 0 0
(9,2) 0 0.9 1 1 0
(9,6) 1 0.2 0 1 0
(9,8) 0 0.1 1 0 0

(10,1) 1 0.8 0.8 0 0
(10,2) 1 0.3 1 1 0
(10,6) 0 0.8 0.3 1 0
(10,8) 1 0.1 0 0 0

The Score functions can be used to construct the IFPR
in the same way as previously. As the result we receive the
following matrix:

û
üüý

(0.50, 0.50) (0.55, 0.22) (0.36, 0.24) (0.51, 0.25) (0.65, 0.06)
(0.22, 0.55) (0.50, 0.50) (0.16, 0.41) (0.44, 0.43) (0.64, 0.28)
(0.24, 0.36) (0.16, 0.41) (0.50, 0.50) (0.47, 0.29) (0.66, 0.20)
(0.25, 0.51) (0.43, 0.44) (0.29, 0.47) (0.50, 0.50) (0.56, 0.25)
(0.06, 0.65) (0.28, 0.64) (0.20, 0.66) (0.25, 0.56) (0.50, 0.50)

þ
ÿÿø

And the optimal coefficients for this matrix are:

(w1, w2, w3, w4, w5) = (0.327, 0.227, 0.322, 0.124, 0)

We can see that in this case the feature a3 become almost
important as the feature a1, and the redundant feature a5 is
still located at the end of the ranking.

TABLE VII: The Score functions for features from T2.

(ui, uj) Scorea1 Scorea2 Scorea3 Scorea4 Scorea5

(3,1) 0.5 0 0 0 0.5
(3,2) 0.278 0.028 0.139 0.278 0.278
(3,6) 0.2 0.2 0.2 0.2 0.2
(3,8) 0.345 0.310 0 0 0.345
(4,1) 0.25 0.25 0.25 0 0.25
(4,2) 0.208 0.167 0.208 0.208 0.208
(4,6) 0 0.130 0 0.435 0.435
(4,8) 0.33 0 0.33 0 0.33
(5,1) 0.33 0.33 0.33 0 0
(5,2) 0.25 0.25 0.25 0.25 0
(5,6) 0 0.091 0 0.901 0
(5,8) 0.455 0.091 0.455 0 0
(7,1) 0.25 0.25 0.25 0.25 0
(7,2) 0.33 0.33 0.33 0 0
(7,6) 0.714 0 0.286 0 0
(7,8) 0.278 0.167 0.278 0.278 0
(9,1) 0 0.5 0.5 0 0
(9,2) 0 0.310 0.345 0.345 0
(9,6) 0.455 0.091 0 0.455 0
(9,8) 0 0.091 0.901 0 0
(10,1) 0.385 0.308 0.308 0 0
(10,2) 0.303 0.091 0.303 0.303 0
(10,6) 0 0.381 0.143 0.476 0
(10,8) 0.909 0.091 0 0 0

C. Simplified ranking method:

The presented above method for feature ranking has quite
high computational complexity. The time complexity of this
proposition is O((n ·m)2), where n is the number of objects
and m is the number of attributes. In this Section we propose
a heuristic solution called sRAFAR (simplified Rough-fuzzy
Algorithm For Attribute Ranking), which is applicable for the
data sets with larger number of objects. The idea is to generate
a simplified IFPR instead of the full method presented in
Section IV.A. In particular, for any continuous feature ak * A,
we discretize its domain into k equal length intervals and use
the binary discernibility relation for the discretized feature.

Ak = {(ui, uj) * U+ × U2 : ui, uj are discerned by ak}
= {(ui, uj) * U+ × U2 : Pak

(ui, uj) = 1}

Then the simplified IFPR: Ps = ((µ2
kl, ν

2
kl))m×m can be

defined by

µ2
kl = P (Ak 2Al | Ak *Al) = 12 |Al|

|Ak *Al|

ν2kl = P (Al 2Ak | Ak *Al) = 12 |Ak|
|Ak *Al|

Thus, µ2
kl is the probability that a pair of objects is discernible

ak but not discernible by al, and ν2kl is the probability that a
pair of objects is discernible al but not discernible by ak. We
have the following theorem:

Theorem 1. For any pair of features ak, al * A, the values
|Ak *Al|, |Ak|, |Al| can be calculated in time O(n), where n
is the number of objects. Therefore, the heuristic IFPR can be
calculated in O(n ·m2), where m is the number of features.

The proof of this fact is similar to the properties of the
MD-heuristic in [24].
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V. EXPERIMENT RESULTS

In this section, we present the application of our feature
ranking methods for the WDBC data set [25]. The WDBC
dataset contains features extracted from digitized image of
a fine needle aspirate of a breast mass which describes the
characteristics of the cell nuclei in the image. This dataset
consists of 569 instances with 30 attributes and two decision
classes. The features are encoded by V 1, V 2, · · · , V 30. We
will compare the quality of feature ranking lists generated by:

" RAFAR: Rough-fuzzy Algorithm For Attribute Ranking;
" sRAFAR: simplified version of RAFAR;
" Random Forest Feature Importance; 1

" No ranking, i.e. using the original feature list: V1, V2,
..., V30.

Fig. 2: The accuracy of kNN classifier for different values of
k. The highest accuracy is achieved for k = 9.

Fig. 3: Comparison of ranking lists with respect to kNN
classifier with k = 9.

In order to analyze the quality of a ranking list of features
(attributes), we select a classifier (classification algorithm) and
apply it to the sub-dataset restricted to the first m features

1https://scikit-learn.org/stable/auto_examples/inspection/plot_permutation_
importance_multicollinear.html

for m = 1, 2, · · · , 30. For a fixed value of m we evaluate
the accuracy of the classifier using 5-fold-cross-validation
technique.

The first classifier in our experiment is kNN. Figure 2
presents the accuracy of kNN on the whole data set for
different values of the parameter k. We can see that the optimal
value of k for kNN classifier equals 9. Therefore we will select
kNN with k = 9 in the first experiment.

In Fig. 3 the accuracy of kNN with k = 9 using first m
features of the ranking list for m = 1, 2, · · · , 30 is presented.
One can see that the accuracy of ranking lists generated by
both of our algorithms outperform the other ranking lists.

In Fig. 4 the accuracy comparison of decision tree classifier
using first features in the ranking lists is presented. We can
see that in this case, the ranking list generated by the RAFAR
algorithm seems to be best, especially when we want to use
up to 17 features.

Fig. 4: Comparison of ranking lists with respect to decision
tree.

Fig. 5: Comparison of ranking lists with respect to SVM
classifier.

Figures 5 present the accuracy comparison for SVM clas-
sifier. In this case we notice the fact that the ranking list
generated by the sRAFAR algorithm is the best one.
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VI. CONCLUSIONS AND FUTURE RESEARCH

In this paper we proposed a new method for feature ranking.
We constructed the Intuitionistic Fuzzy Preference Relation
(IFPR) for the set of features and searched for the optimal fea-
ture ranking that is consistent with the IFPR. All experiments
are showing that the proposed rough-fuzzy algorithms for at-
tribute ranking outperform the state of the art method (Random
Forest Feature Ranking is the main feature ranking method in
the Python scikit-learn library https://scikit-learn.org/stable/).
We can conclude that the proposed methods are promising and
should be thoroughly investigated.

One of the future research direction is multi-criteria feature
ranking instead of a single preference relation defined on
the based of discernibility power of the features as t has
been proposed in RAFAR. The general framework is shown
in Fig 1. This idea is motivated by the real life decision
making process, where a decision is usually made by a
group of experts, Ek(k = 1, 2, · · · ,m) with different weights
λ = (λ1, · · · , λm), where

�m
k=1 λk = 1 and λk g 0 for

k = 1, ..., k. In such cases, the individual preference relations
of the experts are aggregated to derive a collective preference
relation. Let B(k) = ((µ

(k)
ij , ν

(k)
ij ))n×n be the intuitionistic

fuzzy preference relation of the expert Ek, the aggregated
preference relation B is defined by B =

�m
k=1 λk · B(k).

In other words B = ((µij , νij))n×n, where

µij =

m"

k=1

λkµ
(k)
ij ; νij =

m"

k=1

λkν
(k)
ij ;

Theorem 2. If B(k) are intuitionistic fuzzy preference relation
of the expert Ek for k = 1, ...,m and the weight vector λ =
(λ1, · · · , λm) is a probabilistics vector, i.e.

�m
k=1 λk = 1 and

λk g 0 for k = 1, ..., k, then B is also an intuitionistic fuzzy
preference relation.

In such situations, we can apply both ranking methods (i.e.
either the models (A1), and (A2) for the additive consistency
requirement or the models (M1) and (M2) for the multiplica-
tive consistency requirement) for the collective intuitionistic
fuzzy preference relation B.

Following this idea, in case of feature ranking problem, we
can create more IFPR with different aspects and include them
into the calculation process. For example, another preference
relation could be calculate on the base of the class homogene-
ity of features.

We also plan to verify the accuracy of RAFAR and sRAFAR
for bigger and more challenging data sets.
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Fig. 6: The general framework for multi-criteria feature rank-
ing.
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Abstract—This paper presents an improved Gap–based
Memetic Differential Evolution (GaMeDE2), the modification of
the GaMeDE method, which took second place in the GECCO
2020 Competition on Niching Methods for Multimodal Opti-
mization. GaMeDE2 has reduced complexity, fewer parameters,
redefined initialization, selection operator, and removed pro-
cessing phases. The method is verified using standard bench-
mark function sets (classic ones and CEC2013) and a newly
proposed benchmark set comprised of deceptive functions. A
detailed comparison to state-of-the-art methods (like HVCMO
and SDLCSDE) is presented, where the proposed GaMeDE2
outperforms or gives similar results to other methods. The
document is concluded by discussing various insights on the
problem instances and the methods created as a part of the
research.

I. INTRODUCTION

MULTIMODAL Optimization (MMO) is a well-
established problem in the literature (e.g.[1]). Due to

its practical applications, it has been studied over the years. In
real-world practical problems, the number of optimal solutions
is not known a priori. It means, that valuable results might be
ruled out by the assumption of sole optimal solution existence.
As a result of real–life unpredictability and constraints, the
optimal solution might not be feasible, and a suboptimal one
may be preferred. What is more, the knowledge of other
valuable solutions can support decision–making and allows for
agile switches without the need for running the optimization
process from the beginning with the risk of convergence to the
same optima, which is the drawback of the standard unimodal
optimization approaches.

The well-established competition in the multimodal opti-
mization area is the annual GECCO Conference and Com-
petition on Niching Methods for Multimodal Optimization
based on the benchmark function suit [2]. GaMeDE2 proposed
in this article is an extension of the GaMeDE [3] method,
which took second place in the 2020 competition edition. The
paper presents several modifications to boost the generality,
which has been shown on the additional benchmark suits.
Three other methods were selected to compare the final results.
Self–adaptive Double-Layer-Clustering Speciation Differential

Evolution (SDLCSDE) [4] is the recently published approach
and gives very promising results. Unfortunately, it has not been
evaluated on the GECCO Competition benchmark set, and the
source code was not available to carry out the experiments -
the results for another benchmark set of classical multimodal
functions [5] have been used. The next reference method
used is the Hill-Valley-Clustering-based VMO (HVcMO) [6],
a novel method based on the HillVallEA [7] - a winning
method in GECCO 2019 Competition on Niching Methods
for Multimodal Optimization. The third compared method is
the original GaMeDE approach.

The rest of the article is structured as follows. Section 2 cov-
ers the short literature review related to multimodal problems.
The proposed GaMeDE2 method is introduced in section 3.
The experimental setup, datasets descriptions, and results for
the evaluated methods with the discussion of the results are
given in Section 4. Lastly, the paper is concluded in section 5.

II. SCIENTIFIC BACKGROUND AND RELATED WORKS

A series of articles show the importance of multimodal
problems in multiple practical and various valuable areas,
such as Drug Scheduling Problem, Protein Structure Predic-
tion, Resource-Constrained Multiproject Scheduling Problem,
cosmological applications, and an iconic machine-learning
classification problem (e.g [8]) and many others. In literature,
multimodality tends to be combined with multi-objectiveness,
wherefore research in one area benefits both.

Besides real-world applications, sets of benchmark func-
tions for the MMO have been proposed over the years. They
are either manually fabricated to emphasise certain features or
forged by combining multiple unimodal benchmark functions.
Among the most recognizable in the literature [9] are mul-
timodal benchmark functions based on: Rastrigin’s function,
Shubert’s function, Vincent’s function, Griewank’s function,
Schwefel’s function, and Ackley’s function. As a result of
the number of combinations, a unified evaluation set has been
introduced [2]. It consists of highly varied functions in terms
of number of dimensions (1-20), domain and peak height
scale, number of local and global optima (0-many/1-216),
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optima distribution, and landscape variability. Additionally, it
contains a single instance of a deceptive function - the Five-
Uneven-Peak Trap. This set has been used in the GECCO 2020
Niching Competition on Multimodal Optimization and the
following editions. The alternative function composition has
been proposed in [10] which shows the flexibility of combining
the functions. Another benchmark set grounded in the litera-
ture [5] introduces new instances related to the competition
set and modifies the budget for the subset of those already
present. These functions are divided into six categories: De-
ceptive Functions, 1D Multimodal Functions, 2D Multimodal
Functions, >= 2D More Challenging Multimodal Functions,
Inverted Rastrigin Function, and Generic Hump Functions.
The added deceptive/trap functions are: 1D Two-Peak Trap
and 1D Central Two-Peak Trap. The deceptiveness factor is
an essential aspect of Multimodal Optimization [11]. There
are limited works related to high dimensional multimodal trap
functions. The one proposed approach is to apply function
composition [12], yet it has not been openly adapted as the
benchmark function, nor extended research in the area has
been found at the moment of writing this article.

As stated in the introduction, a diverse set of valuable solu-
tions is expected when solving a multimodal problem. For this
reason, an efficient exploratory method is crucial. Evolutionary
Computation is known to be effective in complex multimodal
optimization, e.g. [1][13][12][14]. A significant amount of
attention has been paid to Continues Multimodal Optimization,
where Differential Evolution (DE) [15] is a reference method.
It is still a widely used approach in the literature. Work
[16] introduces a Dual-Strategy Mutation, adaptive individual
selection, and converged individuals archive. Authors in [17]
proposed a novel mutation strategy based on the Local Binary
Pattern used for niche detection. Another modification was
introduced in [18], where Distributed Individual for Multiple
Peaks (DIMP) has been used to track optima. It has been
extended by adding two novel mechanisms. First, Lifetime
Mechanism is inspired by the natural phenomenon of organism
aging and limited lifespan. Second, Elite Learning Mechanism
(ELM) is introduced to refine the accuracy and efficiency of
the archiving mechanism.

High-quality solutions in the multimodal landscape may
often be found in different parts of the search space, com-
plicating the single population convergence. Niching’s [8]
technique was introduced to prevent this effect by dividing the
domain into multiple subsets called niches. The general idea
in multimodal optimization is to detect niches, ideally located
around the optima, and explore them separately. Niching is a
widely applied concept in MMO and several modifications can
be found in the literature. Nearest–neighbor niching introduced
in [19] aids in achieving a well-balanced species. Another
approach to increasing the solutions’ (swarm) diversity is
introducing the Equilibrium Factor to modify the individ-
ual’s velocity [20]. Parameter–less niching mechanism (affinity
propagation clustering) [21] is a valuable direction that reduces
the method’s parameter number and helps to locate the nearest
peak, which boosts the convergence. Double-layer-clustering

[4] has been proposed to increase the diversity and global
exploration to locate more global optima. The DE method is
applied on the niche level to support escaping local optima
and detecting new promising areas in the search space. It also
benefits from a self-adaptive strategy to reduce the number
of parameters by self-adapting the crossover probability and
scaling factor used by DE. On the other hand, it still requires
the population size defined per problem instance. Hill-VallEA
[22] is the GECCO 2019 Niching Competition on Multimodal
Optimization competition winner. It introduced the Hill-Valley
Clustering approach to adaptively cluster the search space in
niches residing around a single optimum. It utilizes the Hill-
Valley test [23] to determine whether two solutions belong
to the same niche. Combined with a core search algorithm
to optimize the niches and restart scheme, it outperformed its
competitors. Hill-Valley-Clustering-based VMO (HVcMO) [6]
merges the HillVallEA method with Variable Mesh Optimiza-
tion [24], which significantly boosted the optima detection and
improved the efficient use of budget.

The original GaMeDE [3] is a novel method, drawing
concepts from the MMO using DE as its base. It benefits
from GAP selection (and archive management mechanism) to
keep high diversity, clustering for identification of promising
areas, and local search optimization. Its core functionality is a
two-phase approach - the WIDE phase uses standard random
selection followed by the HillValley Clustering to split the
population into niches. Each niche is further optimized by
the AMaLGaM Univariate[25] local optimizer, and the best
individual per cluster is stored in the archive. FOCUS phase
uses two selections alternately - standard tournament selection
and GAP selection. The latter is a novel approach proposed
by the authors. It follows the idea of tournament selection, but
instead of fitness (or objective function value), it uses a ’gap’
distance. The ’gap’ distance is simply the Euclidean distance
to the nearest existing individual in the decision space. Its goal
is to guide the exploration of ’blank spaces’ of the landscape.
The last step of the FOCUS phase is the HillClimber local
optimization of new points in the archive. The method starts
with the FOCUS phase and switches to the WIDE when
no longer can find new optima.

III. PROPOSED METHOD

GaMeDE2 is a redesigned GaMeDE [3] method devel-
oped for the GECCO 2020 Competition on Niching Methods
for MMO. It means a high probability of overtunning and
overfitting for the competition benchmark suite. Experiments
conducted using new instances presented a lack of general-
ization and exposed the need for improvements in this area.
Mentioned results are shown in the experiments chapter. The
goal of modifications introduced in this work is to simplify
the original GaMeDE algorithm and improve its effectiveness
across multiple benchmark sets. The main objective of the
MMO aspects remains unchanged. In this article, it is defined
as the search for global optima only (in contrast to the search
for all, including local, optima), which is a common approach
in literature [3], [4], [25]. Each multimodal problem instance
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Fig. 1. A general schema of GaMeDE2

is being solved independently with an objective function
described as:

max
x

f(x) = y, x ∈ Rd (1)

The aim is to find as many different x vectors as possible
where the minimum distance between two optima is given.

In this section, GaMeDE2 with a set of introduced mod-
ifications has been described. The Algorithm 1 presents the
complete version of the GaMeDE2 pseudo-code, while Figure
1 illustrates the modifications described below.

GaMeDE2 is based mainly on a DE that explores/exploits
new areas in the problem landscape. DE is steered by the
archive (concept strictly incorporated from multi-objective
problems), which stores candidates for global optima, and
concentrates on ’gaps’ between already found solutions. DE
optimization is additionally boosted by a clustering mecha-
nism to identify promising areas. Subsequently, local search
speeds up the convergence in those areas. The HillClimbing
procedure further optimizes local optima.

GaMeDE2 initialization (see The Algorithm 1 or/and Figure
1) starts with a random initialization as presented in pseu-
docode line 3, the initial population is evaluated and used to
populate an archive. The archive is used to store the global
optima and promising individuals. The PopulateArchive
method tries to add each individual to the archive. It utilizes
the simplified HillValley Test[7] - creates the middle-point M
between the tested individual A and his nearest neighbor B)
in the archive. If the middle-point is worse than both points (A
and B), they are kept as there is a chance they come from two

different niches. Otherwise, only the best individual (A, B, or
C) is stored. In lines 6 and 12, distances between points in
the archive are calculated and stored for future usage. In lines
7 and 26, ArchiveManagement takes place. Its pseudocode
is presented in Algorithm 2 and remained unchanged from
the original GaMeDE version. It removes duplicates from
the archive, marks current optima, and truncates the archive
by sorting it and removing worst solutions until it fits the
MaxArchiveSize.

Algorithm 1 GaMeDE2 pseudocode
1: PrevGenOptima, i← 0
2: Optima← ∅
3: Pi ← InitRandomPop()
4: Evaluate(Pi)
5: A← PopulateArchive(Pi)
6: CalculateDistances(A)
7: ArchiveManagement(A,Optima)
8: Clusters← CompleteClustering(A)
9: LocalOptimization(Clusters,A, Pi)

10: while !StopCondition() do
11: i++;
12: CalculateDistances(A)
13: Pi ← ∅
14: while |Pi| != |Pi−1| do
15: if i % 2 == 0 then
16: Parents← GapSelection(A)
17: else
18: Parents← RandomSelection(Pi−1)
19: end if
20: Mutants←Mutate(Parents)
21: Children← Crossover(Mutants)
22: Pi ← Pi + Children
23: Evaluate(Pi)
24: A← UpdateArchive(Pi, A)
25: end while
26: ArchiveManagement(A,Optima)
27: if |Optima| - PrevGenOptima > MinNewOptima then
28: HillClimbing(A)
29: else
30: Clusters← Clustering(A)
31: LocalOptimization(Clusters,A, Pi)
32: end if
33: PrevGenOptima← |Optima|
34: end while
35: A← RemoveDuplicates(A)
36: Optima←MarkOptima(A)
37: Return: Optima

Before the first loop starts, CompleteClustering takes
place (see line 8). It applies for an additional clustering
pass as described in the modifications section. In line 9,
LocalOptimization utilizes AMaLGaM Univariate (as in the
original GaMeDE). Lines 10-34 present the main loop, which
runs until StopCondition is fulfilled - in this case, until the
budget (number of evaluated individuals) is fully used. A new,
empty population is initialized in line 13 and populated in
lines 14-25. It uses GapSelection and RandomSelection
alternately without the need for having any phases as described
in the modifications section.

Lines 20-23 present a standard DE process. New individuals
are processed in twos. Each of the two individuals returned
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from the selection undergoes the basic DE mutation process
(based on two different, randomly selected, individuals and
factor F). Genes are truncated to make sure all individuals
are feasible. In the end, Uniform Crossover is applied. In line
24, the archive is updated with the same procedure used in
PopulateArchive. Lines 27-32 present the local optimization
step, which takes place at the end of each algorithm iteration.
The default path is to run LocalOptimization for the promis-
ing clusters (see line 9). Alternative HillClimbing method is
used if many new optima candidates appear in this iteration.

Algorithm 2 ArchiveManagement pseudocode
1: Params: A,Optima
2: A← RemoveDuplicates(A)
3: Optima←MarkOptima(A)
4: A← ResizeArchive(MaxArchiveSize,Optima,A)

GaMeDE2 method is based on the original GaMeDE,
however it comprises several modifications that reduce the
complexity of the method.

A. GaMeDE2 – major proposed modifications

GaMeDE2 consists of several modifications as follows:
1) Skip first selection - In the GaMeDE, the first selection

took place right after the population initialization. Both
selection and initialization in GaMeDE are random,
which does not introduce any improvement other than
increasing the initial pool of random search. However,
the evaluation cost is doubled, which might significantly
reduce the number of further evaluations for the low-
budget problem instances.

2) Remove phase switching - Based on the conducted ex-
periments, it is not necessary to switch between WIDE
and FOCUS phases between generations. Local op-
timization performed by a HillClimber stays crucial
for a group of problems, but it does not have to be
paired with global algorithm phases. The condition to
run a HillClimber in Area investigation step remains
unchanged, but it is not propagated further to the next
steps.

3) Double initial clustering - An alternative clustering has
been proposed to be used in the initial generation. Its
purpose is to detect all the ’easy’ optima faster. In the
base algorithm, points found in the archive are spread
around the search space, and many lay in the same
niche. While it might increase the diversity in popu-
lation, it significantly increases the number of clusters
to search and the chance of crossing over the given
budget. In GaMeDE2, an alternative approach to cluster
generation uses candidates from the archive focusing on
new areas. Solutions are clustered using additional Hill-
Valley Clustering described in [7] to further reduce the
number of candidates from the same global optimum (as
an attractor). The Hill-Valley Test itself is simplified by
reducing the middle points count to one. Adding second
clustering was inspired by the approach in [4], where

performing another DE iteration, based on top of the
seeds found in the first pass, appeared to be successful.
However, in this work, only the clustering was repeated
with no additional DE run.

4) Selection type is not related to phase - Results of
experiments confirm that the selection phases do not
have to be bound to the WIDE/FOCUS phases.
However, the experiments showed that it is still crucial
to keep both Random and GAP selections. Those
two selections are used alternately through the sub-
sequent generations, which allows to fully drop the
need for defining two phases. The experiments showed
that such selection composition gives the best results:
one (Random) provides high diversity, while the other
(GAP ) focuses on search in poorly explored areas.

Both methods GaMeDE and GaMeDE2 are verified using
3 benchmark datasets, and the results are compared to two
state-of-the-art methods. The research results are presented in
the next section.

IV. EXPERIMENTS

Modifications proposed in GaMeDE2 have been experimen-
tally verified across three different test sets. Each problem
instance has been evaluated, and results are compared using
GaMeDE, GaMeDE2 and Hill-Valley-Clustering-based VMO
(HVcMO) [6]. For the second test set, results have also been
compared with the recently presented Double-layer-clustering
(SDLCSDE) [4]. Unfortunately, SDLCSDE cannot be used as
the reference method for all test sets – the source code was
not available to perform the experiments.

A. Setup

MMO aims to find as many global optima as possible in
a budget defined per each problem instance. The only metric
used is the Peak Ratio (PR) which is a fraction of the global
optima detected. Thus, the Success Rate (SR) has been calcu-
lated as the number of runs with all optima detected divided
by the number of all runs. To verify if the global optimum
has been reached, accuracy ë = 10−5 has been selected,
the same as in [7]. For the SDLCSDE, accuracy levels were
different across the test set. To compare performance precisely,
GaMeDE2 has been tested on the problem instances where
SDLCSDE accuracy levels were higher than the standard.

Both methods (GaMeDE and GaMeDE2) include non-
deterministic elements, and experiments were repeated 30
times on all problem instances to average the results. The
Wilcoxon signed-rank test has been applied to verify statistical
significance using averaged results. The key advantage of the
GaMeDE and GaMeDE2 is their generality, which means
they can be successfully applied to a set of different problem
instances without any configuration changes. Therefore, for
both methods, only a single configuration has been used – in
contrast to SDLCSDE, where the ’Population size’ parameter
was manually selected per each instance – which is not
efficient while solving new, unknown problem instances.
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To tune GaMeDE2 and find its optimal configuration, 5-
Level Taguchi [26] Parameter Design procedure has been
used. A set of experiment configurations was generated using
an orthogonal matrix, and each configuration was repeated
10 times. This procedure was further repeated for a subset
of test functions. The parameters with the highest Signal-
to-Noise change were fine-tuned first based on the average
results. All the parameters have been processed in that man-
ner, subsequently in the descending order of Signal-to-Noise
change. Table I presents selected values used by GaMeDE2.
The GaMeDE uses the configuration proposed in [3].

TABLE I
GAMEDE2 – BEST FOUND CONFIGURATION

Parameter Value
PopulationSize 1000 ∗ dim
TournamentSize 10
MaxArchiveSize 25 ∗ dim2

DiversityPhaseMinNewOptima 5
LocalOptInitialStep 0.01
MutationProbability 0.6
CrossoverProbability 0.2
F 0.01

All presented experiments were carried out on three test
sets, consisted of multimodal real–value problems.

B. Test sets

The key attributes of each instance are presented in tables
(see. Tab.II, Tab.III, Tab.IV and Tab.X) – it shows the num-
ber of global and local optima, number of dimensions and
fitness evaluation budget. Three test sets are used in research:
CEC2013, Classical Functions and Deceptive Functions, pre-
sented respectively in the rest of this section.

First test set - CEC2013 / GECCO2020 presented in Table
II is commonly used in literature benchmark (e.g. [6][3]) and
the same set which has been used in GECCO 2020 Compe-
tition on Niching Methods for Multimodal Optimization. It
contains a variety of functions with different properties such
as: deceptiveness (F1), wide spread of global optima count
(F3 vs F9), wide spread of local optima count (F4 vs F6),
composite functions (CF11 - CF20), flat and steep niches
(CF20).

The second test set, called Classical Functions presented
in Table III is a benchmark described in [5] and the one that
has been selected by the authors of SDLCSDE [4]. The test
set contains a number of functions already introduced in the
CEC2013 set, yet it significantly decreases the budget given
for each instance. The only fully repeated entries are B13 and
B14. It also introduces a few new variants: Two-Peak Trap,
Central Two-Peak Trap, Decreasing Maxima, Uneven Maxima,
and Shekel’s Foxholes. Due to the small budget, this set is used
to verify the efficiency of the algorithms.

The last test set (Deceptive Functions, see Table IV) has
been proposed to explore further the aspect of resistance to
deceptive traps, which is an essential aspect in the optimization
area. It is based on the Classical Functions set, and it consists

TABLE II
CEC2013 / GECCO2020 MULTIMODAL FUNCTION SET

# Function Name D #GOPT #LOPT Budget
F1 Five-Uneven-Peak Trap 1 2 3 50K
F2 Equal Maxima 1 5 0 50K
F3 Uneven Decreasing Maxima 1 1 4 50K
F4 Himmelblau 2 4 0 50K
F5 Six-Hump Camel Back 2 2 5 50K
F6 Shubert 2 18 many 200K
F7 Vincent 2 36 0 200K
F8 Shubert 3 81 many 400K
F9 Vincent 3 216 0 400K
F10 Modifier Rastrigin 2 12 0 200K
CF11 Composite Function 1 2 6 many 200K
CF12 Composite Function 2 2 8 many 200K
CF13 Composite Function 3 2 6 many 200K
CF14 Composite Function 3 3 6 many 400K
CF15 Composite Function 4 3 8 many 400K
CF16 Composite Function 3 5 6 many 400K
CF17 Composite Function 4 5 8 many 400K
CF18 Composite Function 3 10 6 many 400K
CF19 Composite Function 4 10 8 many 400K
CF20 Composite Function 4 20 8 many 400K

TABLE III
CLASSICAL MULTIMODAL BENCHMARK FUNCTION SET

# Function Name D #GOPT #LOPT Budget
B1 Two-Peak Trap 1 1 1 10K
B2 Central Two-Peak Trap 1 1 1 10K
B3 Five-Uneven-Peak Trap 1 2 3 10K
B4 Equal Maxima 1 5 0 10K
B5 Decreasing Maxima 1 1 4 10K
B6 Uneven Maxima 1 5 0 10K
B7 Uneven Decreasing Maxima 1 1 4 10K
B8 Himmelblau 2 4 0 10K
B9 Six-Hump Camel Back 2 2 2 10K
B10 Shekel’s Foxholes 2 1 24 10K
B11 Shubert 2 18 many 100K
B12 Vincent 1 6 0 20K
B13 Vincent 2 36 0 200K
B14 Vincent 3 216 0 400K

of three deceptive functions: Two-Peak Trap, Central Two-
Peak Trap and Five-Uneven-Peak Trap. All have been ex-
panded into the higher dimension number by using the simple
formula:

y =

∑D
i=1 f(xi)

D
(2)

The main difficulty introduced by those Deceptive Functions
is a small niche area for the global optima and their location
in the far ’corners’ of the domain, where niches for the local
optima are wide and located in the ’center’ of the search
space. Figure 2 illustrates selected function landscapes in 2D
versions.

The Deceptive Functions test set has been evaluated using
two budgets (see Table IV) for solving methods. The stan-
dard budget has been defined as more restrictive to create a
challenge for the methods. However, the experiments have
shown that so small number of births does not allow for
convergence for any of the researched methods. Hence, in
additional experiments extended budget has been used, where
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Fig. 2. Deceptive functions visualization. All three functions: Two-Peak
Trap, Central Two-Peak Trap, Five-Uneven-Peak Trap in 2D variants.

TABLE IV
DECEPTIVE MULTIMODAL FUNCTION SET

# Function Name D #GOPT #LOPT Budget Budget+
D1 Two-Peak 1 1 1 10K 10K
D2 Central Two-Peak 1 1 1 10K 10K
D3 Five-Uneven-Peak 1 2 3 10K 10K
D4 Two-Peak 2 1 3 20K 40K
D5 Central Two-Peak 2 1 3 20K 40K
D6 Five-Uneven-Peak 2 4 21 20K 40K
D7 Two-Peak 3 1 7 40K 200K
D8 Central Two-Peak 3 1 7 40K 200K
D9 Five-Uneven-Peak 3 8 117 40K 200K

examined methods were given enough ’time’ to converge and
stabilize the results.

C. Results

To measure the efficiency of the examined method, two
standard measures are used – PR and SR (defined in the
previous section). In Table V the values of PR and SR of the
GaMeDE and modified algorithms for the CEC2013 set are
given. It is worth mentioning that scores for GaMeDE do not
exactly match those achieved in the GECCO competition. The
results are slightly diverse because of the non-deterministic
character of GaMeDE but are within one standard deviation.

However, the average PR from all 20 problems maintains
second place in the GECCO competition leader board. The
GaMeDE2 managed to achieve comparable and even slightly
better performance than GaMeDE. SDLCSDE algorithm re-
sults have not been found for this test set.

The values of PR and SR of all three methods for the
Classical Functions set are given in Table VI. Results of
GaMeDE and GaMeDE2 were calculated for the ë = 10−5

accuracy level, where those for SDLCSDE algorithm have
been acquired from the original publication [4](see Table VIII)
and with matching accuracy levels. Results show that for
the functions B4, B5, B6, B7, B9, accuracy is higher (see
Table VIII), but it is either the same or lower for the rest.
To get more fair results, GaMeDE2 has been re-evaluated
on functions B4–B9 with a matching accuracy which was
presented in Table VII. Experiments on function 8 have been
repeated due to lower performance than SDLCSDE while
using higher accuracy. Thus, results show that GaMeDE2
achieves better results for B13 and B14 than SDLCSDE
algorithm while maintaining a higher or the same accuracy
level for all functions. Additionally, results show that GaMeDE
struggles with a number of functions.

TABLE V
RESULTS FOR THE CEC2013 / GECCO2020 MULTIMODAL FUNCTION

SET

GaMeDE GaMeDE2 HVCMO
# PR SR PR SR PR SR
F1 1.000 1.000 1.000 1.000 1.000 1.000
F2 1.000 1.000 1.000 1.000 1.000 1.000
F3 0.967 0.967 1.000 1.000 1.000 1.000
F4 1.000 1.000 1.000 1.000 1.000 1.000
F5 1.000 1.000 1.000 1.000 1.000 1.000
F6 1.000 1.000 1.000 1.000 1.000 1.000
F7 1.000 1.000 1.000 1.000 1.000 1.000
F8 1.000 1.000 1.000 1.000 0.967 0.000
F9 1.000 1.000 1.000 1.000 0.937 0.000
F10 1.000 1.000 1.000 1.000 1.000 1.000
CF11 1.000 1.000 1.000 1.000 1.000 1.000
CF12 0.983 0.867 1.000 1.000 1.000 1.000
CF13 0.994 0.967 1.000 1.000 1.000 1.000
CF14 0.806 0.033 0.761 0.033 0.861 0.267
CF15 0.750 0.000 0.750 0.000 0.750 0.000
CF16 0.667 0.000 0.667 0.000 0.689 0.000
CF17 0.750 0.000 0.750 0.000 0.750 0.000
CF18 0.667 0.000 0.667 0.000 0.667 0.000
CF19 0.554 0.000 0.575 0.000 0.575 0.000
CF20 0.496 0.000 0.500 0.000 0.488 0.000
Avg 0.882 0.642 0.883 0.652 0.884 0.563
stat = = ++ =

It is worth mentioning that GaMeDE2 results for the B8
instance have been achieved for the 0.00001 precision, while
SDLCSDE has been evaluated for the 0.0005 precision. After
re-evaluating (see Table VII) this instance on the same accu-
racy level, GaMeDE2 also achieved PR = 1.0 and SR = 1.0.

TABLE VI
RESULTS FOR THE CLASSICAL MULTIMODAL BENCHMARK FUNCTION

SET.

GaMeDE [3] GaMeDE2 HVCMO [6] SDLCSDE [4]
# PR SR PR SR PR SR PR SR
B1 0.933 0.933 1.000 1.000 1.000 1.000 1.000 1.000
B2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
B3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
B4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
B5 0.900 0.900 1.000 1.000 1.000 1.000 1.000 1.000
B6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
B7 0.833 0.833 1.000 1.000 1.000 1.000 1.000 1.000
B8 0.433 0.000 0.992∗ 0.967∗ 1.000 1.000 1.000 1.000
B9 0.550 0.100 1.000 1.000 1.000 1.000 1.000 1.000
B10 0.067 0.067 1.000 1.000 0.967 0.967 1.000 1.000
B11 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
B12 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
B13 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.940
B14 1.000 1.000 1.000 1.000 0.938 0.000 0.889 0.000
Avg 0.837 0.774 1.000 1.000 0.993 0.926 0.992 0.924
stat = ++ =

Results of experiments in Table IX present GaMeDE,
GaMeDE2 and HVCMO applications to the Deceptive Func-
tions set. GaMeDE2 proved to achieve better results for every
function except for D2 and D3 where both algorithms found
all the solutions. Due to the novelty (and lack of SDLCSDE
code) of this set there are no results for SDLCSDE.

In the methods evaluation process and experiments, there are
some suggestions that for the Deceptive Multimodal Function
Set it is worth extending the budget for several functions

296 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



TABLE VII
RESULTS FOR CLASSICAL MULTIMODAL BENCHMARK FUNCTION SET

– REEVALUATION

# Accuracy PR SR
B4 0.000001 1.000 1.000
B5 0.000001 1.000 1.000
B6 0.000001 1.000 1.000
B7 0.000001 1.000 1.000
B8 0.0005 1.000 1.000
B9 0.000001 1.000 1.000

TABLE VIII
ACCURACY LEVELS FOR SDLCSDE [4]

# Accuracy
B1 0.05
B2 0.05
B3 0.05
B4 0.000001
B5 0.000001
B6 0.000001
B7 0.000001
B8 0.0005
B9 0.000001
B10 0.00001
B11 0.05
B12 0.0001
B13 0.001
B14 0.001

(especially for D7-D9) to explore the three-dimensional land-
scape more extensively. The standard and extended budgets
are presented in Table IV. In Table X the summary of results
for examined methods is presented.

Table X includes results with extended budgets for all
examined methods. It can be concluded that each method uses
the extended budget effectively and achieves better results.
However, GaMeDE2 is the most effective: PR = 1.0 and
SR = 1.0, as it solves each function and outperforms other
methods.

To summarise, the results for three test sets: CEC2013, Clas-
sic and Deceptive are presented in Table XI. Presented data
show the average values for PR and SR for four examined
methods: GaMeDE, GaMeDE2, HVCMO and SDLCSDE.
Results show that GaMeDE2 outperforms referenced methods.

The results presented in this section contain four methods
and three test sets. It gives a rather bird’s eye view of examined
methods. More detailed results, analysis and discussion, are
included in the next section.

D. Discussion

The GaMeDE2 maintained the average PR = 0.883
(W = 6 > Wρ<0.05) on the CEC2013 (see Table V) test set
but improved the SR for F3, F12, F13. CF14 is the only
instance where PR value decreased, but the improvement on
the remaining ones has balanced it. It was not expected to
observe any significant change in this benchmark set used for
the original GaMeDE method development. On the other hand,
it is a crucial result suggesting that proposed modifications
do not harm any original components. Difference between
GaMeDE2 and HVCMO PR = 0.884 is not a significant

TABLE IX
RESULTS FOR THE DECEPTIVE MULTIMODAL FUNCTION SET – STD.

BUDGETS

GaMeDE GaMeDE2 HVCMO
# PR SR PR SR PR SR

D1 0.900 0.900 1.000 1.000 1.000 1.000
D2 1.000 1.000 1.000 1.000 1.000 1.000
D3 1.000 1.000 1.000 1.000 1.000 1.000
D4 0.067 0.067 1.000 1.000 1.000 1.000
D5 0.167 0.167 1.000 1.000 1.000 1.000
D6 0.642 0.133 0.867 0.600 0.992 0.967
D7 0.333 0.333 1.000 1.000 1.000 1.000
D8 0.133 0.133 1.000 1.000 1.000 1.000
D9 0.238 0.000 0.267 0.000 0.479 0.033
Avg 0.498 0.415 0.904 0.844 0.941 0.889
stat ++ ++

TABLE X
RESULTS FOR THE DECEPTIVE MULTIMODAL FUNCTION SET – EXT.

BUDGETS

GaMeDE GaMeDE2 HVCMO
# PR SR PR SR PR SR

D1 0.900 0.900 1.000 1.000 1.000 1.000
D2 1.000 1.000 1.000 1.000 1.000 1.000
D3 1.000 1.000 1.000 1.000 1.000 1.000
D4 0.100 0.100 1.000 1.000 1.000 1.000
D5 0.367 0.367 1.000 1.000 1.000 1.000
D6 1.000 1.000 1.000 1.000 1.000 1.000
D7 0.667 0.667 1.000 1.000 1.000 1.000
D8 0.567 0.567 1.000 1.000 1.000 1.000
D9 0.554 0.233 1.000 1.000 0.996 0.967
Avg 0.684 0.648 1.000 1.000 1.000 0.996
stat = = = =

difference either (W = 7 > Wρ<0.05). In comparison to
the HVCMO method, the key advantage of the GaMeDE2
method is a SR difference, especially for functions F8 and
F9, where it found all optima in every run, while HVCMO
failed to do so even once. These two functions’ main feature
is the uneven distribution of high optima number (same as
B13 - see Figure 5). Later in this chapter, it is explained
which element is responsible for this improvement.

The second test set, containing Classical Multimodal
Benchmark Functions (see Table VI), introduces novel
instances for the GaMeDE. While some of the functions are
repeated, they have narrowed the evaluation budget. Plots in
Figure 3 visualize that selection in the first iteration doubles
the initial evaluation cost, which is the 80% for both B8
and B10. With only 20% budget left, it is unlikely for the
algorithm to locate all global optima. Skipping the first
selection proposed as the first modification reduced the initial
cost to 40% of the total budget.

Moreover, to fully take advantage of the extended evalua-
tion budget, the clustering procedure in GaMeDE2 has been
replaced with the initial iteration. In GaMeDE, the current
population is clustered around the set of archived points. Those
archive points are selected to reward unexplored areas. It is
a valuable mechanism. However, there is no application in
the first iteration, where the whole area is unexplored. The
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TABLE XI
SUMMARY RESULTS FOR CEC2013, CLASSIC AND DECEPTIVE SETS

GaMeDE GaMeDE2 HVCMO SDLCSDE
Set PR SR PR SR PR SR PR SR

CEC2013 0.882 0.642 0.883 0.652 0.884 0.563 - -
Classic 0.837 0.774 1.000 1.000 0.993 0.926 0.992 0.924

Deceptive (std) 0.498 0.415 0.904 0.844 0.941 0.889 - -
Deceptive (ext) 0.684 0.648 1.000 1.000 1.000 0.996 - -

Fig. 3. Modification #1 improvement. Budget used (FES) and Optima found (OPT) for B8 problem instance before and after skipping selection in initial
iteration. Similar effect can be observed for the instance B10.

alternative version introduces additional clustering of archive
points just before the current population is clustered around
them. It allows for filtering out archive points if there is a
probability that they lay in the same niche. The modification
results are presented on the Figure 4.

While having the explicit WIDE and FOCUS phases is
not crucial for GaMeDE2, it is still important to maintain
both types of selection: GAP and Random. The important
difference is that the former is archive-based, while the latter
is population-based. Based on the experiments, both selections
proved to be crucial. Using solely Random Selection gives
comparable results for most of the instances, except for those
with a high number of optima (F8, F9, B13, B14), where
method struggled with finding the narrow optima in far corners
of the search space. On the contrary, while using GAP
selection only, all the optima in mentioned instances have
been found. Figure 5 presents the difference in population
distribution after using Random or GAP selection. A draw-
back of this approach has been however observed in decreased
PR for high-dimensional instances (CF19, see Table V). It
confirms that using both alternately gives the best results.
Further research could support further simplification of the
method by limiting to GAP selection only. Statistical tests for
the Classical Functions Set (see Table VI) confirm all these

changes introduce a significant improvement of PR = 1.0
(W = 0 <= Wρ<0.05) and SR = 1.0 (W = 0 <= Wρ<0.05)
over the original GaMeDE method. It allowed achieving
similar effectiveness to the HVCMO method.

The proposed Deceptive Multimodal Function Set intro-
duces Trap functions in two- and three- dimensions. The es-
sential difficulty is the moderate budget scaling which creates
a challenge in three-dimension variants. Another difficulty is
the very steep global optima in the far corners of the search
space opposite the large area of deceptive local optima. The
GaMeDE struggles with those functions because a significant
fraction of the archive points lies on the local optima, and
there is a bigger chance of selecting them for optimiza-
tion. GaMeDE2 has been statistically verified to improve
the PR = 1.0 (W = 0 <= Wρ<0.05) and SR = 1.0
(W = 0 <= Wρ<0.05) in relation to the original GaMeDE
method for both budget sets (see Table IX and Table X).

V. CONCLUSIONS AND FUTURE WORK

Developing a method for a specific benchmark suite al-
lows to focus on the improvements and quickly verify their
effectiveness. However, it may lead to overfitting of the
proposed solution. The original GaMeDE could be such a
case. While very competitive on the CEC2013 benchmarks,
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Fig. 4. Modification #3 improvement. After additional archive points
clustering, the actual clusters (marked by grey spheres) and located around
the global optima (green spheres) instead of on their side.

Fig. 5. Random and GAP selection effects (B13 func.) population
distribution (red spheres) after Random or GAP selection

it does not maintain the effectiveness on novel instances. Two
additional test sets have been proposed to verify the method’s
generalization ability. First, two deceptive functions (Two-
Peak Trap, Central Two-Peak Trap), Decreasing Maxima,
Uneven Maxima, and Shekel’s Foxholes have been added.
Additionally, the computational budget for the number of al-
ready present functions has been limited. The second proposed
test set further explores the range of the deceptive function
– it expands three trap functions into 2 and 3 dimensions.

The Hill-Valley-Clustering-based VMO (HVcMO), a novel
solution based on the HillVallEA, has been selected to provide
a fair comparison.

In tuning procedure GaMeDE2, the Taguchi parameter
design procedure has been used to evaluate the GaMeDE
parameters and fine-tune them across all three sets. While
it provided a promising outcome for a single instance, it
could not point a one configuration valid for all instances
of the test suites. Such an outcome is that specific instances
introduce different challenges, sometimes overlapping each
other. For example, Vincent function has strongly irregularly
distributed yet smooth optima. Composition Functions such
as CF17/CF20 consist of two steep optima. Shekel’s Foxholes
is a nearly binary landscape with a minimal variety among
the optima. Furthermore, there is a wide span of provided
budget, even for the same functions: 50K evaluations for
Himmelblau in F4 and only 10K in B8. Decreasing the budget
might expose the weak spots of methods that otherwise work
successfully. Fine-tuning parameters per instance ensures the
best results yet requires far more studies of the problem and
time. However, the number of optima, their distribution, and
local landscape disturbance have not been known a priori.
For all those reasons, having a single configuration could be
a superior approach, and optimization methods that do not
require tuning many parameters are far more practical.

Based on the results of the experiments, a set of changes
has been proposed to improve the original method’s generality,
leading to better results for the two novel test sets. Moreover,
it maintains the CEC2013 benchmark functions’ competitive
level while using just a single parameter configuration. In
comparison to another state-of-the-art method – HVCMO,
GaMeDE2 manages to completely solve instances with a high
number of unevenly distributed optima (F8, F9, B14), while
maintaining the average PR at the same level. The only
case where introduces method has lower effectiveness is a
novel Deceptive Functions Set if a very restrictive budget is
provided.

The proposed GaMeDE2 method mainly addresses the
initialization and clustering process. Skipping the initial mu-
tation frees a significant amount of budget, which prevents
premature algorithm stopping for the low-budget instances.
The alternative (double) clustering in the first iteration allows
for faster exploring all the promising niches. While it has
low chances of finding narrow optima, it marks the ’easy’
ones. The idea is similar to the mechanism of two natural
metabolism phases (Anaerobic and Aerobic) in the human
body. The first is used in short, burst activity (a big number of
’easy’ optima). The second can be for long-duration activities
and far goals (narrow, ’hard’ steep optima). Additionally,
GaMeDE2 is further simplified by removing the selection
dependency from the phase.

The proposed Deceptive Functions set illustrates that Trap
functions are not a bigger challenge for the multimodal
solving methods. Multimodal optimization, by definition, does
not seek a sole solution, which makes it more resistant to
deceptiveness. Further research on the more irregular high-
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dimensional composition of different Trap Functions could be
valuable for further research direction.

Though GaMeDE2 uses a single configuration, its further
version could also benefit from adaptive parameters steering,
such as population size, archive size, mutation or crossover
probability. Moreover, simplifying the original method, e.g. the
parameter used in enabling HillClimbing step was not fully
eliminated – it requires further work to make it fully adaptive.
Indeed, improvements in clustering could be a promising
research area. At the current state, the first iteration allows
searching all the promising niches, leading to extensive use of
the evaluation budget. An efficient mechanism in balancing
and prioritizing the clusters to explore could introduce a
significant value.
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Abstract—Social Engagement is a novel business model trans-
forming final users of a service from passive into active compo-
nents. In this framework, people are contacted by a company
and they are asked to perform tasks in exchange for a reward.
This arises the complicated optimization problem of allocating
the different types of workforce so as to minimize costs. We
address this problem by explicitly modeling the behavior of
contacted candidates through consolidated concepts from utility
theory and proposing a chance-constrained optimization model
aiming at optimally deciding which user to contact, the amount
of the reward proposed, and how many employees to use in
order to minimize the total expected costs of the operations. A
solution approach is proposed and its computational efficiency is
investigated through experiments.

I. INTRODUCTION AND RELATED WORKS

SOCIAL Engagement (SE) is a new business paradigm
involving the customers of a company in its operations.

More precisely, people agree to perform specific services in
exchange for a reward. This model has been enabled by the
increase of the number of users connected on the web and
technologies able to get people information [1]. This gives
to the companies the possibility to easily communicate with
candidates and then to propose tasks in exchange for a reward.

A concrete application of the SE paradigm is the so called
crowd-shipping logistics, in which the companies ask the
people to collect the packages to a certain location and deliver
it to the final user [2][3]. By doing this, companies do not only
decrease the costs, but also the environmental impact since
people accepting the delivery usually would take advantage
of travels that they have to do anyhow for other activities.
Another interesting application of SE occurs in an evolution
of the Internet of Things (IoT) concept called opportunistic
IoT (oIoT) [4]. Since the IoT development is considerably
slowed down by the difficulty and costs involved in building
telecommunication networks capable of continuously trans-
mitting large amounts of data collected by sensors, through
oIoT the citizens share (in exchange for a reward) the internet
of their devices (mobile phones, modems) so that the nearby
sensors can exploit it to communicate the gathered data. In this
work, we do not want to concentrate on a specific application
rather on a very general SE-based setting in order to embrace
all the basic characteristics of such a business model.

An effective planning of operations under the SE paradigm
yields an interesting optimization problem. The decision-
maker must decide how much he is willing to pay to a
candidate for each task, when and where to rely on employees
and on candidates, which tasks to assign to the employees and
for which tasks the candidates must be contacted, in order to
minimize the total operational costs. It is important to note
that the reward paid to a candidate is generally lower on
average than the cost that the company bears for an employee.
However, while an employee is obliged to accept and carry out
the tasks assigned to him, there is no certainty that a candidate
will accept a proposed task.

Little attention has been devoted to the development of op-
timization models aimed at effectively scheduling companies
operations that exploit SE. Just few works [5][6][7] have tried
to tackle the problem and, therefore, there is a large room for
improvement of existing approaches as well as for the design
of more innovative and complete ones (as claimed regarding
crowd-shipping in [3]). In particular, to the best of our knowl-
edge, there is no published optimization model that explicitly
accounts for individual candidate behaviour when planning
SE-based operations. As already mentioned, one characteristic
that makes challenging the optimization problems deriving
from the implementation of the SE paradigm is the fact that
candidates are not constrained a priori to respect a contract.
This means that, once contacted, the candidate may not accept
the task and, if we assume a pure rational profit-maximization
behavior of the candidate, the reject can happen because
the proposed reward is lower than the candidate expectation.
It is therefore important to integrate tools in the decision-
making process that allow monitoring the individual behavior
of potential candidates.

In this work, to account for individual behaviour, we rely
on the candidate’s willingness to accept (wta) a task, i.e., the
minimum reward expected by a candidate to accept a task.
The wta is a well consolidated concept in utility theory and
has been used since long to explain human subject preferences
in economics [8]. From the decision-maker point of view,
the candidate’s wta is not deterministically known, since it
depends on some factors that are intrinsic of the candidates.
Therefore, we consider the candidate wta as a random variable.
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Thus, the probability of acceptance for a candidate will be
equal to the probability that the offered reward is greater or
equal to the wta of the candidate. The adopted perspective is
similar to [6]. However, instead of relying on a single random
variable describing the number of candidates, we model each
single candidate behavior through a Bernoulli random variable.
The parameter of such a Bernoulli random variable, i.e. the
probability that the candidate accepts the task, is not fixed but
depends by the proposed reward.

This paper’s contribution is twofold. First, we propose a
novel mathematical model for SE-based services optimization.
The formulation, which includes chance constraints [9], results
to be the first one that explicitly accounts for each individual
candidates behaviour. Second, since the complexity of the
proposed model and the explicit consideration of stochastic
parameters do not allow to obtain a simple solution, we
derive a mixed-integer quadratic programming model that
approximates the original model. This is done by making some
reasonable hypothesis on the probability distribution of the wta
of each candidate, and by exploiting the Markov inequality.
Several computational experiments validate the suitability of
our proposed model and solution approach.

The rest of the paper is organized as follows. The optimiza-
tion problem is defined and modeled in Section II. Our solution
approach is described in Section III. Section IV presents the
experimental results, while Section V concludes the paper.

II. THE SOCIAL ENGAGEMENT OPTIMIZATION PROBLEM

The social engagement optimization problem that we want
to study considers a decision-maker (in general a company)
whose goal is to use people, in the following called candidate,
in addition to employees in order to perform a set of tasks. In
particular, we consider a urban environment divided in several
geographical areas such as mobile phone cells, neighborhoods
of different markets or just geographical areas. Each of these
areas is characterized by a number of tasks to perform and each
tasks is characterized by different workloads, thus a single task
may require more candidates to be done. For example, in the
crowd shipping setting these tasks are the delivery required by
customers out of the store, while in the oIoT application these
tasks consist in sharing the internet connection with smart
sensors in the city.

Each task can either be performed by using employees or
candidates. Employee are more expensive, are available in a
small number but they execute the tasks assigned. Instead,
candidates are less expensive, their quantity is virtually un-
limited (since the number of people considered for SE is
far greater than the number of tasks) but they can refuse
to perform a task with a given probability. We assume that
the acceptance probability increases as the offered reward
increase. Please note that, in practice, am employee has greater
productivity than a candidate. The goal of the decision-maker
is to minimize the total operative costs while enforcing that
with high probability all the tasks must be performed.

Let us consider a set I of tasks and a set M of candidates.
For each task i, let Wi be the workload required, αi be the

required probability for its accomplishment, ∆m
i be a random

variable representing the wta of candidate m, and ci be the
cost of using an employee. Moreover, let B be the number
of available employees and r > 1 be the ratio between the
productivity of an employee and that of a candidate, i.e., the
workload that a single employee can afford as compared to a
candidate in the same time frame.

We define the decision variables Qm
i ∈ R+ as the reward

offered to candidate m to accept task i and zi ∈ N as
the number of employee assigned to tasks i. Moreover, we
consider the probability for candidate m to accept task i
called xm

i ∈ [0, 1] and the random variables Y m
i distributed

according to a Bernoulli distribution of probability xm
i which

assume value 1 if candidate m accepts to perform task i. Then,
the Social Engagement Optimization Problem (SEOP ) can be
formulated as follows:

min
�

i∈I

�

m∈M
Qm

i xm
i +

�

i∈I
cizi (1)

s.t. xm
i = P[Qm

i ≥ ∆m
i ], i ∈ I,m ∈ M (2)

P[Y m
i = a] = (xm

i )a(1− xm
i )(1−a), i ∈ I,m ∈ M (3)

a ∈ {0, 1} (4)

P

� �

m∈M
Y m
i + rzi ≥ Wi

�
≥ αi, i ∈ I (5)

�

i∈I
zi ≤ B (6)

zi ∈ N, i ∈ I, (7)
Qm

i ∈ R+, xm
i , Y m

i ∈ [0, 1], i ∈ I,m ∈ M. (8)

The total cost in (1) is expressed as the summation between
the total expected cost offered as rewards (the reward Qm

i

is paid with probability xm
i ), and the sum of the costs paid

for employees. Constraints (2) define the variables xm
i as the

acceptance probability, while constraints (3) and (4) ensure
Y m
i to follow a Bernoulli distribution. Constraints (5) are

chance constraints enforcing a minimum probability of doing a
given task either by using employees or candidates. It is worth
noting that ensuring that each task is performed with a given
probability is less strict than requiring that all the tasks will
be performed with a given probability. Nevertheless enforcing
this second condition would lead to too conservative solutions.
Finally, constraint (6) accounts for the limited number of
employees.

III. SOLUTION APPROACH

The optimization problem in (1)-(6) is difficult to solve due
to the definition of xm

i in constraints (2), of Y m
i in constraints

(3) and (4), and the chance constraints in (5). Hence, we
approximate these constraints in order to get a model which
can be readily solved with off-the-shelf solvers.

Constraints (2) involve the cdf of the random variable ∆m
i .

We approximate it by means of a piece-wise linear function
with J breakpoints. In particular, instead of constraints (2) we
add a set of constraints of the form

xm
i ≤ kjQ

m
i + qj , j = 1, . . . , J, i ∈ I,m ∈ M, (9)
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where kj and qj are obtained by imposing proper conditions
(e.g. the passage in J points of the cdf). This choice is equiv-
alent to enforce xm

i ≤ min[1,m1Q
m
i + q1, . . . ,mJQ

m
i + qJ ],

where the first term of the minimum comes from the definition
of xm

i . Since the approximation proposed in (10) just lead
to concave functions (being the pointwise minimum of affine
functions) and since the a general cdf may be convex in some
portion of the domain, the proposed approximation is not
guarantee to converge to the cdf for all the distributions. In the
following, for the sake of simplicity, we consider just J = 1
and we impose the passage for the point (0, 0) meaning that
with 0 reward the probability that the candidate will perform
the task is 0, and for the point (Q̄m

i , 1) where Q̄m
i is a reward

for which the candidate m is willing to perform the task i with
a probability that we may approximate to be 1. By making this
choice, the obtained final approximation of Constraints (2) is:

xm
i ≤ Qm

i /Q̄m
i , i ∈ I,m ∈ M. (10)

Now let us consider the constraints in (5), note that these
constraints can be written as:

P

� �

m∈M
Y m
i ≥ Wi − rzi

�
≥ αi, i ∈ I. (11)

By using the Markov inequality, for each i ∈ I, it holds:

E[
�

m∈M Y m
i ]

Wi − rzi
≥ P

� �

m∈M
Y m
i ≥ Wi − rzi

�
≥ αi. (12)

Hence, since E
��

m∈M Y m
i

�
=

�
m∈M E[Y m

i ] =�
m∈M xm

i ,, Eq. (12) leads to the following constraint:

�

m∈M
xm
i ≥ αi(Wi − rzi), i ∈ I. (13)

Eq. (13) is enforcing that the expected workload form the
candidates must be greater than the αi percent of the people
needed. Moreover, by considering the bound provided by Eq.
(13), we are reducing the feasible set, thus the condition in
(11) will be satisfied for greater value of αi.

Then, the resulting approximation of the SEOP (SEOPap)
is the following mixed integer quadratic model:

min
�

i∈I

�

m∈M
Qm

i xm
i +

�

i∈I
cizi (14)

s.t. xm
i ≤ Qm

i

Q̄m
i

, i ∈ I,m ∈ M (15)
�

m∈M
xm
i ≥ αi(Wi − rzi), i ∈ I (16)

�

i∈I
zi ≤ B (17)

zi ∈ N, i ∈ I, (18)
Qm

i ∈ R+, xm
i ∈ [0, 1], i ∈ I,m ∈ M. (19)

IV. EXPERIMENTAL RESULTS AND ANALYSIS

We now present CPU experiments validating the proposed
solution approach. All the experiments were performed on a
Intel(R) Core(TM) i7-5500U CPU@2.40GHz computer with
16GB of RAM and running Ubuntu v20.04. The exact solver
used was Gurobi v9.1.1 via its Python3 APIs. The instances,
according to realistic crowd-shipping scenarios, were gen-
erated considering |I| = {5, 10, 20, 50, 100}, |M| = 4|I|,
wi = 7 ∗ (0.8 + 0.4 · U(0, 1)), B = 2, and αi = ᾱ, ∀i ∈ I
with ᾱ drawn from U(0.6, 0.9). Finally, the random variables
∆m

i were drawn from a Gumbel distribution, while Q̄m
i was

set to be equal to the 99 percentile of ∆m
i .

A. CPU results

We first study the CPU solving time with respect to the
dimension of the SEOPap. In particular, versus the growth of
|I| and |M|, we evaluate the CPU time (sec), the time-to-best
(sec) (the number of seconds from the start of the execution
of Gurobi to the time in which it founds the best solution of
the run), and the MIP gap (%) (computed as the percentage
difference between the lower and upper objective bound. In
particular, we consider the least gap value that Gurobi has to
reach before stopping its execution). The average and standard
deviation on 10 instances are shown in Table I. In all the runs
we set the solver time limit to 1 hour.

TABLE I
AVERAGE [µ] AND STANDARD DEVIATIONS [σ] OF THE CPU TIME, TIME

TO BEST, AND MIP GAP FOR DIFFERENT VALUES OF I AND M.

Instance CPU time(sec) time-to-best (sec) MIP gap (%)
|I| |M| µ σ µ σ µ σ

5 20 0.09 0.01 0.09 0.01 0 0
10 40 1569.56 175.83 614.31 235.43 0 0
20 80 2780.84 573.26 2634.94 897.98 0 0
50 200 3600.00 0.00 1054.31 562.25 56 47
100 400 3600.00 0.00 1679.57 720.77 100 0

Instances with |I| = 5, and |M| = 20 are solved almost
instantaneously with 0 gap. The time-to-best is equal to the
CPU time since the difference are below the hundredths of a
second. For instances with |I| = 10, |M| = 40, and |I| =
20, |M| = 80, the CPU time increases, but the solver is still
able to find the optimal solution inside the time limit. For the
instances with |I| = 10, |M| = 40 the time to best is near
one half of the total CPU time but solutions with gap below
the 5% are found by the solver already in the first minutes of
the run. Instead, for the instance with |I| = 20, |M| = 80,
the time-to-best is close to the whole computation time and no
solution with gap below the 5% is found in the first minute of
the run. For instances of greater dimensions, the solver is not
able to find the optimal solution in the given time limit, for this
reason the CPU time is equal to 3600 seconds with a standard
deviation of 0. Nevertheless, for instances with |I| = 50, and
|M| = 200, several times, the final gaps are are smaller than
10%, while for instances with |I| = 100, and |M| = 400,
the solver is not able to find a good bound in the allocated
computational time, hence, a 100% MIP gap with 0 standard
deviation is reported.
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B. Approximation analysis

We now analyze the goodness of the SEOPap approx-
imation. Since ∆m

i is distributed as a Gumbel distribution
with concave cdf, the approximation proposed converges to
the exact function and several techniques for developing
good piece-wise approximation are available [10]. Thus, we
are interested in quantifying how much conservative is the
Markov inequality with respect to Eq. (5). Hence, we compute
the optimal solution of SEOP and we use it to calculate
α̂ := P[

�
m∈M Y m

i + rzi ≥ Wi]. This can be done easily by
noting that the Y m

i are independent with respect to the index m
since the knowledge about candidate m performing a task does
not provide any information related to the execution of the
same task by other candidates. Thus,

�
m Y m

i is a sum of in-
dependent random variable distributed according to Bernoulli
distribution of parameter xm

i . Central Limit Theorems for non
identically distributed random variables are available and, in
particular, by applying the Lyapunov Central Limit Theorem
it is possible to prove [11] that for large values of |M| (in
practice |M| ≥ 30), it holds that:

�

m∈M
Y m
i ∼ N

� �

m∈M
xm
i ,
�

m∈M
xm
i (1− xm

i )

�
, i ∈ I.

(20)
By using (20), we can compute α by solving:

αi = 1− Φ

�
Wi − rzi −

�
m∈M xm

i��
m∈M xm

i (1− xm
i )

�
, i ∈ I, (21)

where Φ is the cdf of a standard normal distribution. We
report the value of the α ∈ [0.5, 1] in SEOPap versus
the α̂ computed with Eq. (21) in Figure 1. All the results
are averaged over 10 runs and the standard deviation of the
observation is represented as an uncertain area. We compute
the results for |I| = 10 and |M| = 40 since we are able to get
the optimal solution in a reasonable amount of time. Moreover,
with |M| = 40 there are enough candidates to apply results
in (20)–(21).
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Fig. 1. Values of α set in the model vs real value of α.

As we expected, the curve is above the line α̂ = α since
by using the Markov inequality we are considering an upper
bound on the probability. Nevertheless, the results are close
to the exact value being on average 10% higher than the α
set in the model. Thus, in the real field, the decision-maker

may lower by 10% the values of the αs and get a solution
compliant with the wanted probability of execution.

V. CONCLUSIONS AND FUTURE WORKS

We proposed a new probabilistic model for SE-based ser-
vices optimization encompassing the wta of the candidate
involved in the business model. We prove, by means of CPU
experiment that, despite the difficult formulation, the model
can be approximated into a nice tractable form able to provide
timely solution for crowd-shipping applications. However,
being the SE a very seminal topic within the optimization field,
we believe that a full-fledged experimental design to explore
all the solution characteristics is needed. Some questions to
answer are related to the performance of the method in the case
in which non-concave distributions for the wta are considered
or how the solutions of the model are related to the number
of breakpoints used by the piece-wise wta approximation.
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Abstract—Most recently, a link between principal component
analysis (PCA) based on L1-norm and independent component
analysis (ICA) has been discovered. It was shown that the ICA
can actually be performed by L1-PCA under the whitening
assumption, inheriting the improved robustness to outliers. In this
paper, a novel ICA algorithm based on Jacobi iterative frame-
work is proposed that utilizes the non-differentiable L1-norm
criterion as an objective function. We show that such function
can be optimized by sequentially applying Jacobi rotations to the
whitened data, wherein optimal rotation angles are found using
an exhaustive search method. The experiments show that the
proposed method provides a superior convergence as compared
to FastICA variants. It also outperforms existing methods in
terms of source extraction performance for Laplacian distributed
sources. Although the proposed approach exploits the exhaustive
search method, it offers a lower computational complexity than
that of the optimal L1-PCA algorithm.

I. INTRODUCTION

INDEPENDENT component analysis (ICA) [1] is one of
the most widely used techniques in multivariate signal

processing. The major goal of the ICA is to transform ob-
served mixtures to components that are as independent from
each other as possible. Since the only assumption about the
components is that they are mutually independent, the ICA
can be viewed as a special case of blind source separation
(BBS) problem [2]. Such a problem arises in a wide range of
applications, including speech/image source separation, noise
reduction, feature extraction, watermark detection.

Most of the ICA algorithms are based on the central limit
theorem. Among them, FastICA approach [3], [4], [5] is
probably the most well-known example. It attempts to find
directions in multidimensional space in which some measure
of non-Gaussianity is maximized, thereby enforcing mutual
independence between components. The projections of the
observed multivariate data onto these directions are viewed as
independent components, and often reveal much of the data’s
structure.

The ICA could also be seen as a generalization of the
classical principal component analysis (PCA) [6] by assuming
independent and non-Gaussian source distributions. In more
detail, the PCA only tries to identify orthogonal directions,
along which the data exhibit the greatest variability. Tra-
ditionally, this variability is measured using the Frobenius

This work was supported by Bialystok University of Technology under the
grant WZ/WI-IIT/4/2020

norm (L2-norm on matrices), which allows to decorrelate the
components but not to make them independent. Though, the
PCA is often used in many ICA algorithms as a pre-processing
step for whitening or sphering the data.

In recent years, a growing interest in approaches to the PCA
based on the L1-norm can be observed [7], [8], [9]. Unlike
conventional PCA, the L1-norm techniques offer an improved
robustness to outliers, i.e., data points that differ significantly
from the other observations. Most recently, it was shown in
[10] that the ICA can actually be performed by L1-norm PCA
under the whitening assumption. When the source distribution
fulfills certain conditions, it is possible to extract independent
components using optimal L1-PCA algorithms with guar-
anteed global convergence. It was demonstrated that such
algorithms may give better accuracy and robustness than those
of conventional ICA methods. Unfortunately, optimal L1-
PCA algorithms are computationally expensive. In addition,
the global convergence is guaranteed only for distributions
with negative kurtosis sign. In the work [10], a new variant
of the FastICA algorithm with absolute value nonlinearity
was considered. Although the accuracy and robustness of this
approach were comparable to that of the optimal L1-PCA
algorithm, it shows serious convergence difficulties.

In this paper, a novel approach to ICA based on di-
rect optimization of the L1-norm criterion is proposed. The
method follows Jacobi iterative framework, whereby the global
solution is reached by successively applying Jacobi/Givens
rotations to whitened observation vectors [11], [1], [12], [13].
In this way high-dimensional ICA problem is reduced to
solving a set of the simpler one-dimensional subproblems.
Namely, at every iteration step, we are looking for the angle
that maximizes negentropy of the transformed components.
Unlike conventional Jacobi methods, the proposed algorithm
exploits the contrast function based on the L1-norm, inheriting
increased robustness to outliers. Since the local cost functions
are of simple form, the optimal rotation angle is found using
an exhaustive search method. Therefore, the differentiability of
the objective function is no longer required and the method can
deal with saddle points and multiple extrema. The simulation
results show that the proposed method offers a superior
convergence compared to the FastICA method with absolute
value function nonlinearity. Furthermore, it outperforms con-
ventional methods in source extraction performance for the
mixtures with Laplacian distributions.
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The paper is organized as follows. Section II describes the
connection between the ICA and L1-norm criterion. It also
introduces the mathematical formulations behind the FastICA
technique and its recent variant using absolute value function
as non-linearity. In Section III, a novel ICA algorithm is
proposed based on the Jacobi iterative framework and non-
differentiable L1-norm criterion. Section IV investigates the
performance of the presented method via numerical simula-
tions. Finally, the conclusions are given in Section V.

II. LINK BETWEEN ICA AND L1-PCA

Let us denote by x = [x1, x2, . . . , xN ]T * RN ob-
servable, zero-mean N -dimensional random vector and by
y = [y1, y2, . . . , yN ]T * RN its linear transform, i.e. y = Bx.
Then, the ICA problem consists of finding an unmixing
matrix B * RN×N such that the components of y are as
independent as possible. Since statistical independence implies
uncorrelatedness, many ICA algorithms assume explicitly that
E{yyT } = I, where E{.} stands for expectation operator.
This is usually enforced by the following factorization of the
unmixing matrix:

B = WC21/2
xx , (1)

where C
21/2
xx denotes the whitening matrix which is com-

puted by inverting a square root of the observation signal
covariance matrix. It can be easily verified that the constraint
E{yyT } = I holds for any orthogonal matrix W. Since the
whitening transformation is always possible, the ICA problem
can be viewed as finding an orthogonal transformation of the
whitened data vector z = C

21/2
xx x, i.e. y = Wz, such that

the components of y are as independent as possible. This can
in particular be achieved by maximizing the negentropy of the
random vector y defined as follows:

J(y) = h(v)2 h(y), (2)

where h(.) is the differential entropy [14] and v is the
Gaussian random variable of the same covariance matrix as
y. Unfortunately, computation of (2) is not an easy task and
in practice some approximations of negentropy [3], [5] have
to be used. Let y = wT z denote a random variable being
a linear projection of the whitened data vector onto some
direction w * RN . Then, the negentropy of this projection
can be approximated as follows:

Jg(y) j c[E{g(y)} 2 E{g(v)}]2, (3)

where c is irrelevant constant and g is any non-quadratic, suf-
ficiently smooth even function. The variables v, y are assumed
to be of zero mean and unit variance, with v being a Gaussian-
distributed variable. The approximation (3) is interpreted as a
measure of non-Gaussianity as it is always non-negative, and
it equals to zero if and only if y is Gaussian.

In the case of the deflationary FastICA algorithm [4], the
independent components are found sequentially, one after

another. For each source, the criterion (3) is optimized iter-
atively, using an approximate Newton technique. Namely, the
following fixed-point iteration is used:

ŵ = E{zg2(wT z)}+ E{g22(wT z)}w, (4)

w+ = ŵ/'ŵ'2, (5)

where w+ stands for the direction vector of the estimated in-
dependent component after the current iteration. These vectors
are projected onto the space orthogonal to the space spanned
by the earlier found vectors, so that at the end, we obtain the
set {wT

i }Ni=1 of orthogonal projectors that are stored in the
rows of the matrix W.

A. FastICA based on absolute value function
A crucial step in optimizing the FastICA algorithm is to

choose the best non-linearity g(.) [15]. Many ICA algorithms
[11], [1], [12], [16] use kurtosis-based contrast functions,
which correspond to the fourth-power non-linearity g(y) =
1/4y4. Such a choice can be justified on statistical grounds
only for estimating sub-Gaussian sources (i.e. those with
negative kurtosis) when there are no outliers. However, in
practice we mostly deal with super-Gaussian variables [17]
that have positive kurtosis. It was suggested in [3], [4] that
for super-Gaussian densities, the optimal contrast function is
a function that grows slower than quadratically. In particular,
as a general-purpose contrast function, one should choose,

g(y) = |y|α, ³ < 2. (6)

Nevertheless, no attempt has been made to implement this idea
in practice. The reason is that the FastICA algorithm assumes
the differentiability of g(y), whereas for the absolute value
function, this property fails at origin. Therefore, the following
differentiable approximation of the absolute value function has
been proposed:

g(y) =
1

a
log cosh(ay), (7)

with 1 f a f 2. However, this approximation may not provide
the same independent source extraction performance as the
absolute value function.

In the recent work [10], the authors admitted differentia-
bility of g(y) = |y| by assuming that g2(y) = sign(y) and
g22(y) = 2¶(y), where ¶(y) denotes Dirac’s delta function. It
resulted in the modified FastICA method with the following
iteration step in place of (4):

ŵ = E{z sign(wT z)} 2 2fy(0)w, (8)

where fy(0) stands for the probability density function (PDF)
of y evaluated at the origin. As proposed in [10], it can be
computed through the kernel density estimate with Gaussian
kernel. It was also demonstrated that, for small data sizes (e.g.
N = 2, 3), this algorithm can provide some improvements
in source extraction performance when dealing with outliers.
However, the iteration (8) may present difficulties converging
to the right solution. Please note that, at each iteration, the
PDF of the extractor output must be estimated, which may be
impractical.
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B. ICA via L1-PCA

Let Z = [z1, z2, . . . , zM ] * RN×M denotes data matrix,
where {zm}Mm=1 are realizations of a zero-mean random vector
z. Assuming ergodicity conditions and that g(y) = |y|, it can
be shown that for large enough sample size the L1-norm of
the projection wTZ becomes proportional to E{g(y)},

'wTZ'1 =

M�

m=1

|wT zm| ³ ME{g(y)}. (9)

Please note that the second term in (3) is always constant.
Thus, the solution is reached at a certain optimum (i.e.
maximum or minimum) of E{g(y)} under the constraint
'w'2 = 1. For this reason, the ICA can also be accomplished
by whitening, followed by the minimization or maximization
of the L1-norm. It was shown in [10] that symmetric sources
with negative (respectively, positive) kurtosis are maximizers
(respectively, minimizers) of E{|y|}. Whereas, the optimiza-
tion problem of finding L1 principal component can be for-
mulated as follows [8], [9]:

wL1 = argmax
w*RN ,'w'2=1

'wTZ'1. (10)

Since the objective function is non-differentiable, the problem
is difficult to solve by means of conventional optimization
techniques such as gradient-based methods. However, it was
shown in [8] that wL1 = Zcopt/'Zcopt'2, where

copt = argmax
c*{±1}M

'Zc'2. (11)

Hence, the L1-norm maximization can be viewed as a combi-
natorial problem over the binary field. A globally convergent
L1-PCA algorithm with complexity O(M rank(Z)) was pro-
posed in [8]. A faster, yet suboptimal version of this approach
[9] is based on consecutive bit-flipping operations. Though,
its time complexity can still be prohibitive for large data
sizes. The most computationally efficient L1-PCA method
was proposed earlier in [7]. It is based on the fixed-point
iterative scheme similar to that used in FastICA algorithm.
Unfortunately, the method often gets trapped in local extrema.
Despite these shortcomings, the L1-PCA algorithms can be
used directly to extract independent sources with negative
kurtosis sign (i.e. sub-Gaussians) under whitening assumption.
It was shown in [10] that globally convergent L1-PCA al-
gorithm may give better accuracy and robustness than those
of the conventional ICA methods, especially when dealing
with outliers. The L1-PCA algorithm can also be modified
to perform L1-norm minimization. However, in such case
the global convergence property is lost because the L1-norm
and the L2-norm minimization problems are not related as
in (10)-(11). In addition, computational complexity of this
algorithm can become prohibitive for large sample size and/or
observation dimensions. In most applications, only suboptimal
L1-PCA algorithms [9], [7] can be considered.

III. PROPOSED METHOD

The proposed method is based on the Jacobi iterative
framework [12]. Namely, an objective function is optimized
by applying successively orthogonal transformations to the
whitened observation data vectors:

y(k+1) = G(pk, qk, ¹k)y
(k), k = 1, 2, ..., (12)

where y(1) = z = C
21/2
xx x. The matrix G(p, q, ¹) represents

Jacobi rotation [18] by the angle ¹ in the plane determined by
the p and q coordinates, i.e.:

G(p, q, ¹) =

þ
ÿÿÿÿø

Ip21 0 0 0 0
0 cos ¹ 0 sin ¹ 0
0 0 Iq2p21 0 0
0 2 sin ¹ 0 cos ¹ 0
0 0 0 0 IN2q21

ù
úúúúû
,

(13)
with 1 f p < q f N , Thus, the unmixing matrix after the kth
iteration can be expressed as follows:

B̂(k) =

û
üý

·
k�

i=1

G(pi, qi, ¹i)

þ
ÿøC21/2

xx . (14)

Please note that for N -dimensional space we have N(N 2
1)/2 possible rotation planes, each uniquely represented by
pair (p, q). A sequence of rotations represented by these pairs
is arranged in a so-called sweep. In fact, any rotation order is
allowed, but some may work better than others [19], [20]. In
this work, a typical row-cycling ordering is used as described
in Tab. I. Usually, it is necessary to go through several sweeps
before convergence is achieved. The algorithm is terminated
when, for all rotations in the current sweep, we have |¹k| <
¹min, or when the maximum number of sweeps is reached.
The parameter ¹min is an empirically chosen small angle [12],
which controls the accuracy of the optimization.

It is crucial for this estimation framework to compute the ro-
tation angles ¹k so that a given objective function is gradually
optimized. Motivated by the ideas presented in the previous
section, we propose to maximize negentropy approximation
(3) with g(y) = |y| directly. Since we deal with a sequence of
two-dimensional ICA problems, the objective function for two
units must be considered. As suggested in [4], such a function
can be defined as the sum of the one-unit functions:

J (k)(¹) =
�

i*{pk,qk}
|E{|ŷ(k)i (¹)|} 2 E{|v|}|, (15)

where
ŷ(k)pk

(¹) = y(k)pk
cos ¹ + y(k)qk

sin ¹, (16)

TABLE I: Arrangement of rotation planes using a row-cycling
ordering for N = 3.

sweep no. 1 2 ...

k 1 2 3 4 5 6 ...

(pk, qk) (1,2) (1,3) (2,3) (1,2) (1,3) (2,3) ...
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ŷ(k)qk
(¹) = y(k)qk

cos ¹ 2 y(k)pk
sin ¹, (17)

are respectively the pkth and qkth coefficient of the currently
transformed data vector y(k). Please note that for a normally
distributed random variable v with mean µ and variance Ã2,
the random variable u = |v| has a folded normal distribution.
The mean of the folded distribution is given by [21]:

µu = Ã
�
2/Ã exp

�
2 µ2

2Ã2

�
+ µ erf

�
µ:
2Ã2

�
(18)

For µ = 0 and Ã2 = 1, the expectation E{|v|} in (15) reduces
to the constant factor

�
2/Ã. Examples of the objective

function (15) evaluated at 12 consecutive data rotations are
presented in Fig. 1. As we see, these functions are always
periodic with period Ã/2. Therefore, the search for the optimal
angle can be restricted to the interval [2Ã/4;Ã/4), i.e.:

¹̂k = argmax
2π/4fθ<π/4

J (k)(¹). (19)

In order to construct Newton-type iteration scheme, one can
admit differentiability of g(y) = |y| in a similar way as for
the FastICA approach. In Fig. 1 we see that the objective
function contains multiple local maxima and saddle points,
thus even if we use a differentiable approximation for the
absolute value function, it would be difficult to reach the global
maximum of (15). However, in this case, each plane rotation
depends on a single parameter ¹k, reducing the N -dimensional
optimization problem to the sequence of the N(N 2 1)/2
one-dimensional search subproblems per sweep. Therefore, as
opposed to the FastICA approach, the solution can be found
using an exhaustive method in a reasonable execution time.
In particular, for each data rotation, the function (15) can be
evaluated at the set of D equidistant points:

¹ * {2Ã/4 + iÃ/(2D) : i = 0, 1, ..., D 2 1}. (20)

The greater the value of D, the better the accuracy of the
optimization. For even D, the set (20) always contains a
zero value. Hence, in order to ensure local convergence, the
parameter ¹min for stop condition should be set to any value in
the interval (0;Ã/(2D)). We have found empirically that the
rotation angles tend to decrease in subsequent sweeps, and
some optimizations are possible. For example, it may not be
necessary to search for optimal angle over entire interval at
the later sweeps. The exhaustive search algorithm can also be
replaced by more sophisticated non-gradient techniques such
as simplex bisection method [22], particle swarm optimization
[23], genetic algorithms [24], simulated annealing [25].

The Matlab implementation of the proposed approach is
given in Alg. 1. The expectations in (15), are replaced by sums
with observables in place of random variables. Please note that
since the matrix G(p, q, ¹) modifies only (p, q) rows, it is not
necessary to compute it explicitly. It is easy to see that in each
sweep, we must perform N(N 2 1)/2 data rotations. Each
rotation costs 4M multiplications, but this operation must be
repeated D times as the objective function is evaluated at D
points. Thus, the time complexity of the single sweep can be
roughly estimated as of order O(N2MD).
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Fig. 1: Examples of the function (15) evaluated at 12 consecu-
tive data rotations for a randomly generated mixture of N = 4
Laplacian distributed sources with sample size M = 400.

Algorithm 1 Matlab implementation of the proposed method

function [Y,B,k] = JICA_abs(X, k_max, D)
[N, M] = size(X);
X = X - mean(X, 2);
B = inv(sqrtm((X*X’)/M));
Y = B*X;
D = D + mod(D, 2);
theta = linspace(-pi/4, pi/4-pi/2/D, D);
c = cos(theta)’;
s = sin(theta)’;
Gp = [ c s ];
Gq = [ -s c ];
mu = M * sqrt(2/pi);
k = 1; encore = 1;
while k <= k_max && encore

encore = 0;
for p = 1:N-1

for q = p+1:N
r = [p q];
Yp = Gp*Y(r,:);
Yq = Gq*Y(r,:);
J = abs(sum(abs(Yp), 2)-mu) +...

abs(sum(abs(Yq), 2)-mu);
[~, I] = max(J);
if abs(theta(I)) > pi/4/D

encore = 1;
Y(r,:)=[Yp(I,:);Yq(I,:)];
B(r,:)=[Gp(I,:);Gq(I,:)]*B(r,:);

end
end

end
k = k + 1;

end
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(a)

(b)

Fig. 2: Separation of the images with various distributions of pixel gray levels. (a) Randomly mixed images and histograms.
(b) Recovered images and histograms.

IV. EXPERIMENTS

A. Illustrative examples

As a toy example, we considered a mixture of three Matlab
built-in images and uniform noise. The images were resized
to the same size 256 × 256 pixels with an 8-bit grayscale.
The mixtures and their histograms are depicted in Fig. 2a.
As can be seen, the source images have been significantly
degraded, but also the form of the mixed data histograms is
more like the Gaussian function. Fig. 2b shows the images
recovered using the proposed method and the corresponding
histograms. This example clearly shows that the algorithm is
capable of transforming data from normality to independent
marginal distributions.

B. Independent source extraction performance

In this experiment, the source extraction performance of the
proposed algorithm is evaluated. In order to distinguish the
algorithm from the existing techniques, it was denoted by the
acronym JICA-abs, which stands for “Jacobi-type ICA based
on absolute value function.” Also, several existing techniques
including state-of-art methods were chosen for comparison,
namely: joint approximate diagonalization of eigenmatrices
(JADE) [11], the conventional FastICA algorithms with the

fourth-power non-linearity (FastICA-4power) and the differen-
tiable approximation of the absolute value (FastICA-logcosh)
[4], the modified FastICA algorithm based on direct use of the
absolute value criterion (FastICA-abs) [10], the iterative L1-
PCA [7] and more accurate bit-flipping L1-PCA method (L1-
BF) [9]. In this comparison, we do not consider the optimal
L1-PCA algorithm [8] due to high computational demands.
On the other hand, it was shown in [10] that for the sources
with uniform densities, the source extraction performance of
the iterative L1-PCA method is similar to that of the optimal
algorithm.

It is rather common that the performance of an iterative
algorithm may vary depending on the stop conditions and
initialization. Therefore, in all methods, the matrix W was
initialized to the identity matrix. The FastICA and iterative
L1-PCA algorithms were stopped when for all sources the
following condition was met: 1 2 |wTw+| < ÷, or when a
maximum number of 1000 iterations was reached. For all these
methods, except FastICA-abs, the ÷ parameter was set to 1024.
In the case of the FastICA-abs, it was necessary to increase its
value to 1023 due to convergence difficulties. For the JICA-
abs and JADE methods, the reliable and stable results were
obtained when the maximum number of sweeps was set to 20
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Fig. 3: Independent source extraction performance as a function of the outlier contamination rate, for N = 4 sources with
Laplacian distribution (left), and uniform distribution (right). The length of source signals is fixed at M = 400 samples.

and the angle ¹min = Ã/(4D) with D = 128. We verified
empirically that rotations at a smaller angle than Ã/512 are
not statistically significant.

For comparative purposes, we considered the linear mixtures
of N = 4 synthetic sources, all with negative or positive
kurtosis sign generated from uniform and Laplacian distribu-
tion, respectively. The length of each source signal was set
to M = 400 samples. The coefficients of the mixing matrix
were generated from the uniform distribution. Ill-conditioned
matrices (with a condition number greater than 100) were
excluded from the evaluation. In order to evaluate the ro-
bustness of the algorithms against outliers, randomly chosen
observations were replaced with noise spikes drawn from a
Gaussian distribution N (10, 1) at varying contamination rates.

The independent source extraction performance was esti-
mated using the average signal-to-interference ratio (SIR) [26],
[27], [28]. Please note that the higher the value of the SIR
is, the better performance we get. The performance indexes
were averaged over 1000 random realizations of the sources
and the mixing matrices, but at each Monte Carlo run, all
methods were operating on the same data. Fig. 3 presents
the source extraction performance of different algorithms for
various percentages of outliers. As can be seen, the proposed
method clearly outperforms existing algorithms on average
by 5dB for Laplacian distributed sources. In this case, the
iterative L1-PCA algorithm provides the worst performance,
as it is designed to only maximize L1-norm, whereas for
distributions with positive kurtosis sign the L1-norm should
be minimized. For Laplacian distributed sources, the L1-BF
algorithm was modified to minimize the L1-norm according
to the suggestion in [10]. In result, the source extraction
performance of this method is slightly better than that of the
iterative L1-PCA algorithm. Though, it is still poor compared
to the ICA approaches. This confirms our earlier remark that
the L1-norm and L2-norm minimization problems are not
related in the same way as the corresponding maximization

problems (10)-(11). Although there is no clear winner for
uniformly distributed sources, the JADE and FastICA-4power
methods provide the best performance in the absence of
outliers. Clearly, the absolute value criterion may not be
the best choice for sub-Gaussian distributed sources. On the
other hand, the approaches, whether based on absolute value
criterion or on differentiable approximations thereof, show
increased robustness to outliers as compared to the kurtosis-
based methods.

C. Convergence and execution time

The total execution time of an iterative algorithm depends
on the convergence rate. Unfortunately, rigorous convergence
analysis of the proposed approach is not an easy task and is out
of the scope of this paper. Though, we measured the average
number of iterations (sweeps) taken by the presented algorithm
until convergence was reached for various data sizes. The
results averaged over 1000 independent runs are depicted in
Fig. 4a. As can be seen that the number of iterations increases
with the number of sources, but this dependency is weaker
than linear, for sufficiently large M . It is rather not surprising,
because as the sample size increases, an objective function
usually becomes smoother and thus a faster convergence can
be achieved. In this case, the algorithm converges to the
stationary solution in a relatively small number of sweeps.
However, please note that each sweep consists of N(N21)/2
data rotations. In order to better illustrate the convergence
properties of the algorithm, in Fig. 4b, we also show the
global cost function measured after each data rotation for
10 independent Monte Carlo runs. It is rather clear that the
algorithm converged quickly in all cases.

In order to compare the computational complexity of the
proposed algorithm with the existing methods, we measured
their execution times. The experiments were carried out in
the Matlab environment, running on AMD Ryzen 5 3550H
processor. Tab. II presents the minimum, maximum, and
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Fig. 4: Evaluation of the convergence properties of the proposed method. (a) Average number of sweeps. (b) Global contrast
functions measured after each data rotation in 10 independent Monte Carlo runs. It was computed as a sum of the approximations
(3) with g(y) = |y| for all rows of the data matrix. The first data rotation in each sweep is denoted by cross mark.

TABLE II: Execution times (in milliseconds) and percentage of runs where the maximum number of iterations is reached in
the experiments of Fig. 3 without outliers.

Laplacian uniform
algorithm tmin tmax tavg failures (%) tmin tmax tavg failures (%)
JICA-abs 3.99 17.04 8.47 0 5.43 26.15 9.02 0

JADE 0.69 9.94 1.09 0 0.78 10.73 1.20 0
FastICA-4power 0.30 18.41 0.53 0.4 0.30 3.52 0.44 0
FastICA-logcosh 0.46 34.00 0.84 0.3 0.45 1.82 0.69 0

FastICA-abs 0.60 120.26 38.98 62.3 0.53 86.90 6.66 9.5
iter. L1-PCA 0.21 2.94 0.42 0 0.19 2.84 0.37 0

L1-BF 23.36 37.23 28.62 0 27.82 72.35 42.94 0

TABLE III: Execution times (in milliseconds) and percentage of runs where the maximum number of iterations is reached in
the experiments of Fig. 3 with 5 percent of outliers.

Laplacian uniform
algorithm tmin tmax tavg failures (%) tmin tmax tavg failures (%)
JICA-abs 3.72 18.44 8.88 0 5.37 25.12 9.07 0

JADE 0.70 10.88 1.24 0 0.68 10.54 0.99 0
FastICA-4power 0.30 16.22 0.55 0.1 0.30 18.32 1.52 5.7
FastICA-logcosh 0.47 33.86 1.16 0.3 0.51 63.12 4.51 9.4

FastICA-abs 0.52 111.34 26.01 59.8 0.62 109.39 39.93 82.1
iter. L1-PCA 0.23 3.38 0.36 0 0.24 3.59 0.36 0

L1-BF 24.80 39.64 30.34 0 26.64 81.41 46.48 0

average execution times collected in the experiment of Fig.
3 for data without outliers. The columns denoted as “failures”
show the percentage of the Monte Carlo runs where the
maximum iteration number was reached. The same statistics
are presented in Tab. III, but for data with 5 percent of outliers.
Although the JICA-abs method has relatively long average
execution time, it is much faster than L1-BF algorithm. The
proposed method also provides better convergence properties
than those of the FastICA-based algorithms. Similarly to the
JADE method and approximate L1-PCA algorithms, the JICA-

abs approach always converged to a stationary solution within
the iteration limit. The FastICA-4power and FastICA-logcosh
methods sometimes reach the iteration limit, which results in
the increased maximum execution time. It is especially evident
for uniformly distributed sources with outliers, where these
methods reach the iteration limit in around 6-9 percent of runs.
Unfortunately, the FastICA-abs method present even more
serious convergence difficulties when dealing with outliers.
In this case, the iteration limit is reached in around 82 and
60 percent of runs, for uniform and Laplacian distributions,
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respectively. Obviously, the upper bound of the execution time
can be reduced by decreasing the iteration limit, but it can
also deteriorate the accuracy of the optimization. Therefore, a
method with a smaller upper bound of the execution time may
be a better choice when the timeliness of the system becomes
a prominent problem.

V. CONCLUSION

A novel ICA algorithm has been proposed that directly
utilizes non-differentiable absolute value criterion as a contrast
function for the ICA problem. The algorithm is based on
Jacobi iterative framework and exhaustive search method.
Experimental studies show that the proposed approach pro-
vides better accuracy and robustness to outliers than existing
methods for Laplacian distributed sources. Unlike the FastICA
approaches, it does not show any convergence issues. Though,
it has on average relatively high execution time as compared
to the state-of-art ICA methods. On the other hand, it is faster
than currently most accurate suboptimal L1-PCA algorithm
that also works in an exhaustive manner.

A rigorous convergence analysis of the proposed method is
of great theoretical importance, thus it should be the subject
of further research. We also believe that the computational
complexity can potentially be reduced. In addition, future
works may include developing practical applications in speech,
audio and image denoising.
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Abstract—The Electric Vehicle Shortest Path Problem
(EVSPP) aims at finding the shortest path for an electric vehicle
(EV) from a given origin to a given destination. During long
trips, the limited autonomy of the EV may imply several stops
for recharging its battery. We consider combining such stops
with visiting points of interest near charging stations (CSs).
Specifically, we address a version of the EVSPP in which the
charging decisions are harmonized with the driver’s preferences.
The goal is to maximize the total gained score (assigned by the
driver to the CSs), while respecting the time windows and the
EV autonomy constraints. We define the problem as a MILP and
develop an A* search heuristic to solve it. We evaluate the method
by means of extensive computational experiments on realistic
instances.

I. INTRODUCTION

DEVISING tools that facilitate the use of Electric Vehicles
(EVs) is key to successfully electrifying transport, e.g.,

[5]. The limited autonomy of EVs coupled with the scarcity
of charging stations (CSs) entails that long trips may involve
several charging stops. Given that such stops are likely to be
time consuming, we explore the idea of matching the charging
stops with user preferences.

Considering an EV that needs to travel between an origin
and a destination, we consider that the user attributes a score
to each CS. Such scores are based on the vicinity to Points of
Interest (POIs) to the CS. For example, a user may prefer to
stop at cultural venues. In this case, a high score is given to
CSs nearby such venues. Using those scores, we consider the
problem of optimizing the shortest path respecting all energy
feasibility constraints, while maximizing the total score that
the user can achieve. To handle this problem we propose the
Maximum Profit Model (MPM). To avoid excessively long
trips, we limit the duration of the route. We establish this
limit by solving the Shortest Path Model (SPM), which is the
shortest EV path in time. We allow the MPM to deviated from
the shortest path length within a given tolerance.

We adapt the Mixed Integer Linear programming (MILP)
model proposed in [6] to handle the MPM and the SPM.
Furthermore, we develop a heuristic algorithm based on the
A* search which handles large instances of MPM. To this end,
we propose the Maximum Discounted Profit Model (MDPM),

This work was partially supported by the Portuguese Foundation for
Science and Technology (FCT) under project grants UID/MAT/00324/2020
and UID/MULTI/00308/2020.

which discounts the scores of the nodes into the arc costs that
connect them. By doing so, we are able to efficiently adapt
the A* search Algorithm to the MPM.

In general, the Electric Vehicle Shortest Path Problem
(EVSPP) is a shortest path problem that accounts for battery
limitation and charging constraints. Due to their limited au-
tonomy, EVs may need to detour to CSs in order to recharge
their battery. This is particularly true in medium and long
range routes, like in [11]. A key decision in this context is
where and how much to charge the EVs. The problem of
minimizing the overall trip time for EVs in road networks was
studied by [1]. A heuristic algorithm for solving large EVSPP
instances was proposed in [14]. Baum et al. [2] introduced a
functional representation of the optimal energy consumption
between two locations, which led to developing an efficient
heuristic algorithm that computes energy optimal paths.

One of the main EVSPP modeling assumption relate to how
the EV batteries are recharged. Some researchers assume that
the EV must completely recharge before leaving a CS, e.g. [4],
[9]. Other works (e.g., [6], [10], [12]) consider the charging
quantity as a decision within the optimization. As in most
studies we assume that the energy consumption is directly and
exclusively related to the traveled distance.

In practice, the EV charging function is nonlinear with
respect to time, and depends on the used charging technology.
The nonlinear charging functions were modeled as piecewise
linear concave functions by [6], [10].

Time window (TW) constraints have been introduced in EV
problems by [12]. TWs oblige EVs to arrive in predetermined
CSs before or during a particular time interval. Contrary to
what is done in the literature, we assume that TW types are
given (e.g., lunch breaks), yet their location is determined
from a set of CSs which accommodate this type of TW.
Furthermore, we consider required and weakly mandatory
TWs.

Considering that CSs have different scores and a given
maximum path length (in time), the aim of the MPM is to
maximize the total score of visited CSs. As such, CSs that
better match the user preferences are prioritized. We consider
a single EV, with partial recharging decisions and nonlinear
charging functions. Furthermore, we consider only public CSs,
having different technologies and scores. We also consider
TWs with a limit on the total travel time.
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The contributions of this paper are threefold: 1) we propose
an EV shortest path model that accounts for user preferences
(MPM); 2) we develop a heuristic based on the A* algorithm
to solve that problem; 3) and we verify the performance of
both the MILP model and the heuristic algorithm on realistic
test instances.

We introduce the MPM in Sec. II and develop an A*
algorithm for it in Sec. III. We present our computational
experiments in Sec. IV, and state our conclusions in Sec. V.

II. PROBLEM DEFINITION

The MPM maximizes the score of the CSs visited by
the EV, such that the resulting path is feasible and within
a tolerance from the shortest EV path. In the literature, the
goal of maximizing scores obtained by visiting nodes is often
called prize collection [13]. To model the MPM we adapt the
arc based MILP model of [6]. Due to space limitations, we do
not present the full formulation. Instead, we give an overview
of that work and then detail the major adaptations made to
handle the MPM.

Froger et al. [6] introduced the Fixed Route Vehicle Charg-
ing Problem (FRVCP). Given a sequence of customer nodes
(i.e., not CSs) to visit, the objective of the FRVCP is to
determine the charging operations (which CSs to visit and how
much to charge), in order to minimize the total route duration
while satisfying the following conditions: The customers in
the resulting route are visited according to the given order,
the resulting route is energy feasible and satisfies a maximum
duration limit Tmax. The state of charge (SoC) of the EV is
tracked on each traversed arc and visited node. The EV may be
partially recharged at a set of charging stations S , which may
have different technologies. For each technology we consider
a nonlinear charging function, approximated via a piecewise
linear function following the models by [10]. In the MPM the
fixed sequence of nodes to visit goes from an origin O node
to a destination D node.

Building on the FRVCP, we now describe the MPM. Let
G :=(SO,D,A) be a directed graph, where SO,D :=S*{O,D}
and A is the set of arcs that connect pairs of nodes in SO,D.
Let tij g 0 and eij g 0 be the driving time and energy
consumption of arc (i, j) * A, both satisfying the triangular
inequality. The EV departs from O with a fully charged battery
of capacity Q. We impose that the SoC of the EV is at
least qmin throughout the route. Since we consider long trip
planning, we assume that the number of nights is a user input.

The user will spend some time in the neighborhood of the
selected CS. Moreover, in certain moments of the day, the
user may prefer to visit a CS near a POI, e.g., restaurants or
hotels. CSs are typically strategically placed near those types
of POIs. It is important that the user visits CSs that best suit her
preferences. We attribute a score σj for j * S , which are input
to the MPM. We assume that they can be derived based on the
user’s ranking of POIs. Furthermore, the user may personalize
her trip by imposing TWs related to an activity (e.g., lunch
breaks). The classical definition of TWs determines a time to
visit a given node. In the MPM, such TWs may be realized
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Figure 1: Path from O to D with a night at a hotel and lunch breaks. The
timestamp near a node represents the corresponding departure time, including
the recharging time (not reported in the figure). For D, instead, the timestamps
represent the arrival time. The number on each arc is its travel time. The red
path is optimal, stopping in the hotel as required and reaching node E. If
also the lunch break is required, then the EV is forced to arrive to D with
stopping at L (blue path). Instead, with the weakly mandatory flag, from E
the EV can go directly to D 3h in advance (green path).

at a number of CSs. We therefore denote the TWs related
to our MPM as Activity-based Time Windows (ATWs). In
our experiments in Sec. IV, we assign to each CS a randomly
generated score between 0 and 5. In practice, these values will
be established by the user in real applications.

Let W be the set of all ATWs, which is partitioned into
two subsets, WR,WM ¦ W , formed by the required and the
weakly mandatory ATWs. The EV is forced to stop in each
kR * WR, but it must stop in kM * WM only if there exists
at least one kR such that kM z kR. Otherwise, kM may be
skipped. We assume that the sets WR,WM are ordered by
chronological order of starting time of the TWs. Each ATW
is defined as:

k := (γL
k , γ

U
k , tmin

k , ok, νk), k * W,

where the interval [γL
k , γ

U
k ] (with γL

k < γU
k ) describes its initial

and ending times (the EV must arrive before γU
k ); tmin

k is the
minimum time that the EV needs to stop during k; ok is a
binary value, equal to 1 if k * WM , and 0 otherwise. The
set W is ordered, thus, if k z h, then γL

k < γL
h , for any

k, h * W . The EV is allowed to arrive at a node with a
maximum anticipation time �ϕ. In this case, the activity will
nevertheless start at γL

k . Thus, if the EV arrives in node i
in the interval

�
γL
k 2 �ϕ, γU

k

"
, then it may decide to stop at i

for at least tmin
k or instead perform k in a subsequent node.

In addition, we use hard TWs, which means that it is not
possible to perform the ATW k before γL

k 2 �ϕ nor after γU
k .

Finally, two ATWs can overlap, but they cannot be contained
in one another. Each CSs is associated with multiple POIs, and
each TW requires a specific POI. This information is stored
in the label νk and is different for each TW. For instance, if
k * W refers to the first night, then νk = “Hotels” and the
EV is forced to stop at a CSs near a hotel. So, it is possible
to construct the set of chargers Sk ¦ S that have in their
neighborhood the POI stated in νk.
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To determine Tmax we solve an EV Shortest Path Problem
SPM, subject to the same constraints as MPM, but with the
goal of minimizing the total trip duration (i.e., ignoring the
scores). Let T opt be the optimal objective function value of
SPM, which is a theoretical lower bound on Tmax. Then, let
T add be the tolerance of the total additional detouring time
from the shortest path to stop in nodes with higher scores.
Therefore, we set Tmax to T opt + T add.

To avoid routes with many stops at SCs, we introduce the
parameter rmin, as rmin := +0.4 (Q 2 qmin)/η,, where η
is the average energy consumption per kilometer (expressed
in kWh/km), and is dependent on the EV type. The ratio
(Q 2 qmin)/η represents the maximum autonomy of the
vehicle, excluding the minimal amount of energy that is always
required. With this arrangement it is possible to prune all the
arcs associated with a distance less than rmin, which also
avoids stops for charging the EV in consecutive locations that
are very close to each other.

Let ξ denote a lower bound on the distance of a trip
from O to D (its computation is described in Sec. IV). Then
the maximum number of legs N in a path is defined as
+1.5+ξ/rmin,,.

III. A* SEARCH ALGORITHM

In the following we propose a heuristic algorithm for the
SPM and extend it for solving the MPM. Recall that the SPM
solution serves as an input to MDPM. The algorithm is based
on the A* search, which finds a path from an origin O to a
destination D with the smallest cost. To do that, it maintains
the tree of all the paths originated from O and extends each of
them one arc at a time until D is reached. It uses a best-first
search by selecting the node that minimizes

f(i) := g(i) + h(i),

where i is the current node, g(i) is the cost of the path from
O to i, and h(i) is an estimate of the cost of the shortest path
from i to D. If h(i) never overestimates the real cost to reach
D from i, for all i, then the A* algorithm finds the optimal
solution.

The A* algorithm is based on minimizing cost mechanisms,
thus it is not directly applicable to prize collection settings
such as the MDPM. Therefore, we propose the MDPM which
approximates the MPM, searching for a shortest path while
maximizing the total score. To do that, we assign a weight s̃ij
with each arc, defined as

s̃ij := tij +∆j 2 µσj , "(i, j) * A s.t. i, j * S,

where ∆j is the the time spent waiting while the EV is
charging at the CS j, and µ is a parameter that indicates
the relative importance of the score with respect to the time
required to go from i to j, charging time included. The
objective function of the MDPM model is then

min
�

(i,j)*A, j*S
s̃ijxij .

This expression is nonlinear, but it can be linearized by
introducing new decision variables sij , and changing the
objective function as

min
�

(i,j)*A, j*S
[(tij 2 µσj)xij + sij ]

We first discuss the computation of the potentials used to
estimate the heuristic function h. We then incorporate the TWs
in the heuristic. Finally, we modify the algorithm to account
for the scores in h.

Let q
i

and qi be the SoC when the EV arrives and departs
from CS i. The variables ci and ci are respectively the start
and end time for charging an EV. Variables τ i, τ i track the
time when the EV arrives and leaves CS i * S , respectively.
There is also a tolerance ϕi that represents how much time in
advance, with respect to γL

k , the EV can arrive in i, for any
i * SD. The maximum anticipation time is set to �ϕ, but even
if the EV arrives in advance, the minimum stopping time tmin

k

starts at γL
k and not before.

Let xij be a binary variable which equals 1 if the EV arrives
at node j from node i, 0 otherwise. The variable yjk is also
binary and it is 1 if the EV stops in j in TW k, 0 otherwise.
The maximum duration of the trip is Tmax (in Sec. III we
show how to compute an upper bound for this value). The
variable zk is binary and is equal to 1 if the EV arrives in D
after TW k, 0 otherwise, for any k * WM . It is used to link
the arrival time in node D and avoidable TWs.

A. Potentials

We now find an initial estimate of the total time from any
CS i to D, building on techniques used in [14]. We start by
dropping the charging and the TW constraints, thus we obtain
a problem that can be solved using the Dijkstra’s algorithm.
Let G := ïSO,D,Að be the directed graph from O to D, where
SO,D is the set of nodes and A := SO×SD the set of arcs. We
then apply the backward Dijkstra’s algorithm, which operates
on the reversed graph G2 := ïSO,D,A2ð where

A2 := SD × SO such that (i, j) * A ó (j, i) * A2,

while considering D as the origin and O as the destination.
This allows us to obtain a lower bound on the driving time
from any i * SO,D to D, which we denote by πdr(i).
To account for energy consumption, we apply the backward
Dijkstra’s algorithm considering the energy consumption as
the weight for the arcs. This allows us to derive the minimum
amount of energy required from i * SO,D to D. We denote
this lower bound by πcons(i).

The EV arrives partially charged at each node, with an
amount of energy equal to SoC(i). Since the minimal amount
of SoC qmin needs to be respected at every node, we can think
of SoC(i) 2 qmin as the available energy at node i * SO,D.
Then, to compute the minimal amount of energy from i to D,
we define

π̃cons(i) := πcons(i)2 (SoC(i)2 qmin).
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We now compute a lower bound for the charging time, based
on the minimal required energy at a node i * SO,D. We define
Gi := ïTi,Aið as a subgraph of G, where Ti is the set of
reachable nodes from i, and Ai is the set of arcs comprising
a path from i to any j * Ti (see Fig. 2).

O

A

B

C

H

G

E

F

D

Figure 2: Illustration of GH

Let smax(i) denote the maximum charging rate of all
the CSs in Ti. We denote the maximum charging rate of
CS j as ρ̄j , which corresponds to the largest slope of the
piecewise charging function of j. We then set smax(i) as
max { ρ̄j : "j * Ti }. This improves the computation of the
charging potential with respect to [14], where smax is constant
and does not depend on the nodes that are reachable from i.

If the energy available at i is greater than the remaining
energy needed to reach D, then π̃cons can be negative. Thus,
two cases are considered when computing a lower bound for
the charging time:

πch(i) :=

ù
ú
û

π̃cons(i)

smax(i)
SoC(i)2 qmin f πcons(i)

0 otherwise

This gives a potential that returns the minimal charging time
from any node i to D. Thus, a lower bound on the total trip
time is given by

�πtt(i) := πdr(i) + πch(i) "i * SO,D.

We improve this lower bound by accounting for TWs. Let
πtw(i) be the minimal stopping time that the EV must perform
from i to D according to the ATWs. The trip accounts for the
sum of all the minimum stopping times. Let k̃ be the last TW
in the ordered set WR. Suppose that, when at node i, the EV
has not performed all TWs in WR. Then, g(i) f γL

k̃
+ tmin

k̃
,

where g(i) is the arrival time at i and γL
k̃

is the starting time of
TW k̃. In this case, we compute a lower bound for the TWs
potential as the sum of all the stopping times that have not
been performed by the time g(i). If instead, in node i, the EV
has already done all the TWs in WR, then g(i) > γL

k̃
+ tmin

k̃
and so the potential for the TWs must be zero. Therefore, if
πtw(i) is the TWs potential for node i, we have

πtw(i) :=

ù
üú
üû

�

k*WR:g(i)<γL
k

tmin
k if g(i) f γL

k̃
+ tmin

k̃

0 otherwise

For instance, suppose that WR contains a 1 hour stop for
lunch, one tourism stop for 2 hours and one for sleeping for

11 hours. Then, before lunch πtw(i) = 14, after lunch πtw(i) =
13, and the next day πtw(i) = 0.

We now incorporate πtw in �πtt. The EV charges during each
stop. Thus, we cannot simply sum πtw and πch, since they
may overlap. Instead, we can obtain a better lower bound
considering the maximum between πch and πtw, and then
adding the driving potential πdr. So,

π1
tt(i) := πdr(i) + max {πch(i),πtw(i) }

defines the lower bound for the total stopping time from i
to D. We are not overestimating the real cost, since taking
the maximum we consider for each node the best possible
charging scenario that at least the EV has to perform.

B. Labels

Label Ljm represents the state of the EV when arriving at
the m-th copy of node j, that is dynamically allocated. With
this label we keep track of the state of the EV. For notational
convenience, we denote g(jm) by gmj . Each label includes the
total time needed to reach jm, so it includes both driving and
charging times. For instance, suppose that the EV goes from
the n-th copy of i to the m-th copy of j, namely from in
to jm. Then the label Ljm considers driving from i to j and
the charge in i that is needed to reach j for the m-th time. It
excludes the time the EV spends charging in j. The label of
the m-th copy of node j, with in as its direct predecessor, is:

Ljm := (i, gmj , hm
j , fm

j , pmj , βm
j , qmj , qm

j
, λm

j ,∆m
j , ωm

j )

where

" i is the node from which the EV arrives to jm;
" gmj is the total travel time from O to jm;
" hm

j is the estimated travel remaining time from jm to D;
" fm

j is the estimated arrival time at D if the path from O
to jm is performed. It is given by fm

j := gmj + hm
j ;

" pmj is the label from which the EV arrives, i.e., Lin ,
which is the label of the n-th copy of node i, with n *
{ 1, . . . ,Mi };

" βm
j is the additional time spent at j for charging, it is

chosen from an ordered set β := {β1, β2, . . . , βs };
" qmj is the amount of energy that is charged in the

predecessor node in. It is computed to at least respect
the consumption eij and is given by qmj := qmj 2 qm

j
,

where
qmj := max

�
qn
i
+ eij , Q

�
;

" qm
j

is the amount of energy of the EV when arriving at
jm. It is computed as qm

j
:= qn

i
+ qmj 2 eij ;

" λm
j is the minimum time the EV must charge at jm. This

amount of time is considered in the next label and not in
Ljm . It is defined as

λm
j :=

ù
üú
üû

max
�
0, γL

k 2 gmj
�
+ tmin

k if TW k is

performed in in

0 otherwise
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where γL
k is the starting time of TW k and tmin

k is its
minimum stopping time. TW k is retrieved using ωm

j

(see below);
" ∆m

j is the charging time in in. It is given by

∆m
j := max

�
λn
i , cmj 2 cmj

�
+ βm

j ,

where cmj := Φ21
j (qmj ) and cmj := Φ21

j (qn
i
), with Φ21

j

the inverse of the charging function in node j. The term
βm
j is added to consider the cases in which the EV

charges more than needed;
" ωm

j is the index of the last TW k prior to node jm.
Parameters ∆, q and q are strictly related to β. As a conse-
quence, also g, h and f depend on β. The value of λ instead
depends strictly on ω.

C. A* search algorithms for the MPM and MDPM
Using the labels described above we now outline the A*

search algorithm. We start by implementing a heuristic ap-
proach to find the fastest path from O to D, referring to this
as AsM.

The origin node O is initialized as follows:

L1
O := ( O, g1O = tstart, h

1
O = h1(O), f1

O = g1O + h1
O,

p1O = 2, 0, 0, q1O = Q, 0, 0, 0),

where g1O is the starting time of the trip. Thus, fm
D represents

the arrival time in D and not the duration of the trip. Let L
be the set of all labels, and Mj be a counter of the number of
copies of j * SO,D. The algorithm keeps track of open labels
using a priority queue Q. Every time a new label is created,
it is added to Q in a way that the first element of Q is always
the one with the lowest fm

j
, among all labels Lm

j , so

jm := argmin
jm:j*SO,D, m=1,...,Mj

�
fm
j

�
.

We now introduce some of the functions used later in the
pseudocode. The function POP(Q) returns the label with the
lowest f in Q, while function PUSH(Q, Ljm) adds the label
Ljm to the queue. Function STAR(G, j) returns the set of nodes
h * SD such that (j, h) * A, in descending order with respect
to tjh. The function NEXTTW(WR, ωm

j ) returns the next TW
in WR that is not visited when the EV arrives at node jm. The
EV is allowed to arrive at a node with a maximum anticipation
time of �ϕ. The boolean function NODEHASPOI(i, ν) returns
one if there is at least one POI of the category ν in the
neighborhood of node i, and zero otherwise.

Function MAXSLOPE(Ṡ) applied to a generic subset Ṡ of
CS S , returns the maximum slope between all the charging
functions of nodes in Ṡ . To speed up the algorithm, all the
subtrees are precomputed. The function ROUTING(i, j) returns
the pair (tij , eij), that are respectively the time and the energy
required to go from i to j, for any i * SO, j * SD. The
function MINSTOP(gi) returns πtw(i).

The A* algorithm is described in Alg. 1. It starts by
initializing the counters for all the copies and storing the
subtree of each node. Then the label associated with the origin
is created and added to the queue and to the set of all the labels.

Algorithm 1 ASTARSEARCH Algorithm
1: function ASTARSEARCH(G, Q, qmin, tstart, tend, WR, β)
2: for all node h * SO,D do
3: T [h] := SUBGRAPH(G, h), Mh := 0
4: end for
5: MO := 1, Initialize L1

O ; L :=
�
L1

O
�

; Q := {O }
6: while Q do
7: Ln

i := POP(Q) = (i, gn
i , hn

i , f
n
i , pn

i , β
n
i , qni , qn

i
, λn

i ,∆
n
i , ω

n
i )

8: k := NEXTTW(WR, ωn
i )

9: if i = D then
10: if ωn

i < |WR| then go to 6
11: return Ln

i , L
12: end if
13: if k is not NONE then // See A

14: IDX := ωn
i ; C := k

15: while C is not NONE do
16: if T [i] + SC = ' then go to 6
17: IDX := IDX + 1; C := NEXTTW(WR, IDX)
18: end while
19: end if
20: NEIGHBORS := STAR(G, i)
21: for all j * NEIGHBORS do
22: tij , eij := ROUTING(i, j)
23: if eij > Q 2 qmin then go to 21
24: for all β * β do
25: ∆, q := CHARGINGENERGY(i, eij , q

n

i
)

26: ∆ := max {λn
i , ∆ }+ β, q := CHARGINGFORTIME(i, qn

i
,∆)

27: gtemp := gn
i + ∆ + tij

28: if gtemp > tend then go to 21
29: if k is not NONE then
30: if gtemp > γU

k then go to 21
31: if γL

k 2 �ϕ f gtemp f γU
k then

32: if j = D or not NODEHASPOI(j, νk) then go to 39
33: Mj := Mj + 1; m := Mj

34: λ := max
�
0, γU

k 2 gtemp

�
+ tmin

k

35: Lm
j := CREATELABEL(i, j, gn

i , qn
i
,∆, q, tij , eij , λ, ω

n
i +

1, β, Ln
i )

36: L := L *
�
Lm

j

�
; PUSH(Q, Lm

j )

37: end if
38: end if
39: Mj := Mj + 1; m := Mj

40: Lm
j := CREATELABEL(i, j, gn

i , qn
i
,∆, q, tij , eij , 0, ω

n
i , β, Ln

i )

41: L := L *
�
Lm

j

�
; PUSH(Q, Lm

j )

42: end for
43: end for
44: end while
45: return NONE , NONE // Node not found
46: end function
A Check if the subtree of current node contains the category of POI that is needed for
the next TW and the subsequents ones. Otherwise, goes to the next element in the queue.

The label Ln
i with the lowest value of f is selected and then

the algorithm finds the next TW k that must be performed.
A check is performed to verify if the current label entails the
arrival to the destination point: if so, we verify whether the
index ωn

i of the last visited TW is at least equal |WR|. If
this is not the case, the EV has not visited yet all the non-
avoidable TWs, and thus the current label must be discarded.
Otherwise, the current label and the set of all the generated
labels are returned and the search terminates.

At this point, if k is not NONE the algorithm checks whether
or not there exists at least one node in Ti of the current node
i in which the POI constraint of TW k is satisfied. Then it
checks the same for all the TWs in WR that must be performed
after k.

The algorithm proceeds by considering the nodes j such that
(i, j) * A. A sequence of operations assures that the trip from
in to jm is feasible, where m is the index of the m-th copy of j
that will be created if all the checks are passed. First the energy
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constraints. If the energy required on arc (i, j) is greater than
the maximum amount for the EV, we discard this label, and the
algorithm proceeds to the next node in STAR(G, i). Otherwise,
if eij < Q2 qmin, we consider charging a greater amount of
energy with respect to eij by looping on β.

At line 25 of Alg. 1, the charging time and the charged
energy are computed, given the current SoC qn

i
and the amount

of energy required eij . The two values are then updated on
line 26, taking the current SoC and the arrival time.

We then compute a temporary value gtemp of the arrival time
in j. In case gtemp > tend, the current label is discarded. We
then verify if the selected TW k is in WR. If so, then the
algorithm must satisfy the constraints associated with k. First,
if gtemp > γU

k , then the arrival time at j will be after the
ending time of k, which is not feasible. If instead, gtemp is
included in the range [γL

k 2 ϕ, γU
k ], then the EV arrives at j

during the TW k. In this situation, the user may decide to stop
in j, and respect the TW constraints, or to continue driving
to the next node h and see if it is possible to respect k in
node h. This scenario models the case in which, for instance,
instead of respecting the lunch constraints in node j, the user
prefers to drive longer and eat at another place. In the case
we stay in j to respect TW k, we check whether node j has
the POI that is required for k. If so, a label Lm

j is created,
imposing that ωm

j := ωn
i +1 (from jm on, TW k is respected)

and λm
j = max

�
0, γL

k 2 gtemp
�
+ tmin

k . The max function is
used to compute how much time in advance the EV arrives in
j, so the minimum stopping time imposed from any arc from
jm is λm

j . If instead node j does not have any POI of the
given category νk, we can step over and create a label that
goes from in to jm without imposing a minimum stopping
time λm

j . In this case λm
j := 0 and ωm

j := ωn
i . In both cases,

the newly created label Ljm is added to the set of labels L
and pushed to the queue Q. Finally, the loop on β continues
after updating β. Alg.s 2 and 3 outline the creation of a new
label, and its heuristic. Finally, if it is not possible to reach D
respecting all the imposed constraints, the algorithm returns
NONE .

Algorithm 2 CREATELABEL function. It creates the label
from node a to node b, given the arrival time g in a, the SoC
q, the charging time ∆, the charged energy q, the driving time
and energy, t, e, the minimum amount of time needed to charge
in node b in the next label, the index of the last performed TW
ω, the charger additional time β and the previous label L.
1: function CREATELABEL(a, b, g, q, ∆, q, t, e, λ, ω, β, L)
2: g := g +∆+ t; q := q + q − e
3: h := HEURISTIC(b, q, g)
4: f := g + f
5: �L := (a, g, h, f, L, β, q, q, λ,∆, ω)

6: return �L
7: end function

We modify the previously described A* search algorithm
for the MDPM. We refer to this algorithm as AsDM. We add

Algorithm 3 HEURISTIC function. It returns the estimated
remaining time from node i to D in graph G, considering the
SoC q and arrival time g.

1: function HEURISTIC(i, q, g)
2: πtw(i) := MINSTOP(g)
3: if q − qmin ≥ πcons(i) then
4: πch(i) := 0
5: else
6: smax := MAXSLOPE(SUBGRAPH(G, i))
7: πch(i) := [πcons(i)− (q − qmin)]/smax

8: end if
9: return πdr(i) + max {πtw(i), πch(i) }

10: end function

two parameters in the labels, as follows

Ljm := (i, gmj , hm
j , fm

j , pmj , βm
j , qmj , qm

j
, λm

j ,∆m
j ,

ωm
j ,Σm

j , τmj ).

The first parameter is Σm
j , which represents the total score

gained from O to the current label. For copy jm,

Σm
j := Σn

i + σj , Σ1
O := 0.

The second parameter is τmj , it represents the arrival time
in copy jm. All the TWs constraints are now satisfied using
this parameter instead of the arrival time g. This means,
for instance, that τtemp = τmj + ∆ 2 tij , and every gtemp
is replaced with τtemp. The minimum waiting time becomes
λm
j := max

�
0, γL

k 2 τmj
�
+ tmin

k . For the origin node we
have τ1O := tstart and g1O := 0. Finally, due to the different
definition of labels, the function CREATELABEL is replaced
by CREATELABELDISCOUNTED, and is outlined in Alg. 4.

Algorithm 4 CREATELABELDISCOUNTED function. It cre-
ates the label from node a to node b, given the discounted cost
g to a, the SoC q, the charging time, ∆, the charged energy
q, the driving time and energy, t, e, the minimum amount of
time needed to charge in node b in the next label, the index of
the last performed TW ω, the charger additional time β, the
previous label L, the arrival time τ , and the gained profit Σ.
1: function CREATELABELDISCOUNTED(a, b, g, q, ∆, q, t, e, λ, ω, β, L,

τ , Σ)
2: τ := τ +∆+ t; q := q + q − e
3: σ := SCORE(b)
4: g := g +∆+ t− µσ
5: h := HEURISTICDISCOUNTED(B, q, τ ,Σ)
6: f := g + f
7: �L := (A, g, h, f, L, β, q, q, λ,∆, ω,Σ, τ)

8: return �L
9: end function

Furthermore, function HEURISTIC, is replaced with
HEURISTICDISCOUNTED, described in Alg. 5. The new func-
tion takes as input the additional parameter Σ and returns the
following discounted estimated time to reach D:

π2
tt(i) := π1

tt(i)2 µΣ.

Thus, the final value of f computed for node D can be
compared to the one computed with MDPM.
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Algorithm 5 HEURISTICDISCOUNTED function. It returns the
estimated time from node i to D, considering the SoC q, the
arrival time g and the gained score Σ

1: function HEURISTICDISCOUNTED(i, q, g, Σ)

2: πtw(i) := max
�
0, γL

k̃
− g + tmin

k̃

�

3: if q − qmin ≥ πcons(i) then // See A

4: �πcons(i) := 0
5: else
6: smax := MAXSLOPE(SUBGRAPH(G, i))
7: πch(i) :=

πcons(i)− (q − qmin)

smax
8: end if
9: return πdr(i) + max {πtw(i), πch } (i)− µΣ

10: end function
A Available energy is potentially sufficient to reach D.

IV. COMPUTATIONAL EXPERIMENTS

A. Data description and preprocessing

We obtain CS locations and specifications from a company,
whose name we cannot disclosed due to privacy reasons. The
CSs were extracted from a bounding box that goes from 43.55°
to 49.05° latitude and from 8.68° to 13.11° longitude, covering
parts of Italy, Germany, Austria, Switzerland and the totality
of Liechtenstein and San Marino (see Fig. 3).

Figure 3: Distribution of the CSs (created with mapcustomizer.com [7]).

CS i has a charging power pi. We categorize the CSs as
follows:

" slow: pi f 11 kW,
" medium: 11 kW < pi f 30 kW,
" fast: pi > 30 kW.

We have performed a number of preprocessing actions on the
provided data set. The first step was to group CSs at similar
locations, for each group the fastest charger within that group

was considered. We then considered that CSs within a radius
of rM = 100m form a cluster and if one CS belongs to two
or more clusters, then all of them are merged. This reduction
is based on the Haversine formula for computing the distance
between each pair of nodes and assumes that the distances
are symmetric. Merging all the CSs into a cluster produces a
new CS that replaces the other CSs in the cluster. The cluster
position is set as the average of the GPS coordinates of the
CSs that comprise it, while its charging speed is set as the
maximum among the CSs that comprise it. The final dataset
is denoted by Γ. The final number of CSs is summarized in
Tab. I.

Table I: Distribution of CSs for each country.

Original # CSs # CSs after grouping # CSs after clustering

Germany 59 339 5 955 4 135
Italy 15 009 5 713 4 911
Switzerland 5 400 1 583 1 334
Austria 3 679 1 488 1 219
Liechtenstein 65 33 27
San Marino 34 17 15

Total 83 526 14 789 11 641

Using the post-processed database, we computed the dis-
tance and time matrix for each pair of CSs, obtained from
multiple requests to the Open Source Routing Machine API
(OSRM, [8]) server. The energy required by each arc was
instead given by the product of the arc length and the average
consumption per kilometer, as in [10].

The sets of required WR, and weakly mandatory time
windows WM are given as input. Furthermore, we consider
that tourism AWTs WT are also given as input. For k * WT

a single CS location Pk is given. To construct the set Sk, the
Haversine distance is computed by searching for CSs within a
radius rT centered in Pk. The CSs with a distance less than rT
are included in Sk. If no eligible nodes are present, the radius
is iteratively increased by δT and the search is repeated, up
to a maximum of �rT . If Sk is still empty, the computation is
resumed and an error informs that it is not possible to reach
Pk unless the EV is left more than �rT away. This process
simulates the approach that a user needs to search for a CS
near the location she wants to visit. If no CS is available at
a reasonable distance from Pk, then the user can decide to
remove or change that tourism stop. For our experiments, we
used rT = 2km, δT = 200m and �rT = 4km.

Given the origin O, the destination D and the set of tourism
stops WT , we construct the set of chargers S and the set of
arcs A. Using OSRM, the optimal path without charging stops
is computed and is used as a lower bound for SPM. All the
CSs that are within a range of 5 km centered on the OSRM
optimal route form the set S . Finally, we construct A as the
set of all arcs (i, j) connecting nodes in SO,D.

In addition, we remove from S all the nodes that have a
distance from O that is less then rmin, due to the fact that
we want a solution with a small number of stops. Selecting
one of those would have caused the EV to stop for just a few
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kilometers from the origin point, which is not desirable. The
same reasoning is applied to D.

We also remove arcs that are going in the opposite direction
with respect D. More precisely, for each arc (i, j) * A, if by
going from i to j the distance to D is reduced, then (i, j) is
kept, otherwise it is deleted. This process nearly halves the
amount of edges included in A.

Since the EV needs to respect the battery capacity Q and
we want the total travel time to be small, we consider only
the arcs (i, j) such that rmin f dij f rmax, where

rmax := +(Q2 qmin)/η,.
Finally, nodes that were not reachable from any other CS, as
well as the corresponding arcs, are deleted.

B. Experiments and results

The codes were implemented in Python, using IBM ILOG
CPLEX Optimization Studio 20.1. The tests ran on a single
core of an Apple MacBook Pro with 8 core Apple M1
processor of 3.2 GHz, with 8 GB of LPDDR4 RAM.

The considered EV was a Škoda Enyaq iV 60, with a net
battery capacity of Q := 58 kWh and a maximum average
consumption of η := 0.187 kWh/km [3]. It has a maximum
power charge P := 40 kW, and we set the minimum required
energy level qmin to 15 kWh.

Two subsets of CSs were created: a small one, Γ1, with
650 CSs, used to compare the exact solution obtained with the
MILP models with the A* search algorithms, and a larger one,
Γ2, with 5 813 CSs, used to test the A* search. Both datasets
are extracted with uniform probability from Γ, so we must
guarantee that in each tourism stop there is at least one CS.
We created a 5 km×5 km square centered in the coordinates of
each tourism stop and uniformly extracted four CSs. Γ1 and Γ2

were obtained by selecting uniformly a certain amount of CSs
from Γ and adding them to the ones selected for the tourism
stops.

For both sets of CSs we use the same set of instances defined
as trips. Since our CSs lay in a rectangular area that covers part
of central Europe, those instances are chosen so that they fully
lay in the same geographical area. We generate three main
trips, with some variations, such as starting time, presence of
tourism stops and minimum stopping times, presence or not of
lunch (1 hour) and night (11 hours) ATWs. The ATW of lunch
is [12:00, 13:30], while that of the night is [19:00, 22:30]. The
instances have the following O 2D pairs:

" from Genoa to Zürich denoted by GeZu;
" from Livorno to Regensburg denoted by LiRe;
" Stuttgart to Ancona denoted by StAn

The remaining details are summarized in Tab. II. The name
of the O2D is followed by a running number to distinguish
the instances. Overall, we created 20 instances.

We tested the MILP shortest path model, SPM, and maxi-
mum profit model, MPM, as well as both A* heuristics, the
A* search algorithm for the SPM, AsM, and its variant for
the maximum discount profit model, AsDM, for set Γ1. In
addition, only the heuristics AsM and AsDM were applied to

Table II: Description of the instances

At When Min stop

GeZu1 10:00 18:30+1 Lugano 14:00-17:30 2h - -
GeZu2 10:00 18:30+1 Lugano 14:00-17:30 2h Yes -
LiRe1 10:00 18:30+1 - - - Yes -
LiRe2 10:00 18:30+1 - - - - Yes
LiRe3 10:00 18:30+1 Verona 14:00-17:30 2.5h Yes -
LiRe4 10:00 18:30+1 Verona 14:00-17:30 2.5h - Yes
LiRe5 4:00 18:30+1 Verona 14:00-17:30 2.5h Yes Yes
LiRe6 6:00 18:30+1 Verona 14:00-17:30 2.5h Yes Yes
LiRe7 8:00 18:30+1 Verona 14:00-17:30 2.5h Yes Yes
LiRe8 10:00 18:30+1 Verona 14:00-17:30 2.5h Yes Yes
LiRe9 10:00 18:30+1 Verona 14:00-17:30 2h Yes Yes
LiRe10 10:00 18:30+1 Verona 14:00-17:30 3h Yes Yes
StAn1 10:00 18:30+1 - - - Yes -
StAn2 10:00 18:30+1 Vaduz 14:00-17:30 2h Yes -
StAn3 20:00 18:30+1 Bologna 7:00-10:30+1 2h Yes -
StAn4 10:00 18:30+1 Vaduz 14:00-17:30 2h Yes Yes
StAn5 10:00 18:30+1 Bologna 7:00-10:30+1 2h Yes Yes

Vaduz 9:30-13:00 2h
Bologna 18:30-22:00 2h
Vaduz 14:00-17:30 2h

Bologna 9:30-12:30+1 2h
Vaduz 14:00-17:30 2h

Bologna 14:00-17:30+1 2h

ID Departure Arrival
Tourism Stops

Lunch Night

StAn6 6:00 2:00+1 - -

StAn7 10:00 22:00+1 - Yes

StAn8 13:00 22:00+1 Yes Yes

set Γ2. Then for all AsDM models we solved SPM imposing
that the EV must use the arcs selected by the heuristic. CPLEX
was unable to solve any instance in Γ2 within one hour. We
denote by GSy

x (GT y
x ) the relative gap between the total score

(trip time) of the models x and y. Also, to ease the notation,
in the following we denote by AsDMµ0 the application of
AsDM for µ = µ0, and use TS for the total score, TT for the
trip time, and RT for the run time.

As seen in Tab. II, some instances describe the same trip,
with different timings, and thus lead to the same set of
unconstrained shortest optimal paths, and to the same set of
CSs. For this reason, we subdivide the instances, and for both
Γ1 and Γ2 extract the set of CSs related to each subdivision
and store them. In this way, instances in the same subdivision
use the same graph for all the models. In Tab. III we list the
size for each subdivision.

Table III: Number of nodes and arcs for each instance.

Nodes Arcs Nodes Arcs Nodes Arcs Nodes Arcs

GeZu1, GeZu2 36 1 260 22 52 296 87 320 212 3 236
LiRe1, LiRe2 43 1 806 36 157 480 229 920 391 22 230
LiRe3 to LiRe10 49 2 352 42 244 492 241 572 403 23 889
StAn1 84 6 972 54 276 667 444 222 415 19 762
StAn2, StAn4 104 10 712 73 629 820 671 580 555 34 622
StAn3, StAn5 83 6 806 54 276 666 442 890 414 19 698
StAn6 to StAn8 103 10 506 73 629 819 669 942 554 34 542

Instances

Dataset Γ1 Dataset Γ2

Before After Before After

We use the dataset Γ1 to analyze the performance of the A*
search with respect to the exact solution found. Initially we
find the shortest path value T opt of SPM and AsM. Then we
compute the maximum relaxed time Tmax = T opt + T add and
solve the MPM model. For the evaluation, we fix the value of
T add to 1h 30’. The result is then compared to the score gained
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with AsDM for different values of the score multiplier µ, µ =
1, 2. For the heuristic algorithms, we set β := { 0, 1, 4 }.

a) Small dataset: We solve the MPM model and apply
the A* algorithm for µ = 2. The results are in Tab. IV and V.

First, the solutions obtained with the A* search are refined
using a MILP formulation. In particular, we create another
SPM in which we set xij = 1 for each arc (i, j) selected in
the final solution of AsDM for µ = 2. The total trip times
obtained by both approaches are quite similar. The results are
summarized in Tab. IV and compared with the shortest path
model SPM. The total trip time increases in average 3.3%
when the refined SPM is applied, which is a small detour
with respect to shortest path.

Table IV: Comparison of total trip time (in hours) between SPM and the
refined SPM in Γ1

GT Ref. SPM
SPM

TT TT ×100 [%]

GeZu1 8.6 9.0 4.7
GeZu2 9.0 9.0 0.0
LiRe1 14.1 15.7 11.2
LiRe2 23.6 24.4 3.4
LiRe3 15.7 16.1 2.5
LiRe4 24.6 25.5 3.7
LiRe5 30.6 30.9 1.0
LiRe6 28.6 28.6 0.0
LiRe7 26.6 26.7 0.4
LiRe8 25.3 25.4 0.4
LiRe9 25.1 26.2 4.4
LiRe10 27.7 26.6 3.5
StAn1 15.8 17.4 10.1
StAn2 18.2 19.5 7.1
StAn3 16.9 17.3 2.4
StAn4 29.0 29.8 3.8
StAn5 26.3 27.3 3.8
StAn6 19.0 19.3 1.6
StAn7 29.0 29.2 0.7
StAn8 29.8 29.9 0.3

Average 3.3

ID
SPM Ref. SPM

In Tab. V we compare the total score gained and the run
time of MPM and AsDM for µ = 2. In average, the relative
change between the maximum score computed with MPM and
the one computed with AsDM there is an average of 11.9%
worse scores with respect to the optimal solution found by
MPM. This last value is quite large, with some instances
having a relative change of over 25%. A possible approach
to obtain better results may be to rely on different values of
the parameter µ. The run time is quite low for all the models,
but it is worth noting that we are considering the small graph
created with the CSs in Γ1.

b) Medium dataset: We want to test the A* search algo-
rithm for the medium dataset Γ2. We tested all the instances
using only the heuristic approaches, AsM and AsDM. The
results are reported in Tab. VI and VII. According to Tab. VI,
we obtain an average increase of the total score with µ = 1
with respect to µ = 2. The difference is due to the fact that
with µ = 2 the shortest arcs become more important, even

Table V: Comparison of total score and run time (in sec.) between MPM and
AsDM with µ = 2 in Γ1

RT TS RT TS ×100 [%]

GeZu1 0.0 7.7 0.0 7.7 0.0
GeZu2 0.0 4.6 0.0 4.6 0.0
LiRe1 0.5 19.2 0.0 12.8 33.3
LiRe2 1.3 16.6 0.0 13.8 16.9
LiRe3 1.2 23.2 0.1 22.6 2.6
LiRe4 1.3 22.6 0.1 18.6 17.7
LiRe5 0.8 22.8 0.0 22.8 0.0
LiRe6 0.6 20.9 0.0 15.1 27.8
LiRe7 0.7 21.6 0.0 21.3 1.4
LiRe8 1.4 22.8 0.0 17.7 22.4
LiRe9 1.5 23.9 0.0 21.4 10.5
LiRe10 0.7 17.4 0.0 14.7 15.5
StAn1 1.4 17.1 0.0 15.2 11.1
StAn2 3.1 18.5 0.0 16.1 13.0
StAn3 1.4 15.2 0.1 11.4 25.0
StAn4 2.6 13.7 0.0 13.3 2.9
StAn5 2.0 17.5 0.2 14.6 16.6
StAn6 0.5 18.2 0.0 18.0 1.1
StAn7 0.3 19.3 0.0 19.2 0.5
StAn8 0.3 19.3 0.0 15.6 19.2

Average 1.1 2.1 11.9

ID
MPM AsDM2 GSAsDM2

MPM

with a lower score in the arrival node. The final solution
might improve by tuning µ, also dynamically for each arc. The
run time for the AsM model is quite high, with an average
of 118.8 sec for the trip from Livorno to Regensburg and of
81.4 sec for the trip from Stuttgart to Ancona. If instead we
analyze the AsDM model, we see a meaningful drop in the
run time, with some exceptions. In particular, the instances
that continue to have higher run times are the ones that have
large time intervals without any TWs constraints. For instance,
after the lunch break StAn1 has no other TW that constrains
the problem, so the research for a best bound solution is more
time demanding.

The same holds for LiRe1, LiRe2 and StAn6. Instead,
StAn8, the instance with more TWs, is solved in less than 1
sec. in each discounted model. When the TWs are balanced
along the trip, with not too many uncovered time intervals, the
computation with the A* search is very fast, even in medium
sized graphs. In Tab. VII we can see an average total trip time
variation of less than 6.0% in the AsDM models with respect
to the AsM.

V. CONCLUSIONS

We investigate the problem of finding a path for an EV
performing a a long trip. The objective is to select CSs that
better match the user preferences while respecting ATWs
constraints.

We proposed an A* algorithm AsM for the shortest path ver-
sion of our problem. We then proposed the AsDM algorithm
which privileges POIs preferred by the user. This algorithm
was quite fast in finding a shortest path solution with high
total score. The algorithm performed fairly well with respect
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Table VI: Comparison of total score and run time (in sec.) between AsM and
AsDM with µ = 1, 2 in Γ2

RT TS RT TS RT TS ×100 [%] ×100 [%]

GeZu1 0.1 8.5 0.0 9.7 0.0 9.7 14.1 14.1
GeZu2 0.1 7.1 0.0 8.5 0.0 9.1 19.7 28.2
LiRe1 0.7 6.2 0.1 22.8 71.9 22.8 267.7 267.7
LiRe2 175.5 11.7 14.0 21.0 25.7 21.0 79.5 79.5
LiRe3 36.5 4.7 0.5 23.2 0.7 23.3 393.6 395.7
LiRe4 77.3 8.6 0.3 27.3 0.4 19.3 217.4 124.4
LiRe5 196.6 11.0 6.8 26.2 4.4 26.2 138.2 138.2
LiRe6 463.7 14.9 22.7 20.0 25.8 20.0 34.2 34.2
LiRe7 213.2 16.5 0.4 27.4 0.3 27.4 66.1 66.1
LiRe8 132.1 8.8 0.3 23.9 0.1 24.5 171.6 178.4
LiRe9 78.6 12.9 0.5 19.4 0.3 23.6 50.4 82.9
LiRe10 128.4 7.6 0.1 23.7 0.4 17.5 211.8 130.3
StAn1 0.7 8.1 134.4 19.2 540.4 19.2 137.0 137.0
StAn2 2.8 5.6 0.5 21.2 0.2 17.0 278.6 203.6
StAn3 99.8 9.7 15.0 19.0 40.2 19.0 95.9 95.9
StAn4 90.6 18.6 62.2 26.1 96.0 26.1 40.3 40.3
StAn5 92.7 12.8 2.7 15.6 4.7 15.6 21.9 21.9
StAn6 30.2 4.1 34.4 14.3 36.5 10.5 248.8 156.1
StAn7 148.9 6.9 37.9 12.9 38.4 19.0 87.0 175.4
StAn8 185.6 11.4 0.2 18.6 0.1 18.8 63.2 64.9

Average 107.7 16.6 44.3 131.9 121.7

ID
AsM AsDM1 AsDM2 GSAsDM1

AsM GSAsDM2
AsM

Table VII: Comparison of total trip time (in hours) between AsM and AsDM
with µ = 1, 2 in Γ2

GT AsDM1
AsM GT AsDM2

AsM

TT TT TT ×100 [%] ×100 [%]

GeZu1 8.6 8.6 8.6 0.0 0.0
GeZu2 8.8 8.9 9.5 1.1 8.0
LiRe1 13.5 14.9 14.9 10.4 10.4
LiRe2 23.1 24.5 24.5 6.1 6.1
LiRe3 15.4 16.8 16.7 9.1 8.4
LiRe4 24.8 26.3 26.3 6.0 6.0
LiRe5 31.0 32.0 32.0 3.2 3.2
LiRe6 28.6 30.0 30.0 4.9 4.9
LiRe7 26.6 27.6 27.6 3.8 3.8
LiRe8 25.0 26.4 26.4 5.6 5.6
LiRe9 24.6 25.5 26.0 3.7 5.7
LiRe10 25.5 26.8 26.9 5.1 5.5
StAn1 15.1 16.6 16.6 9.9 9.9
StAn2 17.5 19.0 19.0 8.6 8.6
StAn3 15.8 17.0 17.0 7.6 7.6
StAn4 27.3 28.7 28.7 5.1 5.1
StAn5 26.2 27.4 27.4 4.6 4.6
StAn6 17.8 19.0 19.2 6.7 7.9
StAn7 28.0 29.5 29.1 5.4 3.9
StAn8 29.7 30.2 31.0 1.7 4.4

Average 5.4 6.0

ID
AsM AsDM1 AsDM2

to the exact solutions. This comparison was only possible on
small instances, but the run times tend to increase with the size
of the graph. If instead, the chosen trip has many TWs, then
the computation is very fast even in medium sized graphs.

The run time of the MILP formulations increases exponen-
tially in the size of the graph, so it can be computationally
infeasible to solve even for medium size graphs. Both AsM

and AsDM solve this problem by storing only the promising
states of the EV. However, the heuristics cannot manage real
values of the additional charging time, so we must discretize
those values using the set β. Solving again the SPM model
with the arcs selected by the heuristics helps to optimize the
charging times on the final solution.

Despite the promising results obtained by AsM,AsDM,
there is potential for further improvements. More efficient
heuristics can be developed to account for the potentials,
leading to speeding up the A* search algorithm. Such speeding
ups may allow exploring more labels, yielding improved
solutions.
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Abstract—This paper aims to analyze longitudinal data, serial
data related to different time points, in knowledge graphs.
Knowledge graphs play a central role for linking different
data. While multiple layers for data from different sources are
considered, there is only very limited research on longitudinal
data in knowledge graphs. However, knowledge graphs are
widely used in big data integration, especially for connecting
data from different domains. Few studies have investigated the
questions how multiple layers and time points within graphs
impact methods and algorithms developed for single-purpose
networks. This manuscript investigates the impact of a modeling
of longitudinal data in multiple layers on retrieval algorithms.
In particular, (a) we propose a first draft of a generic model for
longitudinal data in multi-layer knowledge graphs, (b) we develop
an experimental environment to evaluate a generic retrieval
algorithm on random graphs inspired by computational social
sciences. We present a knowledge graph generated on German
job advertisements comprising data from different sources, both
structured and unstructured, on data between 2011 and 2021.
The data is linked using text mining and natural language pro-
cessing methods. We further (c) present two different shrinking
techniques for structured and unstructured layers in knowledge
based on graph structures like triangles and pseudo-triangles.
The presented approach (d) shows that on the one hand, the
initial research questions, on the other hand the graph structures
and topology have a great impact on the structures and efficiency
for additional data stored. Although the experimental analysis of
random graphs allows us to make some basic observations we
will (e) make suggestions for additional research on particular
graph structures that have a great impact on the analysis of
knowledge graph structures.

I. INTRODUCTION

KNOWLEDGE graphs have been shown to play an impor-
tant role in recent knowledge mining and discovery, for

example in the fields of computational social sciences, digital
humanities, life sciences or bioinformatics. They also include
single purpose networks (like social networks), but mostly
they contain also additional information and data, see for
example [1], [2], [3]. Thus, a knowledge graph can be seen as a
multi-layer graph comprising different data layers, for example
social data, spatial data, etc. In addition, scientists study net-
work patterns and structures, for example paths, communities
or other patterns within the data structure, see for example
[4]. Very few studies have investigated the questions how
multiple layers within graphs impact methods and algorithms
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Fig. 1. Knowledge graph representation of German job ads, see Figure 1. In
this case the red edges build the pseudo-triangles explaining the context of
the job ad.

developed for single-purpose networks, see [5]. In addition, it
is possible to store and analyze longitudinal data in knowledge
graphs. This is an important topic in medical informatics, for
example when working with longitudinal patient records. For
example, in [6], the authors use a temporal query language
on clinical knowledge graphs. Other authors like [7] use
longitudinal patient records within a medical knowledge graph
for predictive models. Longitudinal knowledge graphs are
related to the versioning of knowledge graphs and other graph-
based structures like ontologies. Although research started
early on versioning RDF knowledge bases, see [8], only little
research has been done on this field. Some attention was
paid to the field of the evolution of data structures within
information management, see for example [9], [10], [11], and
the decentralized collaborative work on knowledge resources,
see [12], [13]. Other researchers were interested in parallel
world frameworks to analyze scenarios in knowledge graphs,
see [14]. Nevertheless, a generic framework for modeling
longitudinal data in knowledge graphs is still missing.

In this paper, we focus on an example use case from
computational social sciences. In labor market research, ex-
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tracting skill requirements from job advertisements (short: job
ads) becomes a feasible approach to observe which skills are
in demand by employers [15], [16], [17], [18]. Job ads are
one way for a company to recruit new employees. Beside
general information about the hiring company and the working
conditions, they document the current skill needs on the labor
market. For a longitudinal view on how skill demands develop,
it is necessary to build a model which is capable of not only
utilizing these data within a knowledge graph with contextual
data, but also for efficient analysis.

We present a detailed overview of the knowledge graph
representation in Figure 1. We give a detailed formal definition
and overview in the next section.

The main research question of this paper is: How can
we model longitudinal knowledge graphs on job ads for an
efficient analysis of the development of skills while preserving
all contextual data? In order to answer that question, this
manuscript investigates both the impact of shrinking triangles
in multiple layers and the runtime needed for this approach.

This paper is divided into five sections. The first section
gives a brief overview of the research question, state of
the art and related work. The second section describes the
preliminaries and background. We will in particular introduce
knowledge graphs and describe the knowledge graph models
on job ads. In the third section, we present the experimental
setting and the methods used. The fourth section is dedicated
to experimental results and their evaluation. Our conclusions
are drawn in the final section.

II. PRELIMINARIES

The term knowledge graph (sometimes also called a seman-
tic network) is not clearly defined, see [19]. In [20], several
definitions are compared, but the only formal definition was
related to RDF graphs which does not cover labeled property
graphs. However, a knowledge graph is a systematic way to
connect information and data to knowledge.

Definition 1 (Knowledge Graph). We define a knowledge
graph as mixed graph G = (E,R) with entities e * E =
{E1, ..., En} coming from formal structures Ei, like ontolo-
gies.

By using formal structures within the graph, we are implic-
itly using the model of a labeled property graph, see [21] and
[22]. Here, nodes and edges form a heterogeneous set. Nodes
and edges can be identified by using a single label or multiple
labels, using a mapping λ : V * E ³ Σ, where Σ denotes
a set of labels. We need to mention that both concepts are
equivalent, since graph databases use the concept of labeled
property graphs.

Context is a widely discussed topic in text mining and
knowledge extraction since it is an important factor in de-
termining the correct semantic sense of unstructured text. In
[23], Nenkova and McKeown discuss the influence of context
on text summarization. Ambiguity is an issue for both common
language words and those in scientific context. The challenge
in this field is not only to extract such context data, but

TABLE I
DIFFERENT LAYERS WITHIN THE KNOWLEDGE GRAPHS OF GERMAN JOB

ADS.

Content Size Structure
E1 Job Ads ca. 600,000 per year unstructured
E2 Classification of Occupations ca. 18,700 Taxonomy
E3 Sources 1 unstructured
E4 German Skill Taxonomy (AMS) va. 600 Taxonomy
E5 Tools ca. 350,000 Taxonomy
E6 Industrial Sectors ca. 1,814 Taxonomy
E7 Storage Period unstructured
E8 Regional Data unstructured

also to be able to store this data for further natural language
processing (NLP), like querying and discovery approaches, see
for example [4].

In general, for a node n * V , the neighborhood N(n)
contains all relevant contextual information. But usually in-
formation is best understood using information-triangles. Thus
every two nodes v, w * N(n) form an implicit triangle
v, n, w and when adding an additional edge (v, w) this forms
a triangle K3, see Figure 1 for an illustration. Here, the
additional edges that form pseudo-triangles are red.

Definition II.1 (Pseudo-Triangle). Let G = (E,R) be a
knowledge graph and let n, v, w * G be three nodes in G.
Moreover, let n * Ei for some i and let v, w * N(n). Then
n, v, w form a pseudo-triangle in G.

The knowledge graph on German job ads is build upon
different corpora of job ads from multiple sources. In this
paper, we will focus on a corpus from the German Federal
Employment Agency. The corpus that we use to extract skills
and tools contains approximately 600,000 job ads per year that
were advertised from 2011 to 2021. In Table I we present the
different knowledge graph layers.

Thus, combing Figure 1 and Table I, it appears that we
are working on a knowledge graph G = (V,E) with eight
different layers, thus G = E1*E2* ...*E8*T1*I1 with the
given data subsets E1, ..., E8 and the text mining results T1

and other data integrated in I1. We will now discuss how this
knowledge graph can be connected with data from different
years to build a longitudinal knowledge graph representation.

To test the efficiency of the analysis, we will focus on a
very generic question: Given a structured layer which is not
constantly changing (e.g. a taxonomy), how do the results on
unstructured data (in our case: the job ads) evolve with respect
to another structured layer (e.g. another taxonomy, for example
tools or skills)? In other words: How can we efficiently retrieve
data from a structured layer Es ordered by another structured
layer Ei when both are connected over time by different sets
of unstructured data? For the sake of simplicity, we will define
Es = E4 as skills retrieved by text mining and Ei as E2 given
by the classifications of occupations. Both sets are connected
by the job ads.
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III. METHOD

We can extend the knowledge graph with the information for
one particular time point t, in our case for a year: Gt = Et

1 *
Et

2* ...*Et
8*T t

1 *It1. With this, we can build a generic graph
model comprising multiple times T = {t1, ..., tm}: GT =
Gt1 * Gt2 * Ct1,t2 * Gt2 * Gt3 * Ct2,t3 * ...Gtm−1 * Gtm *
Ctm−1,tm

In this case, Cti,tk comprises all edge relations from Gti

to Gtj . This contains relations like isEqual if two entities
are equivalent or isSuccessor if an entity in Gtj is the
successor of an deprecated element in Gti .

Classification of Occupations

Year a1 Year an...

isEqual isEqual isEqual isEqual
isSuccessor

isSuccessor

Fig. 2. Merging maximal paths P = p1, ..., pm containing equal data in
multiple years.

Thus, a first step to shrink the volume of the knowledge
graph is to merge the multiple existence of elements in multi-
ple years. Thus, we search for maximal paths P = p1, ..., pm
in GT where pi * Ej "pi * P . The edges between pi
and pi+1 are either isEqual or isSuccessor edges, see
Figure 2. Thus for every edge (pi, pi+1) * Ctj ,tk we can either
merge pi and pi+1 if they are the same (isEqual) or leave
the isSuccessor edges. In our case we are in particular
working on E2, the classification of occupations.

This can be done with depth-first search, see Algorithm 1,
because we explicitly only use the directed subgraph induced
by R = GT

�
Ct1,t2 * Ct2,t3 * ... * Ctm−1,tm

�
. The worst-case

behavior is in O(E(R)+V (R)) and since every node pi has at
most ∆(E2) neighbors in E2 and at most N(E1) neighbors in
E1 the time complexity of merging the nodes is O(∆(E2) +
N(E1)). Thus, the runtime of this step is linear, O(n) in GT .
We denote the graph after step 1 with G1

T .

Algorithm 1 STEP-1
Require: Knowledge Graph GT with layer (tree) Et

x and
mappings Cti,ti+1

for all t * T = {t1, ..., tm}
Ensure: Shrinked G1

T

M = N(
�

i=1,...,m Ei
x) * E(

�
i=1,...,m21 Cti,ti+1)

2: V = N(
�

i=1,...,m Ei
x)

P = []
4: for every v * Ei

x with v * V "i * {1, ...,m} do
p =DFS(M , v)

6: del(V , y) "y * p
P .add (p)

8: end for
return G1

T =
�

i=1,...,len(P ) (pi * P )

isSuccessor

Classification of Occupations

Year a1 Year an...

Job Ads

Other structured Data

isSuccessor

Classification of Occupations

a1 a2 a3 an

Job Adsn=3 n=2 n=5 n=3

Fig. 3. Merging all job ads for a given year preserving the further links to
other structured data.

In general we can make the following observations:
" Since the number of jobs in the classification schema

does not increase dramatically, we can assume N(Et
2) j

N(Et+1
2 ).

" Thus, even though a number of e1 jobs may either be
deprecated or are added as new items, the size of E1

2 in
G1

T is maxi N(Ei
2) + e1 * O(maxi N(Ei

2)).
In a next step, we can merge all job ads for a given year

preserving the further links to other structured data. Thus for
every time point t and every vt * Et

2 we merge all nodes
in N = {nt| nt * N(vt) and nt * Et

1} to a meta node at
and add an edge (vt, at) with weight |N |, see Figure 3. These
form pseudo-triangles in E1.

The runtime of this step is in O(tN(E1)N(E2) and thus
is quadratic, O(n2) in GT , see Algorithm 2. We denote the
changed graph after step 2 with G2

T and the new shrinked
nodes in E1 with E2

1 .
Before continuing with a possible third step of shrinking

graph structures, we should consider the theoretical results.
Given the question, how the description of skills in job ads
evolves in job classifications over the years, in the initial graph
GT we need to consider the following steps:

" Consider the evolution of any classifications v for all
times T = {t1, ..., tm}, runtime O(mmaxi V (Ei

2)).
" Consider all skills for any job ad in N(vt) for all times,

runtime O(V (Et
1)V (Et

4)).
Thus, the average runtime is in O(n3).For the graph with

shrinked pseudo-triangles this reduces to linear runtime:
" Consider any shrinked path p in E1

2 , runtime
O(maxi N(Ei

2)).
" Consider all skills for all times, runtime O(m).
With this third step we can reduce the data complexity, but

while in step 1 we do not lose any relevant data, in step 2 we
lose the information about specific job ads while preserving
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Algorithm 2 STEP-2
Require: Knowledge Graph GT with an unstructured layer

Et
x and a target layer Et

y containing paths in P and
mappings Cti,ti+1

for all t * T = {t1, ..., tm} and
Ensure: Shrinked G2

T

V = '
2: E2

x = '"t * {1, ...,m}
P = []

4: for every p * P in Et
y do

for every pi * P = {p1, ..., pz} do
6: for every t * {1, ...,m} do

V 2 = N(pi) + Et
x

8: add v2 to Et
x

change all edges (v̂, u)"(̂v) * V 2 and u ;* Ex,
u ;* Ey to (v2, u)

10: end for
end for

12: end for
return G2

T = (GT \ Ex) * E2
x

the information for a complete time set. Thus we can make
the following observations:

" Structured data like taxonomies and ontologies can be
shrinked without any data loss.

" Shrinking unstructured data in triangles or pseudo-
triangles always goes along with data loss of particular
data points while accumulated information might be
preserved.

" Thus, it highly depends on the initial research question
which layers and information can be shrinked to improve
the runtime of algorithms.

For the given research question, steps 1-2 are the maximum
reduction of the initial graph if considering the change for
years.

IV. EXPERIMENTAL RESULTS

Our testing environment contains a random graph with m
time points containing several graph layers. First, we have a
random tree E1

2 with 18,700 nodes and two probabilities pp
and pd denoting a rate of a changing predecessor or a deleted
node. These probabilities lead to m copies of E1

2 and their
mapping from one time point to the next as described in the
previous section.

Second, we generate m times 600,000 random nodes in
E1

1 , ...E
m
1 with equal distributed mappings to E1

2 , ..., E
m
2 as

described in the last section. In addition, these nodes receive
random edges to 600 descriptive elements. Thus, our experi-
mental setting is highly related to our real-world environment
describes in the second section.

We used 50 instances to evaluate the runtime and perfor-
mance of the algorithms presented in the last section. In Table
II and Figure 4 we show the runtime of the two optimization
steps. In general, we can see that both steps in average take
0.6 seconds.

TABLE II
RUNTIME OF STEP 1 AND STEP 2 IN SECONDS.

Step 1 Step 2
Min 0.06 0.09
Max 0.79 0.24
Avg 0.45 0.13

TABLE III
RUNTIME OF RETRIEVAL ALGORITHM ON GT AND G2

T IN SECONDS.

GT G2
T

Min 0.17 0.01
Max 1.01 0.02
Avg 0.58 0.01

In Table III and Figure 5 we show the runtime of the
retrieval described in the last section. We can see that the
runtime of both optimization steps is nearly the same as one
retrieval on the initial graph GT . This is not surprising, since
the steps are quite similar. The retrieval on the optimized graph
G2

T is much faster and at latest with the second run of a
retrieval algorithm, we see a good improvement of runtime.

V. DISCUSSION AND OUTLOOK

This paper investigates the impact of longitudinal data in
knowledge graphs. Knowledge graphs play a central role for
linking different data. While multiple layers for data from
different sources are considered, there is only very limited re-
search on longitudinal data in knowledge graphs. We presented
an experimental environment to evaluate one generic retrieval
heuristic given different – both structured and unstructured –
data layers. The result clearly shows that the graph structures
and topology has a great impact on the efficient retrieval of
additional data stored. The initial very generic question was:
Given a structured layer which is not constantly changing
(e.g. a taxonomy), how do the results on unstructured data
(in our case: the job ads) evolve with respect to another
structured layer (e.g. another taxonomy, for example tools or
skills) evolve? In other words: How can we efficiently retrieve
data from a structured layer Es ordered by another structured
layer Ei when both are connected over time by different sets
of unstructured data? We specified three example layers to
illustrate our optimization approach on (pseudo-)triangles and
to evaluate the efficiency.

In particular, we propose a first draft of a generic model
for longitudinal data in multi-layer knowledge graphs. This
approach stores copies of the knowledge graph on multiple
time points and the mapping between nodes in one and a
following time point. Since some optimization can be done
without losing data, e.g. step 1, we propose further research
on a generic longitudinal data model to use these approaches
when building the knowledge graph. Second, we develop
an experimental environment to evaluate a generic retrieval
algorithms on random graphs inspired by computational social
sciences. This example was highly influenced by the boundary
conditions given by the real-world problem, a knowledge
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Fig. 4. Resulting runtimes of step 1 and step 2 in seconds.

Fig. 5. Resulting runtimes of retrieval algorithm on GT and G2
T in seconds.

graph generated on German job advertisements comprising
data from different sources, both structured and unstructured,
on data between 2011 and 2021. The data is linked using text
mining and natural language processing methods. In general,
we present two different shrinking approaches for structured
(step 1) and unstructured (step 2) layers in knowledge graphs
based on graph structures like triangles and pseudo-triangles.
Here, more research needs to follow. While we have argued
that these approaches are generic and can be used for any
content, further attention for triangles and pseudo-triangles is
needed. They form a crucial factor both for understanding the
data context and for efficient retrieval of these data.

The presented approach shows that on the one hand the
initial research questions (what are the layers to shrink) and
on the other hand the graph structures and topology have a
great impact on the structures and efficiency for additional data
stored. The experimental results show promising results, but
further research is necessary to build a generic, time-efficient
representation of longitudinal data in knowledge graphs.
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Abstract—Cereals contribute significantly to humanity’s liveli-
hood. They are a source of more food energy worldwide than any
other group of crops. Their production contributes considerably
to the total global anthropogenic greenhouse gas (GHGs) emis-
sions. In this study we propose a basic bio-economic farm model
(BEFM) solved with the help of Ant Colony Optimization (ACO)
methodology. We aim to assess farm profits and risks considering
various types of policy incentives and adverse weather events. The
proposed model can be applied to any annual crop.

Index Terms—Agricultural System Modeling, Bio-economic
farm model, Ant Colony Optimization, Metaheuristics

I. INTRODUCTION

CEREALS are essential for human nutrition and health.
Their production accounts for a substantial amount of

the greenhouse gas emission of the agricultural sector, which
is in many cases directly affected by a changing climate.
The policies of the European Union (EU) recognize these
facts. The Farm to Fork Strategy is central to the efforts to
decarbonize the economy outlined in the European Green Deal
[14]. EU policy encourages agricultural producers to reconcile
economic with environmental objectives. Apart from main-
taining economic growth, competitiveness, and employment
recent policies seek to optimize the use of scarce natural
resources such as land and water, to reduce the use of chemical
inputs and fertilizers, to promote integrated nutrient manage-
ment and on- and off-farm biodiversity through sustainable
intensification of agricultural systems. The Sixth Report (AR6)
of the International Panel for Climate Changes (IPCC) [13],
published in August 2021, states that “Each of the last four
decades has been successively warmer than any decade that
preceded it” (Paragraph A.1.2., page 6 in [13]).

An overview by Reidsma et al. (2018) identifies 202 studies
conducted between 2007 and 2015 using bio-economic farm
models (BEFMs) [1]. Recent prominent applications include
the analysis of cotton production in Uzbekistan [2]. A stochas-
tic dynamic optimization model by Spiegel et al. allows for the
representation of managerial flexibility by adopting real op-
tions modeling techniques [3]. Another study by Spiegel et al.
contributes towards the simultaneous appraisal of investment
and managerial behavior and its environmental impacts. The
usefulness of the method is demonstrated by an application to

a perennial biomass energy production system [4]. A second
application to short rotation coppices can be found in the
multi-objective optimization model of Rössert et al. [5]. An
overview by Britz et al. determines the desirable features of
a BEFM by comparing four generic template-based models
selected based on preset criteria [6].

This paper proposes a decision-making system based on a
BEFM that has the potential to exhibit many desirable features
identified by literature. Cropland allocation is framed as a con-
strained profit maximization problem from the point of view
of the farmer. Apart from the resource constraints the farmer
is subjected to various policies and environmental influences.
The optimization problem thus includes a lot of constraints
and some uncertainties. We apply ACO methodology [7] to
solve it. The model is calibrated for Bulgarian crop farms.

II. PROBLEM FORMULATION

The problem is framed as a microeconomics profit maxi-
mization problem. Farmers presumably maximize their profit
every year to by allocating cropland to a specific annual
crop and deciding how intensely to cultivate it. They consider
various preconditions, such as various prices, price expecta-
tions, expenses, costs, taxes, fees, subsidies and, finally, the
probability of an adverse events.

The system relying on profit maximization can be applied
in the presence of one or more plots and several suitable for
sowing crops. The system considers the expected price for
each crop, the average yield for each crop for each of the
plots. Included are the subsidies for the individual crops that
the farmer can receive, as well as the costs for each of the
crops related to tillage, planting, fertilization, crop cultivation,
harvesting, etc., as well as the costs for each of the plots
posed by rent, taxes and fees. Included is the probability of
an adverse event reducing yields such as ozone pollution, cold
winter, drought, etc. and a coefficient showing the reduction
in yield if the event occurs.

The result of the optimization is a recommendation to
the farmer with respect to the cropland allocation and the
cultivation intensity so that the profit is maximized.
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III. SOFTWARE AND DATA

Software implementing the decision-making system has
been developed. The input parameters are: plots of land; crops
for planting; minimum area for sowing crops, on each of the
plots; expected price of every crop; subsidy per unit area for
every crop; yield per unit area for every crop from every
plot; estimated cost per unit area for crop (amount of tillage
costs, seeds, fertilizers, chemicals, labor, overheads); costs per
plot, independent of the crop sown (land lease, taxes, etc.);
likelihood of an adverse event reducing the harvest (ozone
pollution, drought, hail, pests, etc.); a coefficient showing the
reduction in yield as an adverse event appears.

The decision-making system is calibrated using price and
yield data provided by the Bulgarian Chamber of Agriculture.
The used crops are the cereals most planted in Bulgaria (corn,
sunflower, wheat, barley). The yield data refer to North-East
Region in Bulgaria for the year 2018. The prices for crops,
subsidies and costs are measured in Euro, while the land is
measured in decares.

IV. ANT COLONY OPTIMIZATION ALGORITHM

Nature does not tolerate extravagance. It has millions of
years of experience. It can teach us how to achieve maximum
results with minimal effort. That is why methods with ideas
from nature are so successful.

The ACO is a methodology, which is nature-inspired. It
belongs to the group of metaheuristics. The method follows
the real ants behavior when looking for food. Real ants
use pheromone substance, to mark their path and to return
back. Normally an ant moves in random fashion and when it
comes across a previously laid pheromone it decides whether
to follow it and reinforce it with an additional pheromone.
So the more ants follow a given trail, the more attractive
that trail becomes. Pheromone evaporates over time. Thus
the pheromone level of less/not used paths decreases and
they become less desirable later. It prevents the ants from
following wrong and useless paths. Observations show that
ants manage to find the shortest path between the nest and the
food source using only the concentration of the pheromone,
i.e. their collective intelligence.

A. Main ACO Algorithm

Problems with strict restrictions and a large number of
parameters usually require a lot of computing resources. An
option is to be applied some metaheuristics. They are more
flexible and fast at the expense of accuracy [7].

For a first time, ant behavior is used for solving optimization
problems by Marco Dorigo [8]. Later some modifications
are proposed, mainly in pheromone updating rules [7]. The
basic in ACO methodology is graph representation of the
problem and simulation of ants behavior. The solutions are
represented by paths in a graph and the aim is to find shorter
path corresponding to given constraints. The requirements of
ACO algorithm are as follows: Appropriate representation
of the problem by a graph; Appropriate pheromone place-
ment on the nodes or on the arcs of the graph; Suitable

problem-dependent heuristic function, which manage the ants
to improve solutions; Pheromone updating rules; Transition
probability rule, which specifies how to include new nodes in
the partial solution; Appropriate algorithm parameters.

The transition probability Pi,j , is a product of the heuristic
information ηi,j and the pheromone trail level τi,j related to
the move from node i to the node j, where i, j = 1, . . . . , n.

Pi,j =
τai,jη

b
i,j�

k∈Unused
τai,kη

b
i,k

, (1)

where Unused is the set of unused nodes of the graph.
The initial pheromone level is the same for all elements of

the graph and is set to a positive constant value τ0, 0 < τ0 < 1.
After that at the end of the current iteration the ants update
the pheromone level [7]. A node become more desirable if it
accumulates more pheromone.

The main update rule for the pheromone is:

τi,j ← ρτi,j +∆τi,j , (2)

where ρ decreases the value of the pheromone, which mimics
evaporation in a nature. ∆τi,j is a new added pheromone,
which is proportional to the quality of the solution. For
measurement of the quality of the solution is used the value
of the objective function of the ants solution.

The first node of the solution is randomly chosen. With
the random start the search process is diversifying and the
number of ants may be small according the number of the
nodes of the graph and according other population based
metaheuristic methods.The heuristic information represents the
prior knowledge of the problem, which is used to better
manage the algorithm performance. The pheromone is a global
history of the ants to find optimal solution. It is a tool for
concentration of the search around best so far solutions.

B. ACO for Agricultural Modeling

ACO algorithm is a constructive method. Every ant con-
structs its solution, taking in to account the constraints. In our
application an ant chooses first crop randomly between the
crops for sowing and assign it to the randomly chosen possible
plot. The assigned land is equal to the minimal lend for this
crop. The next crop and plot is chosen applying probabilistic
rule called transition probability. If on the chosen land this
crop is assigned yet we increase the land with 1. If the number
of assigned crops for all lends is less then the minimal number,
than unassigned crops have two times higher probability to be
assigned, or:

Pi,j =

ù
üüüüüú
üüüüüû

τai,jη
b
i,j�

k∈Unused
τai,kη

b
i,k

more crops or crop i is assigned

2
τai,jη

b
i,j�

k∈Unused
τai,kη

b
i,k

less crops, crop i is’nt assigned

(3)
We construct the following heuristic information:
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ηi,j = PO×Decri,j × di,j ×Pi + (1−P0)× di,j ×Pi +
(Si − r1i,j)×Nij

where P0 is a probability for adverse event, Decri,j is
decrease of yield if adverse event appear, di,j is output for
crop i from land j, Pi is expected price of crop i, Si is subsidy
for crop i, r1i,j is expenses for crop i from land j, Nij is the
sown area of crop i on land j. Thus the adverse event and
its influence is taken in to account. When the probability the
adverse event to appear is more than 0, then the output of
crop i decrease with coefficient Decr. For different crops this
coefficient is different, because the adverse event influences
different crops in different way. For example the corn and
sunflower are more influenced by drought, than wheat and
barley.

The used objective function is as follows:
F =

�n
i=1

�M
j=1 PO ×Decri,j × di,j × Pi ×Nij +

(1− P0)× di,j × Pi ×Nij + (Si − r1i,j)×Nij

Thus the objective function takes in to account probability
of adverse event, different expenses, prices of the crops and
sown.

V. COMPUTATIONAL RESULTS AND DISCUSSION

Preparing test cases is a complex task. They need be as
realistic as possible in order to draw the right conclusions,
but also be able to show the qualities and capabilities of the
proposed algorithm.

The proposed bio-economic farm model is tested on a test
problems with following common parameters:

TABLE I: Test instances characteristics

Parameters Value

plots of land {100, 200}
crops 4

minimal area 10

minimal number of crops 4

The parameter settings of our ACO algorithm is shown in
Table II and are fixed experimentally after several runs.

TABLE II: ACO parameter settings

Parameters Value

Number of iterations 100

ρ 0.5

τ0 0.5

Number of ants 20

a 1

b 1

Several test instances are prepared. The baseline of the bio-
economic model refers to the situation without any subsidy or
adverse event. Four scenarios are constructed to showcase the
capabilities of the bio-economic model: a subsidy for barley
amounting to 11 Euro per decare; with subsidy for both barley
11 Euro per decare and wheat 10 Euro per decare; an 80%

probability of drought that decreases corn and sunflower yields
with a coefficient of 0.5 for corn and 0.7 for sunflower; a
subsidy for barley 30 Euro per decare.

TABLE III: Baseline without any subsidy or adverse events

land wheat corn sunflower barley

Land1 0 10 90 0

Land2 10 140 40 10

When there is no adverse event and subsidy the corn and
sunflowers are preferable because they are more profitable than
the two other crops, Table III.

TABLE IV: Subsidy for barley 11 Euro per decare

land wheat corn sunflower barley

Land1 0 10 90 0

Land2 10 140 40 10

The situation is not changed when the subsidy of the barley
is 11 Euro per decare, Table IV. It means that this subsidy is
not effective as an incentive to make the barley attractive to
the farmer.

TABLE V: Subsidy for barley 11 Euro per decare, for wheat
10 Euro per decare

land wheat corn sunflower barley

Land1 0 10 90 0

Land2 50 140 0 10

We observe that when the barley and wheat are subsided
the wheat becomes more attractive than the sunflower for the
Land2, Table V. It means that a subsidy of 10 Euro per decare
is sufficient to make the wheat more attractive.

TABLE VI: 80% probability for drought

land wheat corn sunflower barley

Land1 10 0 10 80

Land2 140 10 0 50

The drought influences only corn and sunflower yields, thus
with a non-zero probability of drought the two other crops
become more attractive while the income of the farmer is
preserved, Table VI.

The last scenario envisions a larger subsidy for barley. We
observe that the subsidy is effective as an incentive to make
the barley attractive to the farmer, Table VII.

With these five examples we showcase the capabilities of
the basic bio-economic farm model. In the baseline scenario,
without any subsidy, the crops with the higher profit are more
attractive to farmers. We show that subsidies can incentivize
the farmers to alter behavior and stimulate the cultivation of
crops that are not profitable in the market sense. We show how
the potential for adverse weather events such as droughts can
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TABLE VII: Subsidy for barley 30 Euro per decare

land wheat corn sunflower barley

Land1 0 10 90 0

Land2 10 140 0 50

influence profits by affecting yields and that the anticipating
farmers adapt to it by changing the crops they sow as to
maintain their profit level.

The proposed model showcases the influence of selected
polices and adverse weather events on cropland allocation
and can be adapted for any annual crop. The model can be
extended to cover diverse other instruments such as subsidies,
taxes, production quotas, guaranteed prices as well as regula-
tions regarding the land management. It can also be extended
to describe the production technology of the farmer in detail
in particular with respect to the input and output requirements
so that it is possible to include environmental considerations
in the optimization problem, either as constraints or as de-
sirable outcome of the optimization, e.g. achieving a specific
soil carbon balance while maintaining agricultural profits or
reducing the use of chemical inputs while maintaining a certain
production quota.

This technological detail would also allow us to incorporate
emission accounting in the model. This would give us the
opportunity to quantify the amount of greenhouse gas (GHG)
emissions that are consistent with the production level and
the maximum profit. The model we propose can also be
coupled to a crop growth simulation model for a more detailed
representation of the nutrient balance in the soil or to a
hydrological model to model the effects of an adoption of
irrigation technology. Extensions are possible with respect to
the time horizon of optimization even for annual crops to
account for situations such as long-term contracts of the farmer
with guaranteed prices. The risk-preferences of the farmer
could be considered similar to different management options
such as crop rotation. Management flexibility and long-term
investment decisions could be incorporated.

VI. CONCLUSION

In this paper we propose a decision-making system based
on a generic BEFM for annual crops, which has the potential
to exhibit many desirable features of a BEFM identified by
literature. The model is solved via Ant Colony Optimization
methodology. We showcase the possibilities offered by our
system by preparing various scenarios. The system can be used
to assist farmers with cropland allocation, but also by the state
and by the European administration to simulate the effects of
technology adoption and for impact evaluation of policies. It
will be further developed, thoroughly tested, and compared

to existing BEFM to validate the model results, but also to
promote the development of an ecosystem of BEFM modelers.
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Yelekçi, R. Yu and B. Zhou (eds.). Cambridge University Press, 2021.

[14] European Union policies, https://ec.europa.eu/info/strategy/priorities-
2019-2024/european-green-deal en?msclkid=86feef9bbafb11ec8c045931
e097187b

332 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



A GPU approach to distance geometry in 1D:
an implementation in C/CUDA

Simon B. Hengeveld∗ A. Mucherino,∗
∗IRISA, University of Rennes 1, Rennes, France.

simon.hengeveld@irisa.fr, antonio.mucherino@irisa.fr

Abstract—We present a GPU implementation in C and CUDA
of a matrix-by-vector procedure that is particularly tailored to
a special class of distance geometry problems in dimension 1,
which we name “paradoxical DGP instances”. This matrix-by-
vector reformulation was proposed in previous studies on an
optical processor specialized for this kind of computations. Our
computational experiments show that a consistent speed-up is
observed when comparing our GPU implementation against a
standard algorithm for distance geometry, called the Branch-
and-Prune algorithm. These results confirm that a suitable
implementation of the matrix-by-vector procedure in the context
of optic computing is very promising. We also remark, however,
that the total number of detected solutions grows with the
instance size in our implementations, which appears to be an
important limitation to the effective implementation of the optical
processor.

I. INTRODUCTION

THE Distance Geometry Problem (DGP) asks whether a
simple weighted undirected graph G = (V,E, d) can be

realized in the Euclidean space RK , with K > 0, so that the
distance constraints

∀{u, v} ∈ E, ||xu − xv|| = du,v,

are satisfied [5]. When this is the case, we say that the mapping
x : v ∈ V → xv ∈ RK is a valid realization of the graph G.
Depending on the DGP application at hand, the vertices v ∈ V
can represent different kinds of objects, for which possible
positions in RK are searched. The edge set E encodes the
information about the distance between vertex pairs, and the
numerical value of these distances is given by the associated
weight. Notice that ||·|| is the Euclidean norm. We suppose that
the available distance values are exact, i.e. extremely precise.

In this work, we focus our attention of DGPs in dimension 1.
In 1979, Saxe proved that the DGP is NP-complete when K
is set to 1 [10]. The main DGP application in this dimension
is the clock synchronization problem: given a set of clocks
(represented by the vertices v ∈ V ), and a subset of offset
measurements between pairs of clocks (encoded by the edges
{u, v} ∈ E and the associated weight du,v), the problem
asks whether it is possible to know the precise time indicated
by all clocks [11]. This problem is fundamental for the
synchronization of events in distributed systems [1], [12], as
for example in wireless sensor networks [14].

The Branch-and-Prune (BP) algorithm was proposed in [4]
for a subclass of DGP instances that admit the discretization

of their search space. In the 1-dimensional case, this algorithm
can be employed under the much weaker assumption that the
graph G is connected [9]. In this case, in fact, a vertex order
on V , which ensures that every vertex v has at least one
predecessor u (exception made for the first vertex in the order),
can be easily constructed [8]. This vertex order is indicated
by the subscripts associated to the vertices in the discussion
below.

We are interested in a particular subclass of DGPs in di-
mension 1: the class of paradoxical DGP instances [2]. These
instances are represented by graphs G that are cycle graphs, for
which a vertex order on its vertex set can be trivially identified.
The paradoxical character of these instances is given by the
two following observations. On the one hand, the construction
of solutions to these instances appears to be relatively easy,
because most vertices vk ∈ V only depend on one predecessor
in the vertex order, so that, for each xk21, the two new
positions xk21 − dk21,k and xk21 + dk21,k can be easily
computed for vk. Notice that this procedure allows us to build
up a binary tree collecting, on each of its layers, the possible
positions for each vertex vk. On the other hand, however, the
absence of any other distance information (apart the distance
to the predecessor dk21,k) up to the layer n, where n = |V |,
makes this class of instances actually very hard. In fact, it is
only at layer n that the distance between the first vertex v1
and the last vertex vn can be exploited to select the only two
valid realizations out of a set of 2n21 potential solutions [6].

In this work, we consider the matrix-by-vector reformula-
tion of paradoxical DGPs in dimension 1 (recently proposed
in [2] for solving paradoxical DGP instances on a new
optical processor) and we implement it on a GPU device.
The presented computational experiments show a consistent
speed-up when our GPU implementation is compared against
the BP algorithm, as well as when the comparison is per-
formed against the sequential implementation of the matrix-
by-vector procedure itself. These results confirm therefore that
the matrix-by-vector reformulation is promising in the context
of optic computing. Our experiments also point out, however,
a possible limit in the actual implementation of the optical
processor.

The rest of this paper is organized as follows. In Section II,
we will describe the matrix-by-vector reformulation of our
paradoxical DGP instances in dimension 1. In Section III,
we will present our GPU implementation for the matrix-by-
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Fig. 1. The pattern given by the signs of the elements of the matrix M . In dark blue, the elements that have positive sign; in light gray the ones having
negative sign. Notice that M is here transposed to let it better fit the page.

vector multiplication, which will benefit of some simplifica-
tions implied by the particular problem we aim to solve. We
will present and discuss our computational experiments in
Section IV, and finally draw our conclusions in Section V.

II. A MATRIX-BY-VECTOR REFORMULATION

When the BP algorithm mentioned in the Introduction
is employed for the solution of paradoxical DGP instances
in dimension 1 [9], a binary tree containing all possible
vertex positions can be recursively constructed, and the valid
realizations can be selected at the very end when positions
are computed for the last vertex vn ∈ V . Our paradoxical in-
stances have the particularity of solely executing the branching
phase of the algorithm until a leaf node of the tree is reached;
it is only at this point that the pruning mechanism is invoked,
where the only distance not used for branching, the distance
related to the edge {1, n}, is verified. If the distance is satisfied
by the current position for vn, then the path from the tree root
to the current node is a valid realization; it can be discarded
otherwise.

As remarked in [2], it is possible to replace, for our
paradoxical instances, the pruning phase occurring only at
layer n with an additional branching phase, which is performed
over the fictive vertex vn+1 that is introduced in the original
graph. The fictive vertex is connected to its predecessor vn by
an edge having the same weight as the original edge {1, n}.
The edge from v1 to vn is thereafter removed, breaking in this
way the original cycle structure. The main reason for making
this manipulation on G is that now the distance information
is equally distributed over the vertices of the graph, and the
solver of paradoxical instances can perform exactly the same
operation when stepping from one vertex to its successor. In
order to identify the valid realizations, it is finally necessary
to verify that x1 = xn+1.

The introduction of the fictive vertex allows us to reformu-
late the paradoxical DGP in dimension 1 as a matrix-by-vector
multiplication [2]. We introduce the matrix

Mij =

�
−1 if (i− 1)/2j21 mod 2 = 0,
1 otherwise,

and the vector yj = dj,j+1, which contains the distance
information related to our paradoxical instance. Thus, the
vector r = My contains all possible positions xn+1 for all
possible solutions. Notice that the index i varies from 1 to 2n,
whereas the index j varies from 1 to n. The feasible solutions
to our paradoxical instances are the ones for which ri = 0
(because x1 is here implicitly set to 0).

We notice that performing the matrix-by-vector multiplica-
tion gives an answer to the original decision problem (does it
exist a realization such that. . . ) but it does not directly provide
the realizations, i.e. the sequences of positions on the real
line for the vertices of G. In order to construct one selected
valid realization, as for example the realization encoded by
the ith row of the matrix M , the value of each position xi

k

for the vertex vk ∈ V (we added a superscript to x to specify
the matrix row) can be obtained by performing the following
partial sum:

xi
k =

k�

j=1

Mijyj .

The next section describes an ad-hoc GPU implementation
of this matrix-by-vector multiplication.

III. A GPU IMPLEMENTATION

Our GPU implementation does not perform generic matrix-
by-vector multiplications. For this general problem, the reader
can refer to some recent (see for example [7], [13]) and very
recent (see [3]) publications on the topic. Differently from
the cited papers, our implementation takes advantage of the
structure of our matrix M to optimize the computations.

First of all, since the elements of our matrix M are either
−1 or 1, we can trivially “move” all distance values from the
vector y to the matrix, by paying only attention to the sign to
consider for each distance value when placed in a particular
row of the matrix. We define therefore this new matrix:

M 2
ij =

�
−dj,j+1 if (i− 1)/2j21 mod 2 = 0,
dj,j+1 otherwise,

from which the vector r can be simply computed by summing
up all row elements:

ri =

n�

j=1

M 2
ij .

As a consequence, our GPU implementation will only perform
sums, and not products of real numbers.

Another important point in our implementation is the pro-
cedure to construct the matrix M 2, and in particular for the
choice of the sign for each matrix element. The rule given in
the definition (involving the modulus operator) is simple to
understand and to apply, but it can be computationally very
expensive to perform for every element of the matrix. For our
implementation, we found another, and more efficient, method
to identify the sign of every matrix element.
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TABLE I
THE COMPUTATIONAL EXPERIMENTS COMPARING THE STANDARD BP

ALGORITHM AGAINST THE SEQUENTIAL AND THE PARALLEL
IMPLEMENTATIONS OF OUR MATRIX-BY-VECTOR PROCEDURE.

COMPUTATIONAL TIMES ARE GIVEN IN SECONDS. ALL USED INSTANCES
WERE RANDOMLY GENERATED AND THEY BELONG TO THE CLASS OF

PARADOXICAL INSTANCES. SIMILAR RESULTS CAN BE OBTAINED WITH
LARGER INSTANCES.

BP algorithm CPU matrix-by-vector GPU matrix-by-vector
|V | #sols time #sols time #sols time
20 3 0.012189 3 0.022815 3 0.000437
21 4 0.021719 4 0.048202 4 0.000849
22 8 0.036419 8 0.099945 8 0.001699
23 16 0.067282 16 0.208566 16 0.003494
24 44 0.133229 44 0.435459 44 0.007211
25 82 0.260027 82 0.905198 82 0.014951
26 130 0.498371 130 1.886785 130 0.030999
27 271 0.989594 271 3.905493 271 0.064336
28 515 2.025879 515 8.110146 513 0.133360
29 1074 4.186474 1074 16.831842 1074 0.263456
30 2134 8.036184 2134 34.801628 2046 0.509210
31 3638 15.836381 3638 71.677937 3358 1.006642
32 7613 34.954935 7613 147.561225 6547 2.032326

Fig. 1 shows the sign distribution over the matrices M
and M 2: all positive elements correspond to the dark pixels,
while all negative elements correspond to the light gray pixels.
More than one pattern can be identified in these matrices, but
one in particular turns out to be very useful for our GPU
implementation. If in fact we interpret every gray pixel as a 0
(instead of a −1), whereas the dark pixels still represent 1’s,
then we can see every matrix row (notice that the matrix is
transposed in Fig. 1) as the binary representation of integer
numbers spanning from 0 to 2n−1. Moreover, if we consider
the big-endian convention for the bit ordering (which is,
the less significant bit is on the left side, differently from
our standard convention with decimal numbers), then the
integer number at row i is simply the predecessor (in integer
arithmetic) of the one at row i+ 1, and it is the successor of
the one at row i−1. If the bits of an integer 3 encode therefore
the signs at row i, the bits of the integer 3+1 simply encode
the signs at row i+ 1.

In our GPU implementation, every thread is in charge of
computing the sums for a subset of matrix rows. This subset
forms a block of contiguous matrix rows, so that, once each
thread has found out its starting value for 3, it simply needs
to increase it by one unit per time for treating all subsequent
rows. Naturally, all row blocks are supposed to have the same
size in order to better exploit the power of the GPU device.

After the computation of every row sum, the thread verifies
whether this sum is close enough to 0. In the case it is true,
the thread keeps this information aside (in binary format) and
it sends it back to the CPU at the end of the computations.
Notice that this information is binary (a valid realization was
found or not), because the symmetry properties [6] of our
paradoxical instances indicate that the only chance to have
two valid realizations treated by the same thread is when all
matrix rows are assigned to one unique thread.

IV. COMPUTATIONAL EXPERIMENTS

This section presents some computational experiments
where we compare the standard BP algorithm (see Introduc-
tion) against our matrix-by-vector procedure, executed both in
sequential and in parallel. All programs1 were written in C, and
CUDA was employed for coding the computations on GPU.
The experiments were performed on a workstation equipped
with an Intel(R) Xeon(R) CPU E5-2609 v3 @1.90GHz, Nvidia
GPU GeForce GTX TITAN X graphics card, and running
Ubuntu Linux operating system. We compiled our programs
with the version 5.4.0 of GCC, and with the version 9.0.176
of CUDA. In all experiments, our execution on GPU was
launched with a thread grid comprising 64 blocks, having
512 threads each.

Table I presents some computational experiments where
the BP algorithm is compared against the sequential and the
parallel implementations of our matrix-by-vector procedure.
We considered instances of size ranging from 20 to 32 which
were randomly generated so that to satisfy the properties of
paradoxical instances. The cardinality |V | of the vertex sets is
reported on the first column of the table. We omit to report the
cardinality of the edge set E because it always corresponds
to |V | in our instances. The BP algorithm was run only on
CPU; the matrix-by-vector procedure was run on both CPU
(the sequential version) and GPU (the parallel version).

While it is expected (see Introduction and Section III)
that every instance only admits two valid realizations, the
second column of Table I shows that the number of solutions
(#sols) found by the BP algorithm is larger, and it tends to
increase with the instance size. Our interpretation for this
phenomenon is that, the more the search space increases in
size (exponentially with n), the more are the chances to find a
realization that is close enough to feasibility. The verification
of the final distance d1,n is performed with tolerance · = 1024

in all experiments, which allows us to take into consideration
the possible round-off error propagation. However, the use
of this tolerance seems to enlarge too much the subset of
realizations for which this final distance appears to be satisfied.
We remark, however, that a generic tuning on the value of ·
that would work for all instances is naturally not possible.

The third column of our table gives the time in seconds
necessary for the BP algorithm to fully explore the search
space of the given instances. To measure the time, we used
the standard C clock function. Recall that the search space has
size 2n21.

The forth and fifth columns of Table I show the results
obtained with the implementation of our matrix-by-vector
procedure in sequential. While the number of found solu-
tions does not change w.r.t those found by BP, we remark
an increase on the computational time. This was expected,
because the matrix-by-vector formulation does not exploit the
fact that the computations necessary for a given solution can
be partially reused for neighboring solutions (i.e. belonging to

1The interested reader can find an extended version of this article on the
online HAL open archive database, where code snippets are also included.
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near matrix rows). This is the reason why the BP algorithm
works differently. However, the independence of the matrix
rows is an essential feature for our GPU implementation.

Finally, the last two columns of the table show the results
obtained with our GPU implementation. We point out that we
used the float primitive type for the distances and the positions
(we did the same in the previous two C implementations,
in order to obtain results as uniform as possible). We used
unsigned long types to store the values of the integer 3 (see
Section III). Naturally, this choice limits the instance size n to
64, but has no impact on the experiments we have performed
for this work (the decimal representation of 264 is already a
quite “large” integer, composed by 20 digits).

The computational time is significantly reduced, when com-
pared to the sequential version of the matrix-by-vector proce-
dure, as well as when the comparison is performed against the
original BP algorithm. We notice, however, that the number
of found solutions differs with the other implementations for
the instances of larger size. This error is due to the way
the GPU threads communicate their results to the CPU: this
information is in fact binary (solution found / not found)
because at most one solution per thread was initially expected
to be identified. Apparently, during the computations, more
than one solution was instead (wrongly) detected by the same
thread, thus leading to a smaller final solution sum.

The reader may wonder why we have decided not to fix this
“issue” in our CUDA implementation. Since our work is mo-
tivated by the optical processor mentioned in the Introduction,
which is supposed to perform the calculations (although in an
analog fashion) in a similar way, it seems important to us to
point out this drawback of the implementation. This is actually
a quite important limitation for the physical implementation of
optical processor.

V. CONCLUSIONS

We have presented a GPU implementation of a matrix-by-
vector procedure that is particularly tailored for the solution
of paradoxical DGP instances in dimension 1. The idea to
reformulate this problem as a matrix-by-vector multiplication
comes from previous studies on an optical processor, which is
specialized for this class of problems.

Our computational experiments show that our GPU imple-
mentation is already able to take advantage of the matrix-by-
vector reformulation. On our randomly generated paradoxical
instances, the pattern shown by our table of experiments is
very regular: the GPU implementation is about 16 times faster
than the standard BP algorithm. Naturally, much better speed-
ups have been achieved on GPUs; in our case, however, the
reformulation transforms the problem in a harder one (even if
the complexity class remains the same). Nevertheless, the GPU
implementation is still able “to do better” than the standard
sequential algorithm.

In view of an implementation of the optical processor in
[2], we remark that it is likely to suffer of the same effect
on the increased number of detected solutions that we have

observed in our computational experiments. This opens new
challenging for the conception and development of this kind
of alternative computing devices.
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Abstract—The protein structure prediction problem is one
of the most important bioinformatics problems. Computational
methods can be used to approach this problem and de novo meth-
ods are able to generate protein structures without the need of
having known similar structures to the predicted protein. These
methods transform the prediction problem into an optimization
problem, using optimization models that combine different en-
ergy functions and high-level information. These models usually
have only a single optimization objective. However, it is known
that this single objective optimization approach may harm the
optimization search due to the existence of conflicts between
the different terms that compose the optimization objective. The
proposed model has three objectives: energy function, secondary
structure, and contact maps. A multi-objective Biased Random-
Key Genetic Algorithm (BRKGA) with online parameter control,
named MOBO, is proposed as the optimizer. The final predictor
comprises two phases of the MOBO algorithm and selects a final
structure using the MUFOLD-CL clustering method. Results
obtained demonstrated that the proposed predictor generated
highly competitive results with the literature.

Index Terms—Bioinformatics, Multi-objective Optimization,
Evolutionary Computation, Clustering, Online Parameter Tun-
ing, Protein Structure Prediction

I. INTRODUCTION

PROTEINS are base molecules present in living organisms
[1]. They are responsible for many biological functions,

and understanding their mechanisms is important to better
understand how organisms work. One application of this
knowledge about proteins is in the biomedicine and pharma-
ceutics areas [2], where novel proteins could be developed to
combat particular types of diseases.

The Protein Structure Prediction (PSP) problem has the
objective of determining the spatial structure of proteins, using
the amino acid sequence of a protein as its main input.
Although these structures can be determined using classical
laboratory methods, such as Nuclear Magnetic Resonance
(NMR) or X-ray crystallography [3], they have a considerable
cost and are time-consuming. An alternative method is the use
of computational resources to simulate these structures.

Recently, the AlphaFold, the deep learning algorithm de-
veloped by DeepMind, achieved highly promising results in
the CASP13 and CASP14 competition [4]. The AlphaFold
combines features derived from homologous templates and
from multiple sequence alignment to generate the predicted
structure. Nevertheless, AlphaFold has some drawbacks, such
as the bias to the PDB database, and the heavy dependency on
high-computational efforts for training their model [5]. Also,
given the number of possible natural and artificial protein
structures, it is currently unfeasible to rely on template-based
methods to predict any unknown structure with consistent
quality. As such, the PSP is still considered to be an open
problem. So far, there is no viable general solution to this
challenging problem. In this way, metaheuristics can be a
faster option to the problem even though achieved results are
not the same as AlphaFold.

In the literature, there are many computational methods
proposed as possible approaches to the PSP problem [6], [7].
Among these methods, some works further explore the use of
specific types of protein structure information [8], [9].

For a more general solution to this problem, one possible
way is to use methods that do not rely on databases. One class
of methods that do not employ known structure information
are the ab initio methods. These methods work by generating
structures using some evaluation function, which guides the
optimization towards the optimal structure. Different from
other types of methods, these methods only need as input the
amino acid sequence to work [3].

While it is possible to work with pure ab initio methods,
which utilize only information provided by the amino acid
sequence, their results may be unfeasible given inaccuracies
of currently employed energy functions. One way to deal
with this issue is to utilize high-level information about the
protein structure, such as secondary structure and contact
map information. Ab initio methods that employ this type of
information are called de novo methods. This work employs
de novo methods instead of pure ab initio.
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All this information related to the PSP problem can be
described in an objective function. However, combining mul-
tiple information in a single objective function is not always
optimal. It is known that some of the terms that compose
an energy function, such as the bonded and non-bonded
energies, are in conflict [10]. These conflicts indicate that
optimizing one particular function term may not optimize the
others. Hence, it is interesting to separate conflicting terms in
different objectives. The separation of conflicting terms creates
a multi-objective model, whose final solution is a set of non-
dominating solutions [11]. This set, also called the Pareto set,
represents possible solutions for the mathematical model.

As the optimization result of a multi-objective problem is a
set of non-dominating solutions [11], it may be necessary to
employ a decision-making method to select a single final solu-
tion from this set. As each non-dominated solution represents
some trade-off among all objectives, it is not always trivial to
choose a singular solution. To assist this selection, decision-
making methods can be employed to filter the non-dominated
set and identify the most promising solutions based on some
desired properties.

This work is an extension of a previous study [12]. The
previous work proposed the use of the Biased Random-Key
Genetic Algorithm (BRKGA) method as an optimizer for a de
novo multi-objective optimization model of the PSP problem.
The present work brings some contributions compared to the
previous publication:

" Online parameter control strategies were incorporated,
creating the new version called MOBO. The main objec-
tive of this change is to reduce the number of parameters
that the user must define to use the optimizer effectively.
This change makes it possible to dedicate more time to
problem modeling than parameter tuning.

" The MUFOLD-CL was employed as decision-maker in
the Pareto set. The generated clusters were analyzed to
determine the distance between the best solution found by
the optimizer and the solution selected by the decision-
maker.

II. BACKGROUND

A. Proteins and Protein Structure Prediction

Proteins are biomolecules composed of amino acids linked
by peptide bonds. The amino acids are molecules composed
of a central carbon, called ³-carbon, that is connected to
an amino group (NH), a carboxyl group (CO), a hydrogen
molecule (H), and a side chain [1]. The side chain is a variable
group unique to each type of amino acid. The molecular
structure of each amino acid is the same, changing only the
side chain, which gives its identity.

The structure of a generic amino acid can be seen in Figure
1. These amino acids connect between themselves through the
peptide bonds, created by the combination of the carboxyl
and amino group [1]. A point of interest in this figure is the
three dihedral angles (Φ, Ψ, and Ω), which are important for
computational representation of the protein structures.

Fig. 1: Chemical structure of an amino acid

1) Computational representation: There are several ways
to represent a protein structure computationally. The most
direct would be to maintain complete information on all the
atoms and interactions of the structure. However, this type
of representation can be computationally expensive given the
large number of atoms and interactions of a single protein
structure [3].

One interesting computational representation of protein
structures uses only the backbone and side chain torsion angles
of each amino acid. Instead of maintaining the entire atomic
structure of each amino acid, algorithms may use only the ×,
È, and É backbone angles and the Ç side chain angles. These
angles can be seen in Figure 1. By using these angles, the
final three-dimensional structure can be uniquely determined.

2) Structure prediction: Computational methods can be
used to generate protein structures. One class of such methods
are the ab initio methods, which do not use information from
known protein structures [3]. These methods use physical
energy functions to guide the generation of protein structures,
using only the amino acid as necessary input. As such, ab
initio methods effectively transform the PSP problem into an
optimization problem.

Besides the computational representation of a protein struc-
ture, defining a function to evaluate these structures is also
necessary. As ab initio methods generally perform searches
in the space of structures, it is necessary to select a suitable
evaluation function. Regarding accuracy, the most optimal
choice would be an evaluation function representing the natu-
ral energy function. However, such realistic energy functions
are computationally expensive [2].

Other types of information can be incorporated into the
evaluation function to enhance the search process. Although
pure ab initio methods do not use information from known
structures, it may be beneficial to use this type of information,
if available. There are different types of high-level information
that can be added to the evaluation function, such as sec-
ondary structure prediction and contact maps. When an ab
initio method incorporates information other than the energy
function, it is called an de novo method [3].
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B. Biased Random-Key Genetic Algorithm

The Biased Random-Key Genetic Algorithm (BRKGA) [13]
is an optimization method of the evolutionary algorithms
class. It is a variation of the genetic algorithm in which
only the selection and crossover routines are used to evolve
solutions [13]. Initially, all individuals are initialized uniformly
at random. Each generation, pairs of individuals are selected
and combined through a biased uniform crossover operator,
where one parent is an elite solution, and the other is a non-
elite. A new population is formed by a fraction of the most-fit
solutions of the current generation, a fraction of randomly and
uniformly generated solutions, and the remaining individuals
are the offspring generated through the crossover operation.
There is no explicit mutation operator in this algorithm, but
an implicit mutation can be simulated through the crossover
of a random individual with a non-random individual.

The main aspect of the BRKGA is the clear separation of
the problem-dependent and independent parts. Other notable
aspects are elitism as a core mechanism for the evolution
and the generation of random solutions instead of applying
mutation to offspring solutions.

The problem-independent codification is composed of real
numbers in the [0, 1] interval, decoded into a problem-specific
solution using a decoding function, and evaluated by a fit-
ness function. This way, the algorithm’s main structure is
standardized for all problems, with only the decoding and
fitness functions needing to be developed. This standardization
simplifies the algorithm structure by removing the necessity of
developing complex solution encodings and various genetic
operators, such as crossover or mutation operators.

Similar to other evolutionary algorithms, the BRKGA has
a set of parameters that need to be defined. These parameters
are the number of iterations (Nit), population size (p), elite
fraction (pe), random individuals fraction (pm), and crossover
probability (cpr). Due to the standardized structure of the
algorithm, the crossover operator is fixed.

III. RELATED WORK

One of the initial works in the area of multi-objective PSP
was [10]. In this pioneering study, the authors proposed a
multi-objective model for the PSP problem, decomposing the
CHARMM energy function into two objectives: bonded and
non-bonded energies. They demonstrated that these energies
were in conflict, and combining them in a single objective
would harm the optimization. To optimize the model, they used
the IPAES algorithm and also employed a decision-making
step to select a final structure by using the method of knees.

Other works followed this approach of breaking the energy
function into bonded and non-bonded energies [14], [15], [16],
[17], [18]. Most works approaching the multi-objective PSP
employed some evolutionary algorithm [14], [15], [16], [19],
[20], [18], [21]. Regarding the protein structure representation,
most works employed the full atomic structure [14], [15], [16],
[22], [21], although some preferred the centroid representation
[19], [20], [18].

Considering the extra information that can be added to
complement the energy function, there are several possibili-
ties. Some works employ structural information that energy
functions may not capture accurately, such as solvent terms
[15], [16], [22], compactness [19], and hydrogen bonding
[19], [20]. Also, high-level information that can be predicted
was explored, such as protein fragments [19], [20], secondary
structures [14], [15], [16], [17], [19], [22], [18], [21], and
contact maps [19], [20], [22].

As the complete solution of multi-objective problems is a
set of non-dominated solutions, selecting a single final solution
from this set may be necessary. Several works employ some
decision-making criteria to select the final optimized solution.
Popular methods include the knees method [10], [23], [14]
and clustering-based methods [15], [17], [17], [16], [21].
One promising clustering method for protein structures is the
MUFOLD-CL method, which was employed in recent works
for the multi-objective PSP problem [17], [21].

IV. PROPOSED MODEL

A multi-objective Biased Random-Key Genetic Algorithm
(BRKGA) with online parameter control is proposed, named
MOBO. In the present work, proteins are modeled with the
Rosetta framework 1 using the full-atom with centroid back-
bone representation [24], where the side chain is simplified as
a centroid. The ×, È, and É angles model each amino acid.
These angles are in the [2180, 180] domain, except for the É
angle, whose optimal value can be either 180º or 0º [10]. In
this work, the É angle is restricted to 180º, as both values are
equally optimal. Figure 2 shows how an amino acid sequence
can be coded as a list of angles.

Fig. 2: Protein structure representation as a list of torsion
angles.

The optimization model for the PSP problem is composed
of 3 objectives, shown in Expressions (1)-(3):

min score4(÷x) (1)
max SS(÷x) (2)
max CM(÷x) (3)

The ÷x vector represents a protein structure coded as a list
of angles with size 2L, where L is the length of the amino

1https://www.rosettacommons.org/software
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acid sequence of the protein. The angle list is mapped into
a protein structure before being evaluated by each objective
function. Expression (1) is the score4 energy function from
the Rosetta framework [24] and is used to evaluate the protein
structure.

Expression (2) refers to secondary structure information
predicted by the PSIPRED [25] server 2. This prediction
was performed excluding homologous proteins. Equation (4)
details the evaluation, where for each amino acid xi, the pSS
function will return the predicted probability for the current
secondary structure manifested, determined with the DSSP
program [26], which assigns secondary structure to proteins
structures. Hence, protein structures with the most probable
secondary structures are benefited.

SS(÷x) =

L�

i

pSS(xi) (4)

Expression (3) refers to contact map information predicted
by the RaptorX [27] server 3. This prediction was performed
by removing homologous proteins. Two atoms are considered
in contact if their distance is less than the cutoff distance.
Equation (5) describes how each contact is evaluated for a
given protein structure.

For each contact ci in the L-best list, the pair of amino
acids c1i and c2i from this contact is verified. If their distance,
d(c1i , c

2
i ), is less than the cutoff value (8Å), the pair is said

to be in contact, and a term equal to the predicted probability
of this contact is summed. Otherwise, this probability term
is decreased exponentially due to the cutoff value’s distance,
allowing slight deviations from the cutoff to be considered.
Protein structures that exhibit the most probable contacts are
rewarded using this objective function.

CM(÷x) =

L�

i

�
pi if d(c1i , c

2
i ) f 8

pi

e
d(c1

i
,c2

i
)−8

otherwise
(5)

As global optimizer, the multi-objective BRKGA is
employed[12]. The proposed algorithm uses the base structure
of the original BRKGA [13] and can be applied to any multi-
objective problem that can be approached with evolutionary
algorithms. The main modifications were to allow the al-
gorithm to optimize multi-objective problems. Modifications
were made to the problem-independent parts to achieve multi-
objective optimization. The elitist selection operator from
NSGA-II [28] was used to generate the elite part of the
population.

An archive (set of solutions) is maintained and updated
at each generation. This archive has the same size as the
population, and it is updated using the non-dominated sorting
with crowding. At the end of the algorithm, the archive is
returned and contains the best Pareto set found. However, it
may also contain dominated solutions as the best Pareto set
may not occupy the entire archive.

2http://bioinf.cs.ucl.ac.uk/psipred/
3http://raptorx.uchicago.edu/

A. Parameter control

There are several types of parameter control in evolutionary
algorithms [29]. This work employs an adaptive online param-
eter control by simple rules to control and guide the optimizer.
The information utilized to guide the search is the population
diversity defined in Equation (6):

Div(P ) =

�
x,y*P dnorm(x, y)

|P | 7 (|P | 2 1)
(6)

where x and y are individuals from population P , and dnorm
is the normalized Euclidean distance metric, defined by:

dnorm(÷x, ÷y) =
d(÷x, ÷y)

N
(7)

where d(÷x, ÷y) is the Euclidean distance and N is a normal-
ization factor representing the solution space diagonal. This
distance is a genotypic diversity metric, that is, it measures
the diversity in the problem-independent part of the algorithm.
This work will not incorporate fitness information in the
parameter control, as the definition of fitness is different for a
multi-objective optimizer, and concepts such as best and mean
fitness are not trivially defined.

The algorithm is modified to control and increase diversity
in the population to incorporate diversity information. In the
original BRKGA method, the crossover probability pcr is
defined as a parameter of the algorithm and should have
a value in the range (0.5, 1). In this work, the crossover
parameter is modified to be a uniformly random value in the
range (0.5, 1), removing the complexity of defining an optimal
value for this parameter and minimizing the impact in the
diversity. This value is generated for each crossover operation.

Another modification is the introduction of two diversity
control values: the diversity fraction (pd) and the exploration
diversity threshold (¶). These values are used to control the
generation of the elite part of the population. The diversity
fraction indicates the fraction of the elite part that should
be diversified. The exploration diversity threshold is used
to indicate the minimum distance between two diversified
solutions during the exploration part of the search.

The set Pd of diversified elite solutions is defined as:

Pd = { "÷x * Pd | ∆(÷x) g ¶ } (8)

where ∆(÷x) is defined as:

∆(÷x) = min
÷y*Pd

÷x ;=÷y

dnorm(÷x, ÷y) (9)

where dnorm is the normalized Euclidean distance expressed
by Equation (7). This definition of diversified individuals
spreads the solutions through the space. Incorporating this
diversification in the elite part allows the algorithm to explore
the best solutions in different parts of the search space.

Given the population of size p, E = p × pe is the size of
the elite part of the population and Ed = E × pd is the size
of the diversified elite. With Ps as the sorted population, the
elite part Pe is generated by the following steps:
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" While |Pe| < E, do:
1) If |Pd| < Ed, then:

a) If exists ÷xi * Ps that can be inserted in Pd, then
select ÷xi with lowest index i.

b) Else, from Ps select ÷xi with greatest ∆
c) Insert selected ÷xi in Pd and Pe

d) Remove selected ÷xi from Ps

2) Else:
a) From Ps select ÷xi with lowest index i
b) Insert selected ÷xi in Pe

c) Remove selected ÷xi from Ps

The parameter control is performed by dividing the opti-
mization procedure into two phases: exploration and exploita-
tion. The algorithm generates diversified solutions in the explo-
ration phase to search the entire solution space. The algorithm
increases the evolutionary pressure in the exploitation phase
by favoring the best solutions found. By properly controlling
the algorithm parameters, it is possible to balance global and
local searches.

To balance between exploration and exploitation, each phase
runs for Nit/2 iterations. For both phases, the parameters pe
and pm are initially set to 0.25. With these values, half of the
population is composed of offspring. With pe = 0.25, it also
means that each elite individual should on average generate
two offspring each generation.

This initial value was defined empirically. The following
initial values and ranges for each parameter were also defined
empirically. Although these values may not always be optimal,
they are reasonable and straightforward enough to be used as
base values.

The exploration phase initializes the optimization process.
The diversification parameters pd and ¶ are used to explore the
search space. The diversification fractions starts as pd = 0, and
is modified in steps of k = 0.01. This parameter is updated
during the exploration phase to keep the population diversity
Div(P ) above ¶. If the current Div(P ) < ¶, pd is increased
by k. Otherwise, pd is decreased by k. The parameter pd is
kept in the range [0, 0.5], diversifying at most half of the elite
part.

If the Div(P ) is still below ¶ when pd = 0.5, then the
parameter pm is also modified. The parameter is kept in the
range [0.25, 0.5] and is updated using step k. By increasing the
random part of the population, the diversity of the population
is increased. At the maximum value of pm = 0.5, half of
the population is uniformly randomly generated each iteration.
Also, only 1/4 of the population is offspring, with each elite
individual generating on average one offspring and each non-
elite parent being on average 2/3 of the time a random
individual.

The exploration diversity threshold ¶ is used to define the
diversity of the exploration phase. The user can define it as
an algorithm parameter. However, the value 0.4 should be
reasonable, in general, and is used as the default value for
this parameter. This value was selected due to the nature of
uniformly randomly generated solutions and global search.

Considering this, ¶ is set to 0.4 by default. With this value,
the population of the exploration phase has the property of
being similar to a uniform distribution without losing the
generation of reasonable solutions. Although, in general, it
should not be necessary to change this value, in some cases,
it can be interesting to lower the parameter to limit the
exploration.

In the exploitation phase, the algorithm eliminates the diver-
sity parameters. The parameter pm is reset to the initial value
0.25 if modified during the exploration. The only parameter
modified during this phase is the elite fraction pe.

The algorithm forces the search to converge to the best
solution found during this phase. To increase the convergence,
the parameter pe is increased in the range [0.25, 0.5], using step
k. At the maximum value of pe = 0.5, half of the population
is composed of elite solutions, and each elite individual will
generate, on average, one offspring.

Considering the modifications proposed, the parameters pe,
pm and cpr are no longer user-defined. The only parameters
that still need to be defined are the number of iterations Nit

and the population size p. The exploration diversity threshold
¶ can also be defined if necessary.

This proposed parameter control aims to find a reasonable
balance between usability complexity and optimization effi-
ciency. The proposed control does not guarantee the selection
of optimal values for every problem. However, it should select
reasonable values for any general optimization, as it uses the
generic concept of exploration and exploitation. Although the
algorithm may not execute the most optimal search for some
specific problem, the decreased number of parameters allows
the user to focus more on the problem modeling and less on
the calibration of the algorithm.

B. Parallelism

To increase the scalability of the algorithm, a master-
slave model was developed using CPU threads. During fitness
evaluation, the master thread divides the population into equal-
sized chunks and distributes them to other threads. More
formally, considering a number t of threads (e.g., the number
of processors), the master will divide the population into
chunks of size p/t. Each thread will evaluate the fitness of
individuals in its chunk, effectively reducing the processing
time of fitness evaluation, which is usually the most time-
consuming step of the optimizer.

C. Codification and fitness

The fitness for the multi-objective model of the PSP is a
tuple (F1, F2, F3), where F1, F2, and F3 are the objectives
defined by the Expressions (1)-(3), respectively. The decoder
function is a function that will receive a coded solution
x = (x1, x2, x3, ..., xn), where n is the size of an encoded
chromosome, which is problem-specific, and each xi is in the
domain [0, 1]. The decoder should map this chromosome into
a problem-specific solution, which will then be evaluated by
the fitness function.
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In this work, two decoders are used in two different algo-
rithm executions. The first decoder, named fragment decoder,
takes an F = L/9-sized chromosome, with L being the amino
acid sequence length, and maps it into an angle list by inserting
fragments of size nine. Each of these fragments is a continuous
sequence of nine amino acids extracted from some known
protein structure.

For each amino acid in the protein to be predicted, 200
fragments of size nine were generated using the Robetta server
4. These fragments were predicted excluding homologous pro-
teins. As the fragments are size nine, each selected fragment
contributes nine pairs of × and È angles in the solution. The
torsion angles × and È are extracted from each fragment and
used to build the solution.

In the fragment decoder, each variable of the chromosome
x (candidate solution) is used to select a fragment from the list
of 200 fragments of an amino acid. The xi variable represents
a fragment fi that starts on the amino acid with position pi =
9× (i2 1)+1 in the protein sequence. The inserted fragment
fi is the one with position +200× xi, in the fragment list of
amino acid pi. Figure 3a shows the decoding process.

The second decoder, named residue decoder, takes an L-
sized chromosome y and maps it into an angle list by extract-
ing the × and È angles from each variable. The yi variable is
mapped into torsion angles ×i and Èi by using 14 digits as
scale, where the first 7 digits are used to generate ×i and the
remaining 7 are used to generate Èi. If Di = {d1, d2, ..., d7}
are the 7 digits used to generate ×i, the angle ×i can be
defined as ×i = 2180+360×r where r = 0.d1d2...d7 (the È
angle is defined similarly). Figure 3b exemplifies this decoding
process.

D. Predictor
The predictor first applies the MOBO with the fragment

decoder, MOBO/FRAG, to predict protein structures. This
algorithm will search the structure space using fragments,
generating valid low-resolution structures. Then, the MOBO
with the residue decoder, MOBO/RES, optimizes the initial
archive of solutions.

Using the archive from MOBO/FRAG as the initial pop-
ulation, the MOBO/RES can refine the results and increase
their resolution. The archive returned by the MOBO/RES is
the predicted set of protein structures. Then, a decision-making
step is applied to select the final predicted protein structure.
To accomplish that, the MUFOLD-CL method [30] is used to
cluster the final set.

The MUFOLD-CL works by first estimating potential clus-
ter representatives (center of a cluster) using a structural dif-
ference metric. These representatives are then used to cluster
the remaining structures, also using this metric. Finally, after
all clusters are formed, new representatives are selected for
each cluster using a structural similarity metric that is able
to describe more accurately the center of a cluster [30]. The
representative structure of the largest group is returned as the
predicted structure of the proposed method.

4http://old.robetta.org/

(a) Fragment decoder.

(b) Residue decoder.

Fig. 3: MOBO decoders

A diagram with a visualization of the complete predictor can
be seen in Figure 4. In this diagram, the primary input is the
amino acid sequence. The secondary structure, contact map,
and fragment information are generated from this sequence.
This information is used to feed the optimizer, which starts
with MOBO/FRAG method. This method generates an archive
of solutions, used as the initial population for the second
method, MOBO/RES. The output of the second method is the
optimizer output. This output is also an archive of solutions,
used as input for the clustering method MUFOLD-CL. The
final structure is then selected from the largest cluster found.

V. EXPERIMENTS, RESULTS & ANALYSIS

Table I shows the protein set employed in the experiments.
All proteins were taken from the RCSB database 5, with the
exception of proteins T0868, T0900, T0968s1, and T1010,
which were taken from the CASP competition 6. An amount
of 20 proteins with different sizes and different types of
secondary structures were selected.

The Root Mean Square Deviation (RMSD) metric was
utilized to measure the quality of the predicted structures.
The RMSD measures the distance of atoms between two
superimposed structures, with lower values indicating higher
similarity structures [31]. The distance is taken considering

5https://www.rcsb.org/
6https://predictioncenter.org/
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Fig. 4: Predictor

Protein Size Class
1ACW 29 αβ
1DFN 30 β
1ZDD 34 α
1I6C 39 β

2MR9 44 α
2P81 44 α
1AB1 46 αβ
1CRN 46 αβ
1ENH 54 α
1GB1 56 αβ

Protein Size Class
2KDL 56 α
1BDD 60 α
1ROP 63 α
1AIL 73 α
1HHP 99 β
T0900 106 β

T0968s1 119 αβ
1ALY 146 β
T0868 161 α
T1010 210 β

TABLE I: Proteins utilized in the experiments

the C³ atoms (protein backbone) and can be mathematically
defined as:

RMSD(÷a,÷b) =

��L
i=1 d(ai, bi)

2

L
(10)

where L is the number of residues (amino acids), ÷a and
÷b are two superimposed structures, and d(ai, bi) returns the
Euclidean distance (in angstroms) between the atoms ai and
bi. The best and average values (with standard deviation) were
measured for all proteins.

All the experiments were executed 20 times for statistical
validation. The proposed predictor was implemented using
C++17, and experiments were performed on an Ubuntu 18.04
system with an Intel Xeon E7-8860 @ 80x 2.26GHz and 1TB

RAM. The utilized system has a NUMA architecture [32]
with four nodes, each node with 20 cores (10 physical and
10 virtual).

The experiments were conducted using the number of
iterations Nit = 1000 and the population size p = 500. Both
MOBO/FRAG and MOBO/RES use the same values, resulting
in 1,000,000 fitness evaluations. However, the MOBO/RES
also defines the exploration diversity threshold as ¶ = 0.25.
This definition occurs to limit the exploration of new solutions
in the MOBO/RES, whose objective is to refine the solutions
found by the MOBO/FRAG. These parameters were empiri-
cally defined.

A. Predictor performance analysis

The first experiment compared the results obtained by
MOBO against the previous work [12]. The previous algorithm
has the same structure as MOBO, including the diversity
modifications, but uses static parameters defined before the
algorithm execution. The ANOVA test with 95% confidence
interval was performed to validate the statistical difference
between the result of the MOBO and the previous algorithm.
From the results obtained, both algorithms obtained statisti-
cally same results in all 20 proteins. As one objective of using
online parameter control strategies is to reduce the usability
complexity of the algorithm, the MOBO algorithm has an
advantage over the previous work with fewer parameters to be
adjusted. Therefore, the use of parameter control is validated
reducing the number of parameters to be tuned from 6 to
2. The only parameters that still need to be defined are the
number of iterations Nit and the population size p.

In the following, three types of results are analyzed consid-
ering the proposed MOBO predictor:

" Best value of the final archive: MOBOBEST ;
" Average value of the final archive: MOBOMEAN ; and
" Value from the structure selected with MUFOLD-CL:

MOBOCL.
This analysis was performed to verify the overall quality of

generated archive and the quality of the solution selected with
MUFOLD-CL. Although it is not expected that the decision-
maker will always select the best-generated structure, it should
at least select a structure with quality higher than the average
generated structure.

Comparisons with predictors from the literature were also
conducted, which can be seen in Table II. For the Rosetta de
novo protocol, the set of proteins was predicted locally. The
results of the other predictors were extracted directly from
their respective works.

The predictor proposed in [21] uses the MUFOLD-CL to
select a final solution from the optimized set of structures. In
[17], a hierarchical clustering method is used for this purpose.
In [18], a single final solution was not selected, using the best
solution generated by the algorithms for evaluation instead.

The overall results are shown in Table III. The table
compares each protein with the results of all methods. The
best and average values from other works were utilized, if
available. Missing results are marked with ’-’ in the table.
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The ANOVA test with 95% confidence interval was performed
to validate the statistical difference between the result of the
proposed predictor MOBO (with MUFOLD-CL) and the other
predictors. At the end of Table III, an extra row (B/S/W)
was added to summarize the result of this test. B represents
the number of proteins where the competing method was
statistically better than the proposed predictor, and the W is the
number of times where the competing method was statistically
worse than the proposed predictor. S is the number of proteins
where there was no statistical difference between the results
of the competing method and the proposed predictor.

TABLE II: Compared methods

Reference Algorithm Function evaluations
[21] MODE-K 100,000 (105)

[18]
NSGA-II

1,000,000 (106)GDE3
DEMO

[17] MOPSO 100,000 (105)
Rosetta de novo protocol 1,000,000 (106)

Proposal MOBO 1,000,000 (106)

Considering the best solution found on all executions, the
MOBO was able to generate the best solution for almost
all proteins except for 1ACW (Rosetta), 1GB1 (Rosetta),
1ZDD (DEMO), and 2P81 (MODE-K). The quality of the
solutions found using MUFOLD-CL was not far from the best
solution generated by the MOBO. It seems that, on average,
the distance between the best solution and the MUFOLD-CL
solution is between 1 and 3 Å.

Overall, the solutions selected by the MUFOLD-CL are
better than the other methods. The MOBO with MUFOLD-
CL selected better solutions most of the time when compared
with NSGA2, GDE3, DEMO, and Rosetta.

Considering the best and mean values of the MOBO, the
MUFOLD-CL was always worst than the best and almost
always similar to the mean. These results make sense, as the
MUFOLD-CL is a clustering method and selects as the final
result the center of the largest cluster. As this center is similar
to all the other structures of the cluster, and the largest cluster
is selected, it is expected that the results are close to the mean
of the final frontier.

1) Predicted structures visualization: The visualization of
the predicted structures can be seen in Figure 5. In this figure,
the best solution predicted by the MOBO with MUFOLD-CL
is in red, while the native structure is in blue. The structures
were overlapped using the ³-carbons. This overlap displays
the quality of the predicted structures.

It is possible to see that the ³-helices of the proteins
were accurately predicted, in general. This behavior can be
seen in the structures of 1AB1, 1BDD, 1CRN, 1ENH, 1GB1,
1ROP, 1ZDD, and 2MR9. However, for some ³ proteins, the
algorithm was unable to generate accurate helices. This can
be observed in 2KDL and 2P81, which are small ³ proteins
with poor predictions. This divergence of quality is probably
due to the secondary structure and contact map information
predicted for these proteins. If the input information has poor

quality, it is expected that the output structure will be equally
bad.

It is also possible to see in this visualization that one difficult
part is the prediction of ´-sheets. These structures are harder
to predict than the ³-helices, and proteins of the class ´
are usually the ones with the lowest prediction quality. This
difficulty can be observed both in simpler proteins, such as
1DFN, and in the more complex, such as 1ALY and 1HHP.

VI. CONCLUSION AND FUTURE WORK

The PSP problem is one of the most important open problem
in biology. As proteins are a core biological macromolecule,
understanding their structure and functionality is essential to
understanding complex biological processes. For this purpose,
computational methods are employed to build and simulate
protein structures.

Among possible methods to approach the PSP problem,
multi-objective optimization shows great potential. Being able
to simultaneously optimize multiple conflicting objectives,
these methods can optimize complex mathematical models.
Due to this, recent works in the literature have invested multi-
objective optimization for the PSP problem.

(a) 1AB1 (2.63Å) (b) 1ACW

(3.86Å)

(c) 1AIL (5.10Å) (d) 1ALY

(8.52Å)

(e) 1BDD

(3.24Å)

(f) 1CRN (1.86Å) (g) 1DFN

(3.55Å)

(h) 1ENH

(2.93Å)

(i) 1GB1 (1.94Å) (j) 1HHP (6.21Å) (k) 1I6C (3.77Å) (l) 1ROP (2.54Å)

(m) 1ZDD

(1.55Å)

(n) 2KDL

(10.07Å)

(o) 2MR9

(2.37Å)

(p) 2P81 (7.94Å)

(q) T0868

(4.16Å)

(r) T0900 (7.43Å) (s) T0968s1

(5.65Å)

(t) T1010

(14.90Å)

Fig. 5: Overlap of predicted and native figures. The predicted
structure is in red and the native structure is in blue.
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TABLE III: RMSD results. For each method, the best solution found (f7), mean value (x) and standard deviation (s) are
displayed. The best absolute f7 for each protein is set in bold.

Protein NSGA2 GDE3 DEMO MOPSO MODE-K Rosetta MOBOBEST MOBOMEAN MOBOCL

1AB1
f∗ - - - 9.80 7.38 4.90 2.17 4.72 2.63
x - - - - - 7.78 2.93 5.81 5.08
s - - - - - 1.20 0.46 0.75 1.61

1ACW
f∗ 3.81 3.63 3.82 - - 1.65 2.71 4.47 3.86
x 6.47 6.56 7.17 - - 5.48 3.90 5.55 5.29
s 1.58 1.72 1.81 - - 1.27 0.58 0.44 0.55

1AIL
f∗ 7.07 3.25 3.14 - - 6.26 3.84 5.96 5.10
x 10.30 6.77 7.40 - - 9.50 5.72 7.78 7.42
s 1.38 2.81 2.55 - - 1.98 0.89 0.81 1.31

1ALY
f∗ - - - - - 13.62 7.78 14.29 8.52
x - - - - - 16.51 11.29 17.29 14.59
s - - - - - 2.14 1.75 1.29 2.93

1BDD
f∗ - - - 5.64 4.98 5.27 2.79 3.76 3.24
x - - - - - 7.61 3.26 4.15 3.94
s - - - - - 1.60 0.19 0.29 0.59

1CRN
f∗ 6.23 5.13 6.32 7.57 - 4.91 1.65 3.53 1.86
x 9.24 9.62 9.31 - - 7.24 2.52 5.28 4.72
s 1.50 2.69 2.79 - - 1.02 0.45 1.04 2.08

1DFN
f∗ - - - - 7.00 5.48 2.68 4.49 3.55
x - - - - - 7.10 3.23 5.12 4.72
s - - - - - 0.68 0.34 0.57 1.05

1ENH
f∗ 6.84 3.10 4.29 8.92 7.80 3.66 1.94 3.29 2.93
x 10.14 8.09 7.47 - - 5.00 2.30 3.86 3.67
s 1.31 2.79 1.67 - - 1.03 0.26 0.33 0.62

1GB1
f∗ - - - - - 1.63 1.63 2.53 1.94
x - - - - - 2.92 2.45 3.38 2.94
s - - - - - 1.82 0.53 0.63 0.74

1HHP
f∗ - - - - - 11.32 4.28 8.83 6.21
x - - - - - 14.58 8.57 12.80 10.55
s - - - - - 1.28 2.26 1.93 2.63

1I6C
f∗ - - - 8.47 7.76 6.84 3.21 4.66 3.77
x - - - - - 8.31 3.74 5.37 5.32
s - - - - - 0.76 0.41 0.35 0.76

1ROP
f∗ 5.96 2.74 3.04 3.51 3.01 8.34 1.14 2.56 2.54
x 10.86 7.05 6.80 - - 11.01 1.63 3.56 3.18
s 1.85 2.07 1.61 - - 1.52 0.43 0.99 0.52

1ZDD
f∗ 3.47 1.79 1.19 2.15 2.50 2.99 1.31 1.54 1.55
x 6.04 4.05 4.01 - - 5.26 1.58 1.83 1.83
s 1.29 1.16 1.98 - - 1.06 0.18 0.22 0.21

2KDL
f∗ - - - 10.29 7.72 11.41 6.01 10.57 10.07
x - - - - - 12.98 8.55 11.26 11.13
s - - - - - 0.44 0.97 0.37 0.67

2MR9
f∗ 6.16 3.00 2.62 - - 2.21 1.66 2.41 2.37
x 8.29 7.09 7.21 - - 4.46 1.89 2.61 2.61
s 1.29 1.87 1.87 - - 2.62 0.20 0.12 0.18

2P81
f∗ 5.85 4.78 5.06 6.28 4.76 5.56 5.89 8.33 7.94
x 8.94 7.10 7.72 - - 7.97 7.12 9.08 8.94
s 1.30 1.34 1.44 - - 1.34 0.67 0.37 0.49

T0868
f∗ - - - - - 13.06 3.38 6.00 4.16
x - - - - - 15.26 5.20 8.82 6.90
s - - - - - 1.41 1.15 1.46 1.63

T0900
f∗ - - - - - 12.71 5.93 10.72 7.43
x - - - - - 15.07 7.39 12.21 9.40
s - - - - - 0.88 0.74 0.66 1.33

T0968S1
f∗ - - - - - 12.79 4.85 8.47 5.65
x - - - - - 15.78 6.50 11.43 8.93
s - - - - - 1.67 1.02 1.49 2.00

T1010
f∗ - - - - - 18.37 12.86 20.68 14.90
x - - - - - 21.13 14.36 22.50 19.46
s - - - - - 1.43 0.88 0.97 3.53

B/S/W 0/1/7 1/1/6 1/1/6 - - 1/3/16 20/0/0 0/14/6 -

The results obtained by the proposed approach demonstrated
that the predictor with the decision-making step is highly
competitive with other works from the literature. Although
the predictor is consistently able to predict ³-helices, the

prediction of ´-sheet is unstable, with proteins of the ´
class having considerably lower quality when compared with
proteins of the ³ class.

It is possible to define some improvements in the proposed
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work. Multiple predictors could be used to reduce the inac-
curacy of predicted information in the optimization. By using
the information of different predictors, it is possible the reduce
bias and combine the best information from each source.
This combination of multiple data sources may increase the
effectiveness of secondary structures and contact maps in the
prediction of tertiary structures.

Also, the prediction of ´ should be more thoroughly re-
searched. Other types of information could be added to the
optimization model with the objective of increasing the quality
of ´-sheets in protein predictions. By focusing on this weak
point, the overall effectiveness of the predictor should increase
not only for ´ proteins but also for all proteins in general.

Another line of work is to further improve the search
algorithm itself. This work presents a simple online parameter
control that is able to select reasonable values. However, more
complex techniques could be employed, such as the use of
fuzzy systems to incorporate expert information about the
problem that is being optimized. Also, local search could be
implemented to further specialize the proposed algorithm for
the optimization of protein structures.
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Abstract—This paper introduces the Team Orienteering Prob-
lem with Time Windows and Variable Profits (TOPWPVP), which
is a variant of the classical Orienteering Problem (OP) and an
NP-hard optimization problem. It consists in determining the
optimal route for a vehicle to traverse to deliver to a given set
of nodes (customers), where each node has a predefined time
window in which the service must start (in case this node is
visited), and the vehicle may spend an amount of time given
by a predefined interval so that the profit collected at this node
depends on the time spent. We first propose a mathematical
model for the TOPTWVP, then propose an algorithm based on
Iterated Local Search to solve modified benchmark instances.
The results show that our approach can solve difficult instances
with good quality.

I. INTRODUCTION

THE Orienteering Problem (OP) [1] is a combinatorial
optimization and integer programming problem whose

goal is to obtain the optimal route for a vehicle to traverse
to deliver to a given set of customers. The objective is to
maximize the total score collected from visited (selected)
nodes. The Team OP (TOP) [2] is one of the most studied
variants of the OP, where the route for several vehicles must
be computed. When a time window is established for each
node so that the service at a particular node has to start
within a predefined time window, a new variant, called (Team)
Orienteering Problem with Time Windows ((T)OPTW) [3],
is defined. Another variant is the orienteering problem with
variable profit (OPVP) [4] and its generalization, the team
orienteering problem with variable profit (TOPVP) [5]. In this
case, the profit collected at each node depends on the number
of times a node is visited or on the continuous amount of time
spent at a given node.

In this paper, we combine the TOPTW and the TOPVP to
come up with the Team Orienteering Problem with Time
Windows and Variable Profit (TOPTWVP). Specifically,
each node has a predefined time window in which the service
must start (in case this node is visited) and the vehicle may
spend an amount of time given by a predefined interval so that
the profit collected at this node depends on the time spent.

This extension of the TOPTW and the TOPVP is especially
interesting to applications of the vehicle routing problems

This work has been partially supported by the Spanish MINECO project
TIN2017-88476-C2-1-R, the AVI project SmartTur+ECO INNEST/2021/233
and the EU project TAILOR 952215.

such as the routing of a reconnaissance vehicle [6], which
has the option of staying longer at a location to gather more
information and the route planning may depend on time
windows when it is safer to perform this reconnaissance task;
or the the Tourist Trip Design Problems [7], where a longer
stay at a location may provide a higher satisfaction (profit) to
the visitor and the visits must be scheduled taking into account
the opening times of attractions. For example, the work in [8],
[9] and [10] use a modified version of the TOPTWVP which
allow the tourist to define some travel-style preferences, such
as if they prefer to visit a few or many places or if they prefer
to enjoy some free time during the trip. In order to consider
these travel-style preferences, each visit is assigned a duration
interval so that each visit finally takes the most appropriate
time to fit into the tourist preferences.

In general, TOPTWVP tries to model a more realistic
situation, where locations can only be visited within specific
time windows and where staying longer (also within a given
interval) may report a higher profit.

The main contributions of this paper are the following:
" We introduce a mathematical model for the TOPTWVP.
" Due to the limitation of solving large instances, we then

propose a heuristic based on Iterated Local Search (ILS).
" We perform experiments with the ILS algorithm on

instances for the Solomon benchmark.
" We compare the solutions with respect to several Key

Performance Indicators (KPIs): score, number of visits,
waiting time (idle time in the route), and execution time.

The remainder of this paper is as follows. The problem
description and the mathematical model is detailed in Section
II. Section III describes the proposed algorithm based on
ILS. Section IV reports numerical experiments performed on
benchmark instances. Finally, in Section V, we summarize the
main achievements and future works.

II. TOP WITH TIME WINDOWS AND VARIABLE PROFIT

The input values in the TOPTWVP are the following:
" a set of nodes N = {1, . . . , |N |}, where nodes 1 and |N |

represent the start and end nodes
" a number of routes M and total time budget per route

Tmax

" For each node i ∈ N :
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– a travel time tij from node i to j, known for all
vertices

– a non-negative profit Pi, i.e. the maximum profit
collected when visiting a node; P1 and P|N | are 0

– a time window [Oi, Ci], which indicates that a visit
to a node can only start during this time window

– a service time interval [minDi,maxDi], i.e. the
minimum and maximum amount of time that can
be spent at a node

The goal of the TOPTWVP is to determine M routes, each
limited by Tmax, that visit a subset of N within the respective
time windows, during a service time in the interval duration
and that maximize the total collected profit. The TOPTWVP
can be formulated as an integer programming model with the
following decision variables:

" xijm = 1, if in route m, a visit to node i is followed by
a visit to node j; 0, otherwise

" yim=1, if node i is visited in route m; 0, otherwise.
" sim is the start of the service at node i in route m
" dim is the service time (duration) at node i in route m

And the following constraints:

M�

m=1

|N |�

j=2

x1jm =

M�

m=1

|N |21�

i=1

xi|N |m = M (1)

M�

m=1

ykm ≤ 1; ∀k = 2, . . . , (|N | − 1) (2)

|N |21�

i=1

xikm =

|N |�

j=2

xkjm = ykm;

∀k = 2, . . . , (|N | − 1); ∀m = 1, . . . ,M (3)

Oi ≤ sim ≤ Ci; ∀i = 1, . . . , |N |; ∀m = 1, . . . ,M (4)

sim + dim + tij − sjm ≤ L(1− xijm);

∀i, j = 1, . . . , |N |; ∀m = 1, . . . ,M (5)

minDi ≤ dim ≤ maxDi; ∀m = 1, . . . ,M (6)

Constraints 1 establish that each route starts from node 1
and ends in |N |. Constraints 2 ensure that each node can only
be visited at most once in all routes. Constraints 3 ensure the
connectivity of each route. Constraints 4 force that the service
starts within the time window for each route. Constraints 5
ensure the timeline of the route (L is a large constant, that can
be equal to Tmax), explicitly considering the variable duration
of the service. Constraint 6 guarantees that the service time is
within the corresponding interval of duration.

Maximize
M�

m=1

|N |21�

i=2

Pidimyim (7)

The maximization function 7 establishes that the profit of
the final plan not only depends on whether a node is visited
or not but also it depends on how long a node is visited.
Without loss of generality, in this definition of the TOPTWVP,
we assume that each time unit spent at the node collects Pi.
Therefore, the total score of a visited node i results from the
product of the profit Pi and the time spent at a node dim (in
a route m).

Since the TOPTW and TOPVP are NP-hard, the TOPTWVP
is also NP-hard. Both dealing with time windows and with
an interval of possible service times makes this problem
harder to solve. We have performed some experiments (not
shown in this paper due to space restrictions) that prove that
our implementation of this mathematical model is able to
solve only small instances. Moreover, as some works referred
to in this paper also state, in general, variations of TOP
problems with a significant number of nodes are solved with
heuristic approaches, and exact algorithms are only feasible
for problems with a small number of nodes. For this reason,
the following section introduces a heuristic approach to solve
the TOPTWVP.

III. HEURISTIC APPROACH TO TOPTWVP

The more successful heuristic approaches for both the
TOPTW and TOPVP are based on the ILS algorithm
([11],[12],[5]). Specifically, in this work, we take the ILS
implementation for solving the TOPTW given in [11] and [12]
and adapt some steps in order to consider the variable profit.

The general scheme of the ILS is shown in Algorithm
1. In a nutshell, this algorithm constructs an initial feasi-
ble solution (Construction), which is further improved by
Iterated Local Search (ILS). ILS comprises the components
LocalSearch,Perturbation and AcceptanceCriterion. We refer
the reader to [11] and [12] for further details in the ILS imple-
mentation. In this section, we only focus on the modifications
introduced to solve the specific TOPTWVP.

Apart from the input data and decision variables detailed in
the previous section, we also keep the following data for each
node, to reduce the time devoted to checking the feasibility of
a route, thus making the algorithm more efficient [11]:

" arriveim: arriving time to a node. If arriveim ∈
[Oi, Ci], then the arriving time and the start time sim
take the same value.

" waitim: waiting time to visit a node because the arriving
time arriveim is previous to the opening time Oi.

" MaxShiftim: maximum time that a visit can be delayed
so that the route is still feasible, i.e. it keeps track of
how much a certain visit can be shifted in time, without
violating any time window in the route.

Regarding the Construction process, the first solution only
contains the start node or depot, as initial and final nodes.
Then, a set F with all feasible candidate nodes that can be
visited is generated. All possibilities of inserting an unsched-
uled node in position p of route m are examined. To check
the feasibility of inserting node j between nodes i and k, we
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Algorithm 1 ILS(N,M)

1: S0 ← Construction(N,M)
2: S0 ← LocalSearch(S0, N

7, N 2,M)
3: S7 ← S0

4: NoImprovement← 0
5: while TimeLimit has not been reached do
6: S0 ← Perturbation(S0, N

7, N 2,M)
7: S0 ← LocalSearch(S0, N

7, N 2,M)
8: if S0 better than S7 then
9: S7 ← S0

10: NoImprovement← 0
11: else
12: NoImprovement← NoImprovement+ 1
13: end if
14: if (NoImprovement + 1) MOD ThresholdImpr = 0

then
15: S0 ← S7

16: end if
17: end while
18: return S7

compute Shiftjm, which is time added or reduced when a
new node is inserted or removed in a route:

Shiftjm = tij + waitjm + djm + tjk − tik

where: waitjm = max(0, Oj−arrivejm) and arrivejm =
sim + dim + tij . Therefore, it is feasible to insert a node j
between nodes i and k in route m if Shiftjm <= waitkm +
MaxShiftkm. In the TOPTWVP, the service time djm is not
a value known a priori. Therefore, to perform the calculations
above, it is necessary to compute an estimate of the service
time, which is based on using all the available time without
causing infeasibility in the route:

djm = max(minDj ,min(maxDj ,MS2)), where :

MS2 = waitkm +MaxShiftkm − tij − waitjm − tjk + tik

The set F contains all the feasible candidate nodes; one of
these nodes i is selected according to the attractiveness of the
insertion, which is computed as P 2

i /Shifti. Once a node i is
selected, it is inserted in the corresponding route and position,
and S0, N 2, and N7 are updated accordingly. The service time
dim for the selected node is set to the estimate computed
above. Consequently, the value of arrivejm, waitjm, sjm,
Shiftjm and MaxShiftjm of the subsequent nodes is also
updated. Additionally, MaxShiftjm of the previous nodes
is also recomputed. The construction process of the first
solution is terminated when F = ∅, that is, when no more
feasible candidate nodes are found. This solution will be
further improved by the ILS.

Our LocalSearch procedure is composed by the same six
local search moves described in [12], and we add a new move
that modifies the service time of some nodes. These seven
local search moves are applied in three stages. The first stage
contains the moves Swap1, Swap2, 2-Opt and Move which

Algorithm 2 IncreaseServiceTime(S0,M)

1: for each route m ∈M do
2: while ∃i : MaxShiftim > 0 do
3: G = {i : MaxShiftim > 0}
4: for i ∈ G do
5: ∆im ← min(MaxShiftim,maxDi − dim)
6: end for
7: n7 = argmax"i*G(Pi ∗∆im)
8: dn∗m ← dn∗m +∆n∗m

9: for each node j in route m: sjm > sn∗m do
10: Update(arrivejm, sjm, Shiftjm,MaxShiftjm)
11: end for
12: for each node k in route m: skm <= sn∗m do
13: Update(MaxShiftkm)
14: end for
15: end while
16: end for
17: return S0

restructure the current solution trying to decrease the travel
total cost, thus increasing the unused time budget.

The second stage, named IncreaseServiceTime, con-
sists of a new move aiming to enlarge some nodes’ service
time, thus increasing the total score. Specifically, Algorithm
2 is applied. Once the first stage has been executed, and at
least one move has been applied, a restructured solution with
an increased unused time budget is obtained; that is, some
idle time can be used to increase the service time of specific
nodes. Therefore, our aim at this moment is to find a node
whose service time can be enlarged and, consequently, the
solution profit improves. Algorithm 2 describes this process.
For each route, we build the set G with the nodes whose
service time can be increased (line 3) because they have a
positive MaxShift. Then, this increment in the service time is
computed for each node in G (lines 4-6), and the node n7

with the highest increment in the score is selected (line 7).
The new service time dn∗m is computed and, hence, the value
of arrivejm, waitjm, sjm, Shiftjm and MaxShiftjm of
the subsequent nodes and the value of MaxShiftjm of the
previous nodes are also recomputed.

The third stage in the LocalSearch procedure contains
the moves Insert and Replace, focused on increas-
ing the profit. Finally, for both the Perturbation and
AcceptanceCriterion components of ILS, in our implemen-
tation, we follow the same scheme as [12].

IV. EXPERIMENTS

This section shows the experiments performed in order
to validate our algorithm to solve the TOPTWVP prob-
lem for m = 1 and m = 2. A set of 56 TOPTW
Solomon (set c) instances of vehicle routing problems with
time windows were selected (https://unicen.smu.edu.sg/oplib-
orienteering-problem-library) and adapted to the TOPTWVP
by adding the interval of service time; in particular, minD

was set to the service time indicated in the original problems,
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whereas maxD is set to minD + 30. For comparison, we
have executed a TOPTW implementation with the original
Solomon instances (where the service time coincides with
minD), denoted as Min and with these same instances where
the service time is set to maxD, denoted as Max. Table I show
the results for score, number of visited nodes, waiting time and
execution time for one and two routes, when executing the two
baselines Min and Max and our implementation Var; columns
under AVG show the average value among the ten runs of our
ILS solving the TOPTWVP for each instance and columns
under MAX show the maximum value of these ten runs.

For the score, in the case of the AVG results, Max obtains
a higher score in 21 instances for one route and 25 for two
routes. On average, Var obtains a higher score than Max with
one route, whereas Max gets a better score than Var with two
routes (although the difference is smaller). Regarding MAX
results, the solution with Var is the one that provides the
highest score in many problems, except in 16 instances out
of 56 for one route and 24 for two routes, where Max obtains
a higher score. Min is always quite far from the other two
approaches, as expected.

Regarding the number of visits, the Var approach (almost)
always include few more visits in the routes for instances
solved with one and two routes. In the case of Max, fewer
nodes tend to be incorporated as they have a longer duration.

The waiting time is defined as the sum of the waiting time
of all visits, that is, the idle time in the routes. Var obtains
routes with less waiting time than Max for one route: for
AVG results, Var obtains routes with less waiting time in
26 instances versus 14 instances where Max obtains routes
with less waiting time. However, for two routes, the results
are more similar (26 versus 24 instances). Looking into the
individual solutions, we have observed that, in many cases,
this worsening of the waiting time is due to an improvement
in the score, because the maximization function only considers
the score and not the waiting time. That is, it is prioritized to
include shorter visits that provide a higher score, although it
may imply having idle time in the route waiting for the start
time of the time window.

The execution time corresponds to the time required to find
the best solution, although each execution takes all the given
time. It can be observed that Var always needs longer to obtain
a solution since an additional dimension is being introduced
by having to work with an interval for the duration of the
service time. This makes the problem more complicated, and
it is reflected in the time needed to find a solution.

V. CONCLUSIONS

This paper has introduced the Team OP with Time Windows
and Variable Profits where each node has a predefined time
window in which the service must start (if visited), and the
vehicle may spend an amount of time given by a predefined
interval so that the profit collected at this node depends on
the time spent. We have proposed a mathematical model
for solving the TOPTWVP, and an ILS algorithm to solve
modified benchmark instances. The results show that our

Score Num. Visits Wating Time Exec. Time

AVG m=1 m=2 m=1 m=2 m=1 m=2 m=1 m=2
Min 21039,39 34748,93 24,34 47,81 6,77 9,04 485,39 615,44
Max 26523,71 46150,14 11,69 23,29 5,97 6,75 269,83 513,86
Var 26813,11 46031,54 12,63 25,44 3,60 7,43 701,07 792,21

MAX m=1 m=2 m=1 m=2 m=1 m=2 m=1 m=2
Min 21316,07 35104,82 24,34 48,58 4,31 6,88 562,30 679,10
Max 26907,86 46726,43 11,69 23,80 4,64 5,20 339,02 547,01
Var 27330,80 46948,29 12,71 25,75 2,94 7,26 715,62 760,83

TABLE I: Summary of score, number of visits, waiting time
and execution time of the ILS algorithm with Min, Max and
Var for m = 1 and m = 2

approach can solve difficult instances with good quality. When
compared with two baselines Min and Max, our approach is,
in general, obtaining better scores and also better values in
other KPIs, such as the number of visits and the waiting time.

As future work, we are developing new procedures to
handle the variable profit with the aim of improving the
execution time. Moreover, we are working on a new variant
of TOPTWVP that allows defining a custom waiting time so
that it can also be considered in the optimization function.
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Abstract—In this paper, we investigate a subcaterpillar isomor-
phism that is a problem, for a rooted labeled caterpillar P and
a rooted labeled tree T , of determining whether or not there
exists a subtree in T which is isomorphic to P . Then, we design
two algorithms to solve the subcaterpillar isomorphism for a
caterpillar P and a tree T in (i) O(p+ tDhσ) time and O(Dh)
space and in (ii) O(p + tDσ) time and O(D(h + H)) space,
respectively. Here, p is the number of vertices in P , t is the
number of vertices in T , h is the height of P , H is the height
of T , σ is the number of alphabets for labels and D is the
degree of T . Furthermore, we give experimental results of the
two algorithms for artificial data and real data.

I. INTRODUCTION

THE PATTERN matching for tree-structured data such as
HTML and XML documents for web mining or DNA

and glycan data for bioinformatics is one of the fundamental
tasks for information retrieval or query processing. As such
pattern matching for rooted labeled unordered trees (a tree, for
short), a subtree isomorphism is the problem of determining,
for a pattern tree P and a text tree T , whether or not there
exists a subtree of T which is isomorphic to P . It is known
that the subtree isomorphism can be solved in O(p1.5t/ log p)
time [10], where p is the number of vertices in P and t is the
number of vertices in T . On the other hand, it cannot be solved
in O(t22ε) time for every ε (0 < ε < 1) under SETH [1].

In this paper, we focus on subcaterpillar isomorphism
that is a subtree isomorphism when P is a rooted labeled
caterpillar (a caterpillar, for short) (cf., [3]). The caterpillar is
an unordered tree transformed to a rooted path after removing
all the leaves in it. The caterpillar provides the structural
restriction of the tractability of computing the edit distance [8]
and inclusion problem [7] for unordered trees.

It is known that the problem of computing the edit distance
between unordered trees is MAX SNP-hard [11]. This state-
ment also holds even if two trees are binary, the maximum
height is at most 3 or the cost function is the unit cost func-
tion [2], [4]. On the other hand, we can compute the edit dis-
tance between caterpillars in O(n+H2σ3) time in the general
cost function and O(n+H2σ) time under the unit cost func-
tion, where n is the total number of vertices of the two caterpil-
lars, H is the maximum height of the two caterpillars and σ is

the number of alphabets for labels in the two caterpillars [8]1.
It is known that the inclusion problem of determining

whether or not a text tree T achieves to a pattern tree P by
deleting vertices in T is NP-complete [6]. This statement also
holds even if P is a caterpillar [6]. On the other hand, if
both P and T are caterpillars, then we can solve the inclusion
problem in O(p+ t+ (h+H)σ) time, where h is the height
of P and H is the height of T [7]2.

In this paper, we design two algorithms to solve the sub-
caterpillar isomorphism in (i) O(p+ tDhσ) time and O(Dh)
space and (ii) O(p + tDσ) time and O(D(h + H)) space,
respectively. Here, D is the degree of T . Since there may
exist many matching positions that match P in T when P
is much smaller than T , the above algorithms also output all
of such positions. Hence, under the assumption that p < t,
h j t and h < H , the algorithm (i) runs in O(tDσ) time and
O(Dh) space and the algorithm (ii) runs in O(tDσ) time and
O(DH) space.

Note that both algorithms do not use the maximum cardi-
nality matching algorithm for bipartite graphs [5], which is
essential for the subtree isomorphism algorithm [10]. Also we
cannot apply the proof of the SETH-hardness in [1] when a
pattern tree P is a caterpillar.

Furthermore, by implementing the algorithms (i) and (ii),
we give experimental results of the two algorithms for ar-
tificial data and real data. Then, we confirm that, whereas
the algorithm (ii) is faster than the algorithm (i) as same as
the theoretical results for artificial data of which number of
matching positions is large, the algorithm (i) is faster than the
algorithm (ii) for real data.

II. PRELIMINARIES

A tree is a connected graph without cycles. For a tree T =
(V,E), we denote V and E by V (T ) and E(T ). We sometimes

1The time complexity represented in [8] is O(H2λ3) time and O(H2λ)
time, where λ is the maximum number of leaves in the two caterpillars.
Since O(λ3) and O(λ) in them are corresponding to the time complexity
of computing the multiset edit distances under the general and the unit cost
functions (cf. [9]), we can replace λ with σ, by storing the labels occurring
in the leaves. Also, in order to compare the time complexity of this paper, we
add O(n) as the initialization of the algorithm, containing the above storing.

2The time complexity represented in [7] is O((h + H)σ) time. In order
to compare the time complexity of this paper, we add O(p + t) as the
initialization of the algorithm.
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denote v * V (T ) by v * T . A rooted tree is a tree with one
vertex r chosen as its root, which we denote by r(T ).

For each vertex v in a rooted tree with the root r, let UPr(v)
be the unique path from v to r. The parent of v( ;= r), which
we denote by par(v), is its adjacent vertex on UPr(v) and
the ancestors of v( ;= r) are the vertices on UPr(v) \ {v}. We
denote u < v if v is an ancestor of u, and we denote u f v
if either u < v or u = v. The parent and the ancestors of the
root r are undefined. We say that u is a child of v if v is the
parent of u, and u is a descendant of v if v is an ancestor
of u. We denote the set of all children of v by ch(v). Two
vertices with the same parent are called siblings. A leaf is
a vertex having no children and we denote the set of all the
leaves in T by lv(T ). We call a vertex that is not a leaf an
internal vertex.

For a rooted tree T = (V,E) and a vertex v * T , the
complete subtree of T at v, denoted by T (v), is a rooted tree
S = (V 2, E2) such that r(S) = v, V 2 = {w * V | w f v}
and E2 = {(u,w) * E | u,w * V 2}.

The height h(v) of a vertex v is defined as |UPr(v)| 2 1
and the height h(T ) of T is the maximum height for every
vertex v * T . The degree d(v) of a vertex v is the number of
the children of v, and the degree d(T ) of T is the maximum
degree for every vertex in T .

We say that a rooted tree is ordered if a left-to-right order
among siblings is given; Unordered otherwise. For a fixed
finite alphabet Σ, we say that a tree is labeled over Σ if each
vertex is assigned a symbol from Σ. We denote the label of a
vertex v by l(v), and sometimes identify v with l(v). In this
paper, we call a rooted labeled unordered tree over Σ a tree,
simply.

In this paper, we often represent a rooted labeled unordered
tree as a rooted labeled ordered tree under a fixed order of
siblings. Then, for a rooted labeled ordered tree T , a vertex
v in T and its children v1, . . . , vi, the postorder traversal of
T (v) is obtained by first visiting T (vk) (1 f k f i) and then
visiting v. The postorder number of v * T is the number of
vertices preceding v in the postorder traversal of T .

Definition 1: Let T and S be trees.
1) We say that T is a subtree of S, denoted by T ¯ S, if T

is a tree such that V (T ) ¦ V (S) and E(T ) = {(v, w) *
E(S) | v, w * V (T )}.

2) We say that T and S are isomorphic, denoted by T c S,
if T ¯ S and S ¯ T .

3) We say that T is a subtree isomorphism of S, denoted by
T ¶ S, if there exists a tree S2 ¯ S such that T c S2.

In this paper, we deal with a subtree isomorphism problem
of P for T whether or not P ¶ T for trees P and T . We
call P a pattern tree and T a text tree. Then, the following
theorem holds.

Theorem 1 (Shamir & Tsur [10]): Let P and T be trees
where p = |P | and t = |T |. Then, the problem of determining
whether or not P ¶ T is solvable in O(p1.5t/ log p) time.

As the restricted form of trees, we introduce a rooted labeled
caterpillar (a caterpillar, for short) as follows.

Definition 2: We say that a tree is a caterpillar (cf. [3]) if
it is transformed to a rooted path after removing all the leaves
in it. For a caterpillar C, we call the remained rooted path a
backbone of C and denote it by bb(C).

It is obvious that r(C) = r(bb(C)) and V (C) =
V (bb(C)) * lv(C) for a caterpillar C, that is, every vertex
in a caterpillar is either a leaf or an element of the backbone.

III. ALGORITHMS FOR SUBCATERPILLAR ISOMORPHISM

In this section, we focus on a subcaterpillar isomorphism
that is a subtree isomorphism when P is a caterpillar. In other
words, we focus on the problem of whether or not P ¶ T for
a caterpillar P and a tree T . Throughout of this section, we
refer p = |P |, t = |T |, h = h(P ), H = h(T ), D = d(T ) and
σ = |Σ|.

For a pattern caterpillar P , we refer the backbone of P
to a sequence ïv1, . . . , vnð such that (vi, vi+1) * E(P ) and
vn = r(P ). We denote the children of vi by ch(vi).

On the other hand, for a text tree T , we refer the vertices in
T to w1, . . . , wm in postorder traversal. We denote the height
of wj by h(wj) and the set of children of wj by ch(wj).

Let P be a pattern caterpillar and T a text tree such that
P ¶ T . Also let P 2 ¯ T be a subcaterpillar in T such that
P c P 2 and bb(P 2) = ïv21, . . . , v2nð, where v2n = r(P 2). Then,
we call the postorder number j such that v21 = wj in T a
matching position of P in T .

Example 1: Consider a pattern caterpillar P and a text tree
T in Figure 1. Here, the number assigned to every vertex in T
denotes the postorder number. Also vi denotes the backbone.
Then, {6, 8, 16} is the set of all the matching positions of P
in T . The corresponding backbones to P in T are ï6, 8, 9ð,
ï8, 9, 18ð and ï16, 17, 18ð.

a v3

b a v2

b a v1

a c b

a 18

a 9

b 1 a 8

b 2 a 6

a 3 b 4 c 5

c 7

b 10 a 17

b 11 c 12 a 16

a 13 b 14 c 15

P T

Fig. 1. A pattern caterpillar P and a text tree T in Example 1.

To design the algorithm to determine subcaterpillar isomor-
phism, we use a multiset of labels in order to compare two sets
of vertices. A multiset on Σ is a mapping S : Σ ³ N. For a set
V of vertices, we denote the multiset of labels occurring in V
by �V . Then, it is necessary for the subcaterpillar isomorphism
to check whether or not �ch(vi) ¦ �ch(wj) for vi * bb(P ) and
wj * T . It is realized to check

�
�ch(vi)

�
(a) f

�
�ch(wj)

�
(a)

for every a * Σ in O(σ) time (cf. [9]).
Then, we design the algorithm SUBCATISO in Algorithm 1

to determine whether or not P ¶ T . Here, the algorithm
SUBCATISO output all of the matching positions if P ¶ T .
Then, it holds that no matching point is output if P ;¶ T .
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procedure SUBCATISO(P, T )
/* P : caterpillar such that bb(P ) = ïv1, . . . , vnð */
/* T : tree consisting of vertices w1, . . . , wm in postorder
traversal */
for i = 1 to n2 1 do match[i]± ';1
for j = 2 to m do2

if h(wj−1) = h(wj) + 1 then3
/* wj = par(wj−1) */
for i = n2 1 downto 1 do4

if match[i] ;= ' then5
foreach k * match[i] do6

if h(wk) = h(wj) + i then7
/* wj = par(wk) */
match[i]± match[i] \ {k};8
if l(vi+1) = l(wj) and9
�ch(vi+1) ¦ �ch(wj) then

if i+ 1 = n then output k;10
else11

match[i+ 1]±12
match[i+ 1] * {k};

if l(v1) = l(wj) and �ch(v1) ¦ �ch(wj) then13
if n = 1 then output j;14
else match[1]± match[1] * {j};15

Algorithm 1: SUBCATISO.

Example 2: We apply the algorithm SUBCATISO to the
pattern caterpillar P and the text tree T in Example 1 in
Figure 1. The if-sentence in line 3 works just internal vertices.

1) For j = 6, since l(v1) = a = l(w6) and �ch(v1) =

{a, b, c} = �ch(w6), 6 is stored to match[1] and then
match[1] = {6}.

2) For j = 8, since match[1] ;= ', set k to 6 * match[1].
Since h(w6) = 3 = h(w8) + 1, match[1] is changed
to '. Since l(v2) = a = l(w8) and �ch(v2) = {a, b} ¦
�ch(w8), 6 is stored to match[2] and then match[2] =

{6}. Also since �ch(v1) = {a, b, c} = �ch(w8), 8 is stored
to match[1] and then match[1] = {8}.

3) For j = 9, since match[2] ;= ', set k to 6 * match[2].
Since h(w6) = 3 = h(w9) + 2, match[2] is changed
to '. Since l(v3) = a = l(w9) and �ch(v3) = {a, b} =
�ch(w9), 6 is output. Also since match[1] ;= ', set k

to 8 * match[1]. Since h(w8) = 2 = h(w9) + 1,
match[1] is changed to '. Since l(v2) = a = l(w9)

and �ch(v2) = {a, b} ¦ �ch(w8), 8 is stored to match[2]
and then match[2] = {8}.

4) For j = 16, since �ch(v1) = {a, b, c} = �ch(w16), 16 is
stored to match[1] and then match[1] = {16}.

5) For j = 17, since match[1] ;= ', set k to 16 * match[1].
match[1] is changed to '. Since l(v2) = a = l(w17) and
�ch(v2) = {a, b} ¦ �ch(w17), 16 is stored to match[2]
and then match[2] = {8, 16}.

6) For j = 18, since match[2] ;= ', set k to 8 and 16.
For k = 8, since h(w8) = 2 = h(w18) + 2, match[2]

is changed to {16}. Since l(v3) = a = l(w18) and
�ch(v3) = {a, b} ¦ �ch(w18), 8 is output. Also, for
k = 16, since h(w16) = 2 = h(w18) + 2, match[2]
is changed to '. As the same reason, 16 is output.

Hence, the set of all the matching positions of P in T is
{6, 8, 16}. As summarising, Table I illustrates the transition of
match[i] for the algorithm SUBCATISO.

TABLE I
THE TRANSITION OF match[i] FOR THE ALGORITHM SUBCATISO.

j = 6 j = 8 j = 9 j = 16 j = 17 j = 18

match[1] 6 8 ∅ 16 ∅ ∅
match[2] ∅ 6 8 8 8, 16 ∅
output 6 8, 16

Theorem 2: Let P be a caterpillar and T a tree. Then, the
algorithm SUBCATISO correctly outputs all of the matching
positions of P in T in O(p+ tDhσ) time and O(Dh) space.

Proof: First, we show the correctness of the algorithm
SUBCATISO. The matching point of P in T is the internal
vertices of T . Then, the algorithm SUBCATISO first stores
the candidate j of the matching point corresponding to v1

to match[1] if l(v1) = l(wj) and �ch(v1) ¦ �ch(wj) (line 14).
Then, for the current j, the algorithm SUBCATISO removes
the candidate k from match[i] if wj is an ancestor of wk

(line 8) and stores k to match[i + 1] if l(vi+1) = l(wj),
�ch(vi+1) ¦ �ch(wj) and i < n21 (line 12). If i = n21, then

the algorithm SUBCATISO outputs k (line 10).
Hence, every output k at line 10 satisfies that l(vi) =

l(par i21(wk)) and �ch(vi) = �ch(par i21(wk)) for every i (1 f
i f n), where par0(v) = v and par i+1(v) = par(par i(v)).
As a result, the algorithm SUBCATISO outputs all of the
matching points of P in T .

Next, consider the complexity of the algorithm SUBCATISO.
As prepossessing, it is necessary to store ch(vi) for vi in P and
ch(wj) for internal vertex wj in T in O(p) time and O(t) time,
respectively. Also it is necessary to initialize match in O(h)
time. For the for-loop between lines 2 and 12 in the algorithm
SUBCATISO, the line 3 works at just internal vertices in T .
Since n = h and |match[i]| f D (1 f i f n21), the foreach-
loop between lines 6 and 12 is iterated at most O(hD) times.
Since we can check �ch(vi+1) ¦ �ch(wj) in O(σ) time, the
algorithm SUBCATISO executes the foreach-loop is O(hDσ)
time. Then, the for-loop is executed in O(tDhσ) time. Hence,
the total running time of the algorithm SUBCATISO is O(p+
t + h + tDhσ) = O(p + tDhσ) time. The total space is the
space spent by the array match[i] for every i (1 f i f n21),
which is bounded by O(Dh).

In order to reduce the searching time in match[i] for every
i (1 f i f n 2 1) of the algorithm SUBCATISO, we design
another algorithm SUBCATISO2 in Algorithm 2.

The main difference between the algorithms SUBCATISO
and SUBCATISO2 is that the index i accessed to the array
match is determined by height [hj21] without accessing to
match[i] for every i (1 f i f n2 1).
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procedure SUBCATISO2(P, T )
/* P : caterpillar such that bb(P ) = ïv1, . . . , vnð */
/* T : tree consisting of vertices w1, . . . , wm in postorder
traversal */
for i = 1 to n do match[i]± ';1
for j = 1 to m do current(j)± 0;2
for h = 1 to h(T )2 1 do height [h]± ';3
for j = 2 to m do4

hj ± h(wj); hj−1 ± h(wj−1);5
if hj−1 = hj + 1 then6

/* wj = par(wj−1) */
foreach k * height [hj−1] do7

height [hj−1]± height [hj−1] \ {k};8
if h(wk) = hj + current(k) then9

/* wj = par(wk) */
i± current(k);10
match[i]± match[i] \ {k};11
current(k)± 0;12
if l(vi+1) = l(wj) and13
�ch(vi+1) ¦ �ch(wj) then

if i+ 1 = n then output k;14
else15

match[i+ 1]±16
match[i+ 1] * {k};
height [hj ]± height [hj ] * {k};17
current(k)± i+ 1;18

if l(v1) = l(wj) and �ch(v1) ¦ �ch(wj) then19
if n = 1 then output j;20
else21

match[1]± match[1] * {j};22
height [hj ]± height [hj ] * {j};23
current(j)± 1;24

Algorithm 2: SUBCATISO2.

Example 3: We apply the algorithm SUBCATISO2 to the
pattern caterpillar P and the text tree T in Example 1 in
Figure 1. Then, Table II illustrates the transitions of match[i]
and height [j] for the algorithm SUBCATISO2.

TABLE II
THE TRANSITIONS OF match[i] AND height [j] FOR THE ALGORITHM

SUBCATISO2.

j = 6 j = 8 j = 9 j = 16 j = 17 j = 18

match[1] 6 8 ∅ 16 ∅ ∅
match[2] ∅ 6 8 8 8, 16 ∅
output 6 8, 16

height [1] ∅ ∅ 8 8 8, 16 ∅
height [2] ∅ 6, 8 ∅ 16 ∅ ∅
height [3] 6 ∅ ∅ ∅ ∅ ∅

1) For j = 6, by lines 3 and 13, 6 is stored to match[1]
and height [3], and current(6) is set to 1.

2) For j = 8, by lines 6 and 7, 6 is selected as k *
height [3]. Since h(w6) = 3 = 2+1 = h8+ current(6),
6 is deleted from match[1]. By line 13, 6 is stored to
match[2] and height [2], and current(6) is set to 2.
By line 18, 8 is stored to match[1] and height [2], and

current(8) is set to 1.
3) For j = 9, by lines 6 and 7, 6 and 8 are selected as

k * height [2]. For k = 6, by line 9, i is set to 2 =
current(6) and 6 is deleted from match[2]. By lines 13
and 14, 6 is output. Also, for k = 8, by line 9, i is
set to 1 = current(8) and 8 is deleted from match[1].
By line 13, 8 is stored to match[2] and height [1], and
current(8) is set to 2.

4) For j = 16, by lines 3 and 13, 16 is stored to height [2]
and match[1], and current(16) is set to 1.

5) For j = 17, by lines 6 and 7, 16 is selected as k *
height [2]. By line 9, i is set to 1 = current(16) and
16 is deleted from match[1]. By line 13, 16 is stored to
match[2] and height [1], and current(8) is set to 2.

6) For j = 18, by lines 6 and 7, 8 and 16 are selected
as k * height [1]. For k = 8, by line 9, i is set to
2 = current(8) and 8 is deleted from match[2]. By lines
13 and 14, 8 is output. Also, for k = 16, by the same
reason, 16 is output.

Theorem 3: Let P be a caterpillar and T a tree. Then, the
algorithm SUBCATISO2 correctly outputs all of the matching
positions of P in T in O(p + tDσ) time and O(D(h +H))
space.

Proof: The difference between the algorithms SUB-
CATISO and SUBCATISO2 is the usage of current and height
without accessing to match[i] for every i (1 f i f n2 1).

For the selected k * height [hj21] at line 7, current(k) is
the already processed index i as vi (1 f i f n 2 1). Then,
if wk satisfies the condition at line 13, then current(k) is
updated to i+ 1 at line 17.

On the other hand, for the current j in the for-loop at
line 4 and for k * height [hj21] at line 7, k is deleted
from height [hj21] at line 8. If h(wk) = hj + current(k)
at line 9, then hj is the corresponding height to vi such that
i = current(k). Then, k determines the index i at line 10 to
access the array match[i]. Furthermore, if vi+1 satisfies the
condition at line 13, then k is stored to match[i + 1] and
height [hj ], and current(k) is updated to i+ 1.

Hence, the algorithm SUBCATISO2 correctly accesses the
array match[i] for every i (1 f i f n 2 1). Then, by
Theorem 2, the algorithm SUBCATISO2 is correct.

Next, consider the complexity of the algorithm SUB-
CATISO2. The prepossessing time is O(p + t) from the
proof of Theorem 2. It is necessary to initialize current(j)
and height [h] in O(t) and O(H), respectively. The foreach-
loop between lines 7 and 18 is iterated in O(D) time since
|height [hj21]| f D, and then the foreach-loop is executed
to O(Dσ) time. Since the for-loop between lines 4 and 22 is
executed to m = t time, the total running time of the algorithm
SUBCATISO2 is O(p+ t+ t+H + tDσ) = O(p+ tDσ). The
total space of the algorithm SUBCATISO2 is the space spent
by the arrays match[i] for every i (1 f i f n 2 1) and
height [h] for every h (1 f h f h(T )2 1), which is bounded
by O(D(h+H)).

Theorems 2 and 3 imply the following corollary.
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Corollary 1: Let P be a caterpillar and T a tree such that
p < t, h j t and h < H . Then, the algorithm SUBCATISO
determines whether or not P ¶ T in O(tDσ) time and O(Dh)
space. Also the algorithm SUBCATISO2 determines whether or
not P ¶ T in O(tDσ) time and O(DH) space.

IV. EXPERIMENTAL RESULTS

In this section, we give experimental results of the algo-
rithms SUBCATISO and SUBCATISO2 for both the artificial
data and the real data. Here, the computer environment is
that OS is Ubuntu 18.04.4, CPU is Intel Xeon E5-1650
v3 (3.50GHz) and RAM is 3.8GB.

A. Artificial data

First, in order to investigate the efficiency of the algorithm
SUBCATISO2, we adopt a binary caterpillar Pk with height
k and the unique label, which is a caterpillar such that every
internal vertex has just two children, and a complete binary
tree T2k with height 2k and the unique label, which is a tree
such that every internal vertex has just two children and the
height of every leaf is just 2k. It is obvious that Pk ¶ T2k.

Note that the algorithm SUBCATISO2 is more efficient than
the algorithm SUBCATISO when the number of the matching
points of P in T are large. Then, Table III illustrates the
running time of the algorithms SUBCATISO and SUBCATISO2
for Pk and T2k and the number (#match) of matching points
of Pk for T2k for 4 f k f 11.

TABLE III
THE RUNNING TIME (MSEC.) OF THE ALGORITHMS SUBCATISO AND

SUBCATISO2 FOR Pk AND T2k AND THE NUMBER (#MATCH) OF
MATCHING POINTS OF Pk FOR T2k FOR 4 ≤ k ≤ 11.

Pk T2k SUBCATISO SUBCATISO2 #match

P4 T8 4 3 248
P5 T10 23 21 1,008
P6 T12 115 98 4,064
P7 T14 585 473 16,320
P8 T16 3,256 2,331 65,408
P9 T18 21,493 12,126 261,888
P10 T20 181,978 67,697 1,048,064
P11 T22 1,579,043 417,140 4,193,280

Table III shows that the algorithm SUBCATISO2 is faster
than the algorithm SUBCATISO for Pk and T2k when k is
larger.

The number of the matching points of Pk+1 is about 4
times of those of Pk. On the other hand, the running time of
P8 (resp., P9, P10, P11) by the algorithm SUBCATISO is about
5.5 times (resp., about 6.5 times, about 8.5 times, about 8.7
times) of that of P7 (resp., P8, P9, P10). Also the running time
of P8 (resp., P9, P10, P11) by the algorithm SUBCATISO2 is
about 5 times (resp., about 5.2 times, about 5.6 times, about
6.2 times) of that of P7 (resp., P8, P9, P10).

B. Real data

Next, we give experimental results for caterpillars and
trees in real data. We deal with data for N-glycans and all-

glycans from KEGG3, CSLOGS4, dblp5 and TPC-H, Auction,
Nasa, Protein and University from UW XML Repository6.
In particular, we deal with the largest 51,546 trees (1%) in
dblp (refer to dblp1%). As pattern caterpillars, we deal with
non-isomorphic caterpillars in TPC-H, caterpillars obtained by
deleting the root in Auction and non-isomorphic caterpillars
obtained by deleting the root in Nasa, Protein, and University.
Note that we use all the trees as text trees in TPC-H, Auction,
Nasa, Protein and University.

Table IV illustrates the information of such caterpillars and
trees. Here, #, n, d and h are the number of caterpillars and
trees, the average number of vertices, the average degree and
the average height.

TABLE IV
THE INFORMATION OF CATERPILLARS AND TREES.

caterpillars trees
# n d h # n d h

N-glycans 514 6.40 1.84 4.22 2,124 11.06 2.07 5.38
all-glycans 7,984 4.74 1.49 3.02 10,683 6.38 1.65 3.59
CSLOGS 41,592 5.84 3.05 2.20 59,691 12.93 4.48 3.42
dblp1% 51,395 21.29 20.21 1.04 51,546 21.29 20.18 1.04
SwissProt 6,804 35.10 24.96 2.00 50,000 59.54 31.33 2.76
TCP-H 8 8.63 7.63 1.00 86,805 14.46 13.46 1.00
Auction 259 4.29 3.00 0.71 37 31.00 12.00 3.00
Nasa 33 7.27 5.15 1.64 2,435 195.74 21.53 5.76
Protein 5,150 4,97 3.63 1.16 262,525 81.15 23.27 4.99
University 26 1.35 0.35 0.19 6,739 22.52 11.75 2.31

Then, Table V illustrates the total and average running
time (msec.) of the algorithms SUBCATISO and SUBCATISO2
applying to data in Table IV by regarding caterpillars as pattern
caterpillars and trees as text trees. Here, #cat denotes the
number of pattern caterpillars and #tree denotes the number
of text trees. Also the average running time is obtained by
dividing the total running time by the total number of pairs,
that is, (#cat)×(#tree).

TABLE V
THE TOTAL AND AVERAGE RUNNING TIME (MSEC.) OF THE ALGORITHMS

SUBCATISO AND SUBCATISO2 APPLYING TO DATA IN TABLE IV.

SUBCATISO SUBCATISO2
#cat #tree total ave. total ave.

N-glycans 514 2,142 53,969 0.0490 55,638 0.0505
all-glycans 7,894 10,683 1,353,490 0.0159 1,521,891 0.0178

CSLOGS 41,592 59,691 35,681,928 0.0144 42,296,479 0.0170
dblp1% 51,395 51,546 82,881,047 0.0313 85,767,789 0.0324

SwissProt 6,804 50,000 52,694,341 0.1549 53,326,537 0.1568
TCP-H 8 86,805 37,488 0.0540 39,461 0.0568

Auction 259 37 566 0.0591 589 0.0615
Nasa 33 2,435 21,462 0.2671 21,556 0.2683

Protein 5,150 262,525 78,939,972 0.0584 81,660,905 0.0604
University 26 6,739 1,348 0.0077 1,401 0.0080

Furthermore, Table VI illustrates the number (#(P ¶ T ))
of pairs such that P ¶ T and its ratio in the total number of

3Kyoto Encyclopedia of Genes and Genomes, http://www.kegg.jp/
4http://www.cs.rpi.edu/˜zaki/www-new/pmwiki.php/Software/Software
5http://dblp.uni-trier.de/
6http://aiweb.cs.washington.edu/research/projects/xmltk/

xmldata/www/repository.html
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pairs, and the total and average number (#match) of matching
points when P ¶ T .

TABLE VI
THE NUMBER (#(P ¶ T )) OF PAIRS SUCH THAT P ¶ T AND ITS RATIO,

AND THE TOTAL AND AVERAGE NUMBER (#MATCH) OF MATCHING POINTS
WHEN P ¶ T .

#(P ¶ T ) #match
#cat #tree total ratio (%) total ave.

N-glycans 514 2,142 58,128 5.277 96,729 1.664
all-glycans 7,894 10,683 983,163 1.153 1,625,099 1.653

CSLOGS 41,592 59,691 3,201,441 0.129 3,201,441 1.000
dblp1% 51,395 51,546 364,237,724 13.749 364,238,110 1.000

SwissProt 6,804 50,000 20,259,951 5.955 34,465,633 1.701
TCP-H 8 86,805 86,805 12.500 86,805 1.000

Auction 259 37 5,476 57.143 5,476 1.000
Nasa 33 2,435 17,850 22.214 42,687 2.391

Protein 5,150 262,525 2,413,404 0.179 2,515,642 1.042
University 26 6,739 9.260 5.285 9,260 1.000

In contrast to Table III, Table V shows that the algo-
rithm SUBCATISO is faster than the algorithm SUBCATISO2
for real data like as Corollary 1. One of the reasons is that the
number of the matching points for real data is much smaller
than that for artificial data. In fact, Table VI shows that the
average number of matching points for real data when P ¶ T
is less than 2.

Table V also shows that the average running time of both
algorithms for Nasa is largest and that for SwissProt is next
largest for all the data. The reason is that both the average
number of vertices of text trees in Table IV and the average
number of matching points in Table VI are larger than other
data.

Table VI shows that, for CSLOGS, TCP-H, Auction and
University, the number of the matching point is always exactly
one when P ¶ T . Then, for the other data as N-glycans,
all-glycans, dblp1%, SwissProt, Nasa and Protein, Table VII
illustrates the histograms of the number of matching points and
the maximum value (max) of matching points when P ¶ T .

TABLE VII
THE HISTOGRAMS FOR THE NUMBER OF MATCHING POINTS AND THE

MAXIMUM VALUE (MAX) OF MATCHING POINTS FOR N-GLYCANS,
ALL-GLYCANS, DBLP1% , SWISSPROT, NASA AND PROTEIN WHEN P ¶ T .

#match N-glycans all-glycans dblp1% SwissProt Nasa Protein

1 29,909 640,541 364,237,418 13,589,834 10,209 2,344,390
2 20,869 195,221 253 3,828,308 2,692 51,684
3 4,432 72,597 40 1,422,806 3,558 9,862
4 2,804 39,496 6 598,676 590 3,882
5 114 16,172 0 295,015 265 1,394
6 0 9,799 7 161,599 150 1,160
7 0 4,297 0 100,317 99 425
8 0 1,998 0 64,968 59 298
9 0 1,211 0 47,901 48 97

≥ 10 0 1,858 0 150,527 180 212

max 5 21 6 79 1,178 32

Table VII shows that the number of cases whose matching
points are more than 1 for SwissProt is largest and that for

all-glycans is next largest for all the data. On the other hand,
the maximum value of matching points for Nasa is extremely
largest and that for SwissProt is next largest for all the data.

V. CONCLUSION

In this paper, we have investigated the subcaterpillar iso-
morphism and designed two algorithms SUBCATISO running
in O(p + tDhσ) time and O(Dh) space and SUBCATISO2
running in O(p+ tDσ) time and O(D(h+H)) space, where
p = |P |, t = |T |, h = h(P ), H = h(T ), D = d(T ) and
σ = |Σ|. Also we give experimental results for artificial data
and real data.

Then, as same as Theorems 2 and 3, we have confirmed
that the algorithm SUBCATISO2 is faster than the algorithm
SUBCATISO for artificial data whose number of the matching
points of P in T are large. On the other hand, we have
confirmed that the algorithm SUBCATISO is faster than the
algorithm SUBCATISO2 for real data. One of the reason is that
the running time of using the array height [h] in the algorithm
SUBCATISO2 cannot be absorbed like as Corollary 1 when the
number of the matching points is not large.

The reason why we cannot apply the SETH-hardness to
subcaterpillar isomorphism is that a caterpillar has a unique
backbone. Then, it is a future work to extend a caterpillar to a
tree with the bounded number of backbones, in order to avoid
to the SETH-hardness of subtree isomorphism [1]. Also it is a
future work to extend the algorithms in this paper to unrooted
subcaterpillar isomorphism like as [10].
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Abstract—The N-NEH+ algorithm is one of the most efficient
construction algorithms for solving the permutation flow-shop
problem with the makespan criterion. It extends the well-known
NEH heuristic with the N-list technique. In this paper, we propose
the Starting Point (SP) method that employs a new strategy for
using the N-list technique. The SP method allows to obtain an
algorithm that is a combination of NEH and an N-list-based
algorithm. Extensive numerical experiments on the standard set
of Taillard’s and VRF benchmarks show that the SP method
significantly improves the results (average relative percentage
deviation) of the NEH and N-NEH+ algorithms.

I. INTRODUCTION

THE permutation flow-shop problem (PFSP) is one of the
most famous combinatorial optimization problems in the

industry. It can be defined as follows: given two finite sets of
m machines {M1, . . . ,Mm} and n jobs {J1, . . . , Jn}, each
of which should go through all the m machines in the same
order, the goal is to find the ordering of jobs that minimizes the
assumed goal function (makespan, total tardiness, flow time,
cost, energy consumption, etc.).

The PFSP with makespan criterion, commonly referred to as
Fm|prmu|Cmax [1], which is our main concern, is undoubtedly
the most frequently investigated scheduling problem. Garey
and Johnson [2] have shown that Fm|prmu|Cmax is NP-hard
if m ~ 3. Therefore, various heuristic algorithms have been
developed to solve this problem. One of the most popular
algorithms for solving Fm|prmu|Cmax is the O(n3m) NEH
construction heuristic proposed by Navaz, Enscore and Ham
[3]. Since 1983 NEH has been commonly regarded as the best
heuristic for solving Fm|prmu|Cmax, and many attempts have
been made to improve it. Taillard [4] proposed the so-called
acceleration technique that reduces the asymptotic time com-
plexity of NEH to O(n2m). New criteria were proposed for the
initial job classification, e.g., in [5], [6], [7]. The problem of
tie-breaking (i.e., how to choose among different subsequences
with the same best partial makespan) was considered, e.g., in
[8], [9], [10]. One of the most efficient modifications of NEH
is the N-NEH+ algorithm recently proposed by Puka et al. [11]
which, roughly speaking, combines the NEH heuristic with the
N-list technique [11].

This study was conducted under a research project funded by a statutory
grant of the AGH University of Science and Technology in Kraków for
maintaining research potential.

In this paper, we propose the Starting Point (SP) method that
is based on a new strategy of using the N-list technique. The
extensive numerical experiments on the standard Taillard’s and
VRF benchmarks show that the SP method can significantly
improve the results of the N-NEH+ algorithm.

II. STARTING POINT METHOD

The general scheme of the NEH algorithm for solving
Fm|prmu|Cmax is presented in Algorithm 1.

Algorithm 1 NEH algorithm for solving Fm|prmu|Cmax

Initial phase: Sort n jobs in non-increasing order of their
total processing time and put them into the initial list of
jobs L = {1, . . . , n}.
Insertion phase: Schedule the first job and remove it from L
for k = 2, . . . , n do

Insert the job k in the place that minimizes the partial
makespan among the k possible ones
Remove job k from the list.

end for

Ruiz and Maroto [12] compared NEH with 25 heuristics
for solving PFSPs and it turned out that NEH performed the
best both with respect to the quality of the results and the
running time. It is no wonder then that a lot of studies on the
improvements of NEH performance have been published in
the scientific literature.

One of the most efficient NEH-based algorithms for solving
Fm|prmu|Cmax is the N-NEH+ algorithm [11]. It relies on
multiple run of the N-NEH algorithm (see Algorithm 2) that
extends NEH with the N-list technique. More specifically, N-
NEH+ runs N-NEH for the length of the N-list ranging in the
interval [0, N ], where N � n 2 1 is the parameter of the N-
NEH+ algorithm, and takes the best result of all runs. Let us
note that if N = 1 (i.e., the N-list technique is not used) the
N-NEH+ algorithm is equivalent to NEH.

The Starting Point method proposed in this paper, presented
in Algorithm 3, is based on the following strategy: the first N 2

(N 2 is a parameter of the SP method) steps are performed as
in NEH, and the remaining steps are performed with the use
of the N-list technique. For example, given a problem with
n = 100 and N 2 = 0.2n, the first 20 jobs will be scheduled
as in NEH and the remaining 80 jobs as in N-NEH.
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Algorithm 2 N-NEH algorithm for solving Fm|prmu|Cmax

Initial phase: Sort n jobs in non-increasing order of their
total processing time and put them into the list L.
Insertion phase: Initialize the partial sequence S = {1}.
Initialize the list LN of N candidate jobs and remove the
respective jobs from L.
for k = 2, . . . n do

Evaluate each job in LN , put the best job in the respective
place in S and remove this job from LN .
if L ;= ' then

Append the first job from L to LN and remove this
job from L.

end if
end for

Algorithm 3 SP method for solving Fm|prmu|Cmax

Initial phase: Sort n jobs in non-increasing order of their
total processing time and put them into the list L.
Insertion phase: Initialize the partial sequence S = {1}.
for k = 2, . . . , α do

Insert the job k at the place that minimizes the partial
makespan among the k possible ones.

end for
Initialize the list LN of N candidate jobs and remove the
respective jobs from L.
for k = α+ 1, . . . , n do

Evaluate each job in LN , put the best job in the respective
place in S and remove this job from LN .
if L ;= ' then

Append the first job from L to LN and remove this
job from L.

end if
end for

For the purposes of this work, the Starting Point method
will be denoted as SP(N 2)N(N ), where N 2 is a parameter of
the SP method and N is the length of the N-list. Additionally,
SP+(N 2)N(N ) will be used to denote the method that relies
on running SP(n2)N(N ) with n2 ranging in the interval [0, N 2];
the result of the SP+(N 2)N(N ) method is the best result out of
all runs. Similarly, SP+(N 2)N+(N ) will be used to denote the
method that runs the SP(n2)N(n22) method with n2 ranging in
the interval [0, N 2] and n22 ranging in the interval [1, N ]. Let
us note that the SP(0)N-NEH+ algorithm (0 means that the SP
method is not used) is equivalent to the N-NEH+ algorithm,
whereas SP(N’)N+(1) is equivalent to NEH.

Since the optimal solution is not known for some instances,
the results obtained by a given algorithm are compared with
the best solution known so far. The average relative percentage
deviation (ARPD) of an algorithm is given as

ARPD =
1

I

I�

i=1

(Cmax,i 2Besti) /Besti, (1)

where I is the number of instances, Cmax,i is the solution

of the algorithm on the instance i, and Besti is the best
solution known so far for this instance. Additionally, for many
computed instances, the computational effort of the evaluated
algorithm is measured by using the average CPU time (ACPU)
given as:

ACPU =

�
I�

i=1

CPUi

�
/I, (2)

where CPUi is the CPU time of the algorithm on instance i.
The computational experiments that aim to verify the per-

formance of the SP+(N 2)N+(N ) method are presented in the
next section. The performance of the method is assessed by
using ARPD and ACPU measures.

III. COMPUTATIONAL EXPERIMENT

The performance of the SP(N 2)N+(N ) and SP+(N 2)N+(N )
algorithms (with Taillard’s acceleration) was verified on two
benchmarks: Taillard’s benchmark with 120 instances [13],
and VRF benchmark with 240 Small (S) and 240 Large (L)
instances [14]. The algorithm was implemented in C# and all
the computations were carried out on a computer with two
Intel Xeon E5-2660 v4 CPUs (14 cores, each with 2.0 GHz
base clock speed).

The results of SP(N 2)N+(N ) (Table I) show that the use of
the N-list technique after performing N 2 steps of insertion
phase of NEH can improve the results of the N-NEH+
algorithm, i.e., the SP(N 2)N+(N ) method can outperform
N-NEH+. However, if N 2 is too large (N 2 > 0.3n), the
probability of obtaining worse results is greater than in the
case of N 2 = 0. The most interesting results are obtained
for N 2 = 0.1n and N 2 = 0.2n. However, it should be noted
that improving the results is not possible for all lengths of the
N-list.

The results of SP+(N 2)N+(N ) (Table II) show that the
greatest decrease in the ARPD values can be observed for
smaller values of N 2. It can also be observed that for
N 2 = 0.1n, the average improvement of N-NEH+ results
is 5.9% and for N 2 = 0.3n, the average decrease in the
ARPD value is greater than 11.6%. For all the considered
benchmarks, a regularity regarding the effectiveness of using
the SP+(N 2)N+(N ) method can also be noticed: the longer
the N-list, the higher the average percentage decrease in the
ARPD value.

From Table III it can be concluded that the larger N 2, the
shorter computational time of the SP(N 2)N+(N ) algorithm.
The computational time also decreases when increasing the
length of the N-list. The average decrease in computational
time between SP(0)N+(2) (i.e., N+(2)) and SP(0.9n)N+(2)
ranges from 14% to 16%, and the average decrease in
computational time between SP(0)N+(16) (i.e., N+(16)) and
SP(0.9n)N+(16) ranges from 63% to 69%. Table IV shows
that the computational time of SP+(N 2)N+(N ) increases both
with N and N 2, however the increase with N is much faster.

The ARPD and ACPU values are also shown in Figures 1–
3, where the y-axis represents ARPD and x-axis represents
ACPU (in logarithmic scale) of the SP+(N 2)N+(N ), NEH
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TABLE I
APRD[%] FOR SP(N 2)N+(N ) METHOD ON TAILLARD, VRF S AND VRF L INSTANCES; BEST VALUES FOR EACH N > 1 ARE MARKED IN BOLD

Bench. N
N 2

0 0.1n 0.2n 0.3n 0.4n 0.5n 0.6n 0.7n 0.8n 0.9n

Tai

1 3.33 3.33 3.33 3.33 3.33 3.33 3.33 3.33 3.33 3.33
2 2.95 2.96 2.93 2.97 2.96 2.93 2.96 3.07 3.10 3.27
4 2.55 2.65 2.55 2.59 2.59 2.62 2.69 2.87 2.99 3.22
8 2.32 2.33 2.29 2.35 2.37 2.41 2.52 2.68 2.91 3.18

16 2.20 2.16 2.17 2.21 2.24 2.29 2.39 2.60 2.86 3.16

VRF S

1 3.84 3.84 3.84 3.84 3.84 3.84 3.84 3.84 3.84 3.84
2 3.32 3.32 3.31 3.40 3.47 3.45 3.54 3.63 3.71 3.80
4 2.95 2.94 2.99 3.03 3.09 3.19 3.34 3.41 3.59 3.78
8 2.64 2.66 2.67 2.73 2.85 3.01 3.14 3.31 3.53 3.78

16 2.47 2.42 2.48 2.56 2.70 2.86 3.06 3.27 3.53 3.78

VRF L

1 3.33 3.33 3.33 3.33 3.33 3.33 3.33 3.33 3.33 3.33
2 3.00 3.00 3.01 3.01 3.03 3.04 3.08 3.11 3.15 3.21
4 2.67 2.65 2.68 2.72 2.72 2.76 2.84 2.89 2.99 3.11
8 2.39 2.36 2.40 2.41 2.44 2.52 2.59 2.69 2.83 3.02

16 2.14 2.11 2.12 2.14 2.20 2.28 2.36 2.50 2.69 2.95

TABLE II
APRD[%] FOR SP+(N 2)N+(N ) METHOD ON TAILLARD, VRF S AND VRF L INSTANCES

Bench. N
N 2

0.1n 0.2n 0.3n 0.4n 0.5n 0.6n 0.7n 0.8n 0.9n

Tai

2 2.82 2.74 2.66 2.63 2.58 2.50 2.49 2.48 2.47
4 2.41 2.31 2.23 2.19 2.15 2.12 2.12 2.11 2.11
8 2.15 2.04 1.98 1.94 1.93 1.91 1.89 1.89 1.89

16 2.02 1.90 1.85 1.82 1.81 1.79 1.78 1.78 1.78

VRF S

2 3.15 3.01 2.93 2.88 2.84 2.81 2.80 2.78 2.78
4 2.74 2.62 2.54 2.50 2.47 2.46 2.44 2.43 2.43
8 2.45 2.32 2.24 2.20 2.19 2.18 2.17 2.16 2.16

16 2.24 2.12 2.04 2.02 2.00 2.00 1.99 1.99 1.99

VRF L

2 2.89 2.84 2.80 2.77 2.74 2.73 2.73 2.72 2.72
4 2.55 2.51 2.49 2.46 2.45 2.45 2.45 2.45 2.45
8 2.28 2.24 2.22 2.21 2.20 2.20 2.19 2.19 2.19

16 2.05 2.00 1.98 1.97 1.97 1.97 1.96 1.96 1.96

TABLE III
ACPU[MS] OF SP(N 2)N+(N ) METHOD ON TAILLARD, VRF S AND VRF L INSTANCES

Bench. N
N 2

0 0.1n 0.2n 0.3n 0.4n 0.5n 0.6n 0.7n 0.8n 0.9n

Tai

1 38.5 36.3 36.3 36.3 36.2 36.9 36.2 36.2 36.4 36.8
2 89.9 87.1 86.6 85.7 85.0 84.2 81.8 79.8 78.1 75.7
4 235.8 231.9 229.2 225.2 218.2 209.5 200.4 187.5 175.1 160.6
8 702.6 691.8 678.5 656.7 624.9 585.7 541.7 486.8 430.6 358.1

16 2304.1 2267.4 2205.8 2107.5 1979.7 1810.0 1614.7 1384.1 1129.0 832.8

VRF S

1 1.4 1.3 1.3 1.2 1.2 1.2 1.2 1.2 1.2 1.2
2 3.0 2.9 2.9 2.8 2.8 2.7 2.7 2.6 2.5 2.4
4 7.6 7.5 7.3 7.1 6.8 6.6 6.3 5.8 5.4 4.9
8 21.5 21.0 20.4 19.7 18.7 17.3 15.8 13.8 11.9 9.9

16 63.4 62.2 59.8 56.4 52.0 46.4 39.9 32.3 25.2 19.7

VRF L

1 625.5 619.0 618.5 617.5 616.4 616.6 616.2 619.2 615.7 616.7
2 1488.2 1477.7 1468.2 1452.0 1435.0 1413.1 1385.4 1354.5 1314.8 1276.2
4 3959.7 3922.1 3868.1 3782.5 3678.1 3539.8 3377.0 3186.0 2965.1 2722.4
8 11838.0 11714.1 11473.0 11072.6 10566.2 9927.0 9149.9 8261.5 7242.4 6107.0

16 39163.6 38688.9 37624.2 35965.8 33753.0 30997.0 27669.3 23850.2 19489.1 14607.9

TABLE IV
ACPU[MS] OF SP+(N 2)N+(N ) METHOD ON TAILLARD, VRF S AND VRF L INSTANCES

Bench. N
N 2

0.1n 0.2n 0.3n 0.4n 0.5n 0.6n 0.7n 0.8n 0.9n

Tai

2 177.1 263.6 349.3 434.3 518.5 600.2 680.0 758.1 833.8
4 467.8 697.0 922.2 1140.4 1349.9 1550.3 1737.8 1912.9 2073.5
8 1394.4 2072.9 2729.7 3354.6 3940.3 4482.0 4968.8 5399.4 5757.5

16 4571.5 6777.3 8884.8 10864.4 12674.4 14289.1 15673.2 16802.1 17634.9

VRF S

2 6.0 8.9 11.6 14.4 17.1 19.8 22.4 24.9 27.3
4 15.1 22.4 29.5 36.4 43.0 49.2 55.0 60.4 65.3
8 42.5 62.9 82.6 101.3 118.7 134.5 148.3 160.1 170.1

16 125.6 185.3 241.7 293.7 340.1 380.0 412.3 437.5 457.2

VRF L

2 2965.9 4434.0 5886.1 7321.1 8734.2 10119.6 11474.1 12788.8 14065.1
4 7881.8 11749.8 15532.3 19210.4 22750.2 26127.1 29313.2 32278.2 35000.6
8 23552.1 35025.1 46097.7 56663.9 66590.9 75740.8 84002.3 91244.7 97351.7

16 77852.5 115476.7 151442.5 185195.5 216192.5 243861.8 267712.0 287201.0 301809.0
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and N-NEH+ algorithms. As can be seen from the figures,
for all benchmarks, it is difficult to indicate the parameters
for which the SP+ method is dominated by other algorithm.
In most cases, the usage of SP+(N 2)N+(2) does not allow
obtaining non-dominated results. The results for the remaining
parameters form the Pareto front.

Table V presents the comparison of the APRD and
ACPU values of the selected algorithms for solving
Fm|prmu|Cmax(cf. [15]). It is not hard to see that these
results confirm the good performance of the SP+(N 2)N+(N )
algorithm. This means that the new strategy of delaying the
usage of the N-list allows to improve the results of N-NEH+
and makes the SP+(N 2)N+(N ) even more competitive with
FRB algorithms [16]. One may argue that in most cases
the SP+(N 2)N+(N ) algorithm is more time consuming than
FRB algorithms; however, you should keep in mind that
SP+(N 2)N+(N ) is (unlike FRB) a construction algorithm, and
what is more, it allows you to obtain the entire population of
solutions, not just one solution as in the case of FRB.

TABLE V
ARPD[%] AND ACPU[MS] VALUES OF SELECTED ALGORITHMS ON

TAILLARD’S BENCHMARK.

Algorytm ARPD ACPU Algorytm ARPD ACPU
RAER 3.89 132.9 FRB42 2.33 235.2
RAER-di 3.53 277.5 N+(8) 2.32 702.6
NEH 3.33 38.5 SP+(0.2)N+(4) 2.31 697.0
NEMR 3.16 215.1 SP+(0.3)N+(4) 2.23 922.2
KKER 3.15 127.1 N+(16) 2.20 2304.1
NEHKK1-di 3.15 77.6 SP+(0.4)N+(4) 2.19 1140.4
NEH1-di 3.11 77.9 SP+(0.1)N+(8) 2.15 1394.4
NEHKK2 3.09 39.5 FRB44 2.13 379.5
NEHR 3.05 133.4 SP+(0.2)N+(8) 2.04 2072.9
NEH-di 3.03 76.9 SP+(0.1)N+(16) 2.02 4571.5
CL_WTS 3.02 1789.9 SP+(0.3)N+(8) 1.98 2729.7
NEMR-di 2.97 386.6 FRB48 1.95 639.3
N+(2) 2.95 89.9 SP+(0.4)N+(8) 1.94 3354.6
NEHFF 2.9 42.2 FRB2 1.93 1335.3
KKER-di 2.86 261.2 FRB46 1.91 511.2
NEHR-di 2.85 274.5 SP+(0.2)N+(16) 1.90 6777.3
NEHD-di 2.84 344.4 FRB410 1.87 765.0
SP+(0.1)N+(2) 2.82 177.1 SP+(0.3)N+(16) 1.85 8884.8
SP+(0.2)N+(2) 2.74 263.6 SP+(0.4)N+(16) 1.82 10864.4
SP+(0.3)N+(2) 2.66 349.3 FRB412 1.79 879.5
SP+(0.4)N+(2) 2.63 434.3 FRB3 1.61 10522.9
N+(4) 2.55 235.8 FRB5 1.48 30207.4
SP+(0.1)N+(4) 2.41 467.8

IV. CONCLUSION

This work proposes a Starting Point method that improves
N-list technique-based algorithms for solving the permuta-
tion flow-shop problem with makespan criterion. The general
idea behind the proposed method is to delay the usage of
the N-list technique. The extensive numerical experiments
on the standard Taillard’s and VRF benchmarks show that
for both benchmarks the Starting Point method significantly
improves the results of the N-NEH and N-NEH+ algorithms.
According to the best knowledge of the authors, the analyzed
SP+(N 2)N+(N ) algorithm allows obtaining the best results
among the results of existing construction algorithms. It is also
worth noting that, unlike the more efficient FRB algorithm
(which is not construction algorithm), the SP+(N 2)N+(N )
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Fig. 1. ARPD vs. ACPU (in logarithmic scale) of SP+(N 2)N+(N ) algorithm
on Taillard’s instances.

algorithm can return not just one but multiple complete
rankings. This issue is important because the results of the
SP+(N 2)N+(N ) algorithm may be used as the initial pop-
ulation for genetic algorithms. The last important aspect of
the SP+(N 2)N+(N ) algorithm is the ease of parallelization of
the computations (e.g., for different values of N 2 and N ).
For example, the computation time of SP+(0.3n)N(N ) run is
parallel on 4 cores (one core = one N 2 value), is equal to the
computational time of N-NEH for the same length of the N-
list. At the same time, the improvement in the ARPD value
for different benchmarks ranges from 6.8% to even 17.2%.
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Abstract—In this paper we solve a variant of the multi-hop
influence maximization problem in social networks by means of
a hybrid algorithm that combines a biased random key genetic
algorithm with a graph neural network. Hereby, the predictions
of the graph neural network are used with the biased random key
genetic algorithm for a more accurate translation of individuals
into valid solutions to the tackled problem. The obtained results
show that the hybrid algorithm is able to outperform both the
biased random key genetic algorithm and the graph neural
network when used as standalone techniques. In other words,
we were able to show that an integration of both techniques
leads to a better algorithm.

I. INTRODUCTION

Social networks form part of our daily lives. Whether a
person is an artist or an engineer, a student or an academic,
young or old, or a spartan troll, the person most likely is
embedded in one or more social networks. People use social
networks to communicate through audiovisual media or text
messages, to help others, or even to attack them. In other
words, people influence other people, either in a positive or
in a negative way. Note that the world’s leading technology
companies invest huge amounts of money in advertising in
social networks. For any social network it is essential to be
aware of the transmission of information and its impact.

The identification of a group of users who can influence
as many people as possible is a problem called influence
maximization (IM). This problem was defined by Kempe et
al. in 2003 [1]. By solving the IM problem, a set of adequate
people can be identified, for example, for spreading the news
about a certain product on a social network. In this way, the
dissemination of the product can be supported and eventually
maximized. The IM problem has been studied, for example,
in the context of dealing with emerging negative opinions [2],
social advertising [3], and influence maximization on Twitter
for marketing campaigns [4]. Also, different variations of the
IM problem have been studied. One example concerns the case
of social networks that have a diversity of communities, which
implies that there are different types of users who can influence
in different ways [5]. Another example is the one of trying to
maximize influence in time-evolving social networks [6].

A social network can be viewed as a (directed) graph
in which the users are the nodes and user interactions are
modeled by arcs. Furthermore, the propagation of influence is
often simulated by models such as the independent cascade
(IC) model and the linear threshold (LT) model, which might
be deterministic or probabilistic. In any case, both models
consider one-hop coverage, that is, if a person is covered
depends exclusively on its direct neighbors. Although it is
common to consider one-hop coverage models in IM prob-
lems, the interaction in social networks may also be of multi-
hop nature [7].

In this paper we tackle a variant of the IM problem which
can be seen as a variant of the classical minimum dominating
set problem (MDSP) in a directed graph G = (V,A). In
the MDSP, the task is to identify a set of nodes U ¦ V
of minimum cardinality such that for each node v * V
the following holds: either (1) v * U , or (2) it exists
at least one node v2 * U such that (v2, v) * A, where
(v2, v) is the directed arc from v2 to v. In other words, the
classical MDSP considers one-hop coverage. In contrast, in
the problem tackled in this paper—known as the multi-hop
influence maximization problem (k-dDSP)—d-hop coverage
is considered. More specifically, in the k-dDSP the task is
to find a set U ¦ V of cardinality k such that the set
CU ¦ V of nodes that are covered (or influenced) by U
is of maximal cardinality. Hereby, a node v forms part of
CU—that is, v is said to be covered (or influenced) by U—
if there exists a node v2 * U such that the shortest directed
path from v2 to v consists of at most d arcs. As an example,
consider Figure 1, where k = 2 and the two nodes with a
purple color form part of set U , that is, U = {v4, v5}. In
case d = 1 it holds that CU = {v4, v5, v3, v6, v7} because
v3, v6 and v7 are in 1-hop distance from a node in U . In
other words, the objective function value of U is 5. In case
d = 2, CU = {v4, v5, v3, v6, v7, v2, v8, v11} and the objective
function value of U would be 8. Finally, in case d = 3,
CU = V and the objective function value would be 11.

For a large-scale graph, such as a large social network, exact
solutions to the k-dDSP are costly to compute. Therefore,
researchers have focused on heuristic and on machine learning
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Fig. 1. Multi-hop influence process. Given is a directed graph with 11 nodes and 12 arcs (top). Let us assume the k-dDSP is solved with k = 2. The two
purple nodes (v4 and v5) form part of the example solution U . If d = 1 (bottom left) then nodes {v3, v7, v6} are 1-hop covered by U . If d = 2 (bottom
center) then nodes {v2, v3, v7, v8, v6, v11} are 2-hop covered by U . Finally, if d = 3 (bottom right), then all remaining nodes of the graph are 3-hop covered
by U .

techniques for solving this problem (see Section II). In this
paper, we present a novel hybrid algorithm to solve k-dDSP.
This algorithm is obtained through an integration of (1) a new
graph neural network (GNN) called graph inverse attention
network (GRAT) that incorporates the influence of the neigh-
bourhood into the feature embedding of each node [8], and (2)
a biased random key genetic algorithm (BRKGA) [9]. More
specifically, the information provided by the GNN is used in
the BRKGA as greedy information. Our algorithm is evaluated
on real-world networks with up to 500.000 nodes and 1 million
arcs. Experimental results prove that our hybrid method is at
least as good as the two individual techniques in most cases.
Therefore, our method is another example for the successful
integration of a GNN framework with a metaheuristic to boost
the metaheuristics’ performance.

The article is organized as follows. Section II introduces
prior and related work. In Section III, we provide a more
technical description of the k-dDSP. In Section IV, we present
our hybrid approach. In Section V, we compare and analyze
our hybrid algorithm on real-world data sets. Finally, Section
VI concludes the work with some discussions on the utilized
type of hybridization.

II. RELATED WORKS

As mentioned before, most of the works on influence maxi-
mization (IM) in social networks make use of the independent
cascade (IC) and the linear threshold (LT) diffusion models
for calculating the influence of solutions. Chen et al. [10], [11]
present a fined-tuned heuristic for generating scalable solutions

to the IM problem and an improved runtime in comparison to
previous approaches. Jung et al. [12] provide an even faster
heuristic for the application to large graphs. Goyal et al. [13]
added Monte Carlo simulation in order to obtain an improved
heuristic.

Multi-hop influence is a way of measuring the influence
of a group of people (set of nodes) in IM problems that has
been studied recently. Nguyen et al. [14] proposed a heuristic
which takes into account the probability of each node in the
network for contributing to a high influence spread. However,
the proposed algorithm is only evaluated on small graphs of
less than 30.000 nodes. With respect to large graphs, Nguyen
et al. [15] presented an alternative heuristic that consists
of three phases: pre-optimization to reduce the size of the
graph, a construction phase to build a k-dominating set, and
post-optimization by removing redundant nodes from the set.
This algorithm improves in speed over the one from [16].
However, by doing so it sacrifices performance for a reduction
of computation time.

Recently, machine learning techniques have entered the
scene to solve combinatorial problems [17]. An early example
is S2V-DQN, which is a general reinforcement learning (RL)
framework for combinatorial optimization problems in graphs
proposed by Khalil et al. [18]. It uses graph neural networks
(GNNs) for graph embedding with partial solutions and a
deep Q-network (DQN) for node selection. This framework is
more and more used by the community working with learning
techniques for combinatorial optimization.

In the same line, FASTCOVER is a very recent unsupervised
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learning framework for solving the k-dDSP by Ni et al. [8].
It uses a multi-layer GNN known as graph reversed attention
network (GRAT) for generating for each node of a given graph
a probability to belong to the optimal solution. The output of
FASTCOVER are the k nodes with the highest probability. The
authors of [8] show that FASTCOVER outperforms the existing
heuristics.

III. PROBLEM DEFINITION

Many optimization problem in social networks can be
formalized by modeling the social network as a directed graph
G = (V,A), where V is the set of nodes and A is the set of
directed arcs present in the graph. This is also the case for
the multi-hop influence maximization problem tackled in this
paper, denoted by k-dDSP.

The most important concept in this context is the one of the
influence Id(u) ¦ V of a node u * V , which depends on two
things:

1) Parameter d g 1, which is part of the problem input.
2) A distance measure dist(u, v) between nodes. In the

context of this paper, dist(u, v) is defined as the
length—in terms of the number or arcs—of the shortest
directed path from u to v in G.

With this we can provide the definition of Id(u) as follows:

Id(u) := {v | dist(u, v) f d} (1)

In other words, Id(u) is the set of all nodes of G that can be
reached from u by means of a directed path with at most d
arcs. We say that u influences (or covers) all nodes from Id(u).
This definition can naturally be extended to sets of nodes in
the following way:

Id(U) :=
�

u* U

Id(u) "U ¦ V (2)

That is, Id(U) is the set of all nodes of G that are influenced
by at least one node from U .

Valid solutions to the k-dDSP are all sets U ¦ V such that
|U | f k, that is, any valid solution may consists of at most
k nodes. The goal of the k-dDSP is to find a valid solution
U7 ¦ V such that |Id(U7)| g |Id(U)| for all valid solutions
U to the problem. In other words, the objective function value
of a valid solution U is |Id(U)|. In technical terms,

max
U¦V

|Id(U)|

s.t. |U | f k
(3)

Finally, note that the k-dDSP was proven to be NP-hard in
[8], [19].

IV. METHODOLOGY

In this section, we present a novel hybrid algorithm that
emerges from the integration between a BRKGA and a GNN
framework for solving the k-dDSP in social networks. To
begin, we briefly introduce both methods individually. Then
we present the developed hybridization strategy.

Algorithm 1 The pseudo-code of BRKGA
Require: a directed graph G = (V,E)
Ensure: values for params. psize, pe, pm, probelite, seed

1: P ± GENERATEINITIALPOPULATION(psize, seed)
2: EVALUATE(P ) · dependent part (greedy)
3: while computation time limit not reached do
4: Pe ± ELITESOLUTIONS(P, pe)
5: Pm ± MUTANTS(P, pm)
6: Pc ± CROSSOVER(P, pe, probelite)
7: EVALUATE(Pm ∪ Pc) · dependent part (greedy)
8: P ± Pe * Pm * Pc

9: end while
10: return Best solution in P

A. Biased Random Key Genetic Algorithm

We implemented a Biased Random Key Genetic Algo-
rithm (BRKGA), which is a well-known GA variant for
combinatorial optimization. In general, a BRKGA is problem-
independent because it works with populations of individuals
that are vectors of real numbers (random keys). The problem-
dependent part of each BRKGA deals with the way in which
individuals are translated into solutions to the tackled problem.
The problem-independent pseudo-code of BRKGA is provided
in Algorithm 1.

In the following, we first describe the independent or
generic part of the algorithm. It starts by invoking function
GenerateInitialPopulation(psize, seed), which generates a
population P formed by psize individuals. In case seed = 0,
all psize individuals are randomly generated. Hereby, each
individual Ã * P is a vector of length |V |, where V is
the set of nodes from the input graph. For this purpose,
the value at position i of Ã, denoted by Ã(i), is chosen
uniformly at random from [0, 1], for all i = 1, . . . , |V |. In case
seed = 1, only psize 2 1 individuals are randomly generated.
The last individual is obtained by defining Ã(i) := 0.5 for
all i = 1, . . . , |V |. Next, the individuals from the initial
population are evaluated. This means, each individual Ã * P
is transformed into a valid solution Uπ to the k-dDSP, and
the value f(Ã) of Ã is defined as follows: f(Ã) := |Uπ|. The
transformation of individuals to valid solutions is discussed
below.

Then, at each iteration of the algorithm, the operations to be
performed are as follows. First, the best max{+pe · psize,, 1}
individuals are copied from P to Pe in function EliteS-
olutions(P, pe). Second, a set of max{+pm · psize,, 1} so-
called mutants are generated and stored in Pm. These mutants
are random individuals generated in the same way as the
random individuals from the initial population. Finally, a set
of psize 2 |Pe| 2 |Pm| individuals are generated by crossover
in function Crossover(P, pe, probelite) and stored in Pc.

Each such individual is generated as follows: (1) an elite
parent Ã1 is chosen uniformly at random from Pe, (2) a second
parent Ã2 is chosen uniformly at random from P \Pe, and (3)
an offspring individual Ãoff is generated on the basis of Ã1 and
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Ã2 and stored in Pc. In the context of the crossover operator,
value Ãoff (i) is set to Ã1(i) with probability probelite, and to
Ã2(i) otherwise. After generating all new offspring in Pm and
Pc, these new individuals are evaluated in function Evaluate();
see line 7. Note that the individuals in Pe are already evaluated.
Finally, the population of the next generation is determined to
be the union of Pe with Pm and Pc.

The evaluation of an individual (see lines 2 and 7 of
Algorithm 1) is the problem-dependent part of our BRKGA
algorithm. The function that evaluates an individual is often
called the decoder. In our case, we make use of a simple
greedy heuristic which is based on the intuition that nodes
with a higher degree (number of neighbors) are more likely to
have a high influence than nodes with a lower degree. Hereby,
the set of neighbors N(vi) of a node vi * V is defined as
follows: N(vi) := {vj * V | (vi, vj) * A}, that is, neighbors
of vi are only those nodes that can be reached via a directed
arc from vi. The greedy value ×(vi) of each vi * V is defined
as follows:

×(vi) := |N(vi)| · Ã(i) (4)

In other words, the greedy value of a node vi is obtained by
multiplying the degree of vi with the numerical value found
at position i of the individual to be translated into a solution.
Subsequently, solution Uπ is obtained by adding the k nodes
with the highest greedy values.

Note that, in Section IV-C, greedy function × will be
modified in order to obtain a hybrid algorithm.

B. Graph Neural Network Framework

The general objective of a graph neural network (GNN)
[20]–[22] is to automatically find patterns in data. In contrast
to more classical deep learning techniques, GNNs directly
work on graphs. Therefore, they can be used to make pre-
dictions about nodes, arcs, or subgraphs without the need for
unnecessary transformations of the graph. The crucial idea
of GNNs is to iteratively update so-called node representa-
tions by combining the representations of a nodes’ neighbors
with its own representation. Given a graph G = (V,A),
H l * R|V |×C are node attribute matrices, one for each layer
l * {0, 1, . . . , L} of the GNN. Note that C is hereby the
number of chosen features. Each line in such a matrix is a
representation for the respective node. The final goal of a GNN
is to learn competent node representations in these matrices.

In order to adapt/train the representations to be useful for
a specific task, there are two actions that are successively
performed at each GNN layer: (1) Aggregate, which aggre-
gates all the information from the neighbors of each node,
and (2) Combine, which updates the node representations by
combining the aggregated information from the neighbors with
the current node representation. Based on this, the general
framework of a GNN can be specified as follows:

alv = AGGREGATEl{H l21
u : u * N(v)}

H l
v = COMBINEl{H l21

v , alv}

where N(v) is the set of neighbors of node v. HK is the node
representation matrix for each layer. Once the training process
finishes, the final representations can be used for making
predictions.

A GNN can be trained, for example, in order to make
predictions about the probability of each node to belong to
the optimal solution of the k-dDSP. In fact, as mentioned
already in the section on related work, such a GNN approach
was recently presented in [8]. This GNN—called FASTCOVER
(FC)—is an unsupervised GNN framework. FC can be charac-
terized as follows: (1) the features of all nodes are embedded
as vector spaces, and the direction of each arc is reversed, (2)
a multi-layer GNN known as graph reversed attention network
(GRAT) assigns each node to its value within [0, 1], and (3) the
representations of the GNN are optimized in the training stage
through a differentiable loss function over all nodes scores.

The GRAT layer is the heart of FC. In particular, in contrast
to a standard graph attention network (GAT) [23], the so-
called attention mechanism is integrated at the origin nodes
instead of the destination nodes. The central idea is that the
nodes with more influence are likely to receive a stronger
reward. This means a higher probability of getting a potential
score.

C. The Hybrid BRKGA Algorithm

Our hybrid algorithm—henceforth called BRKGA+FC—
starts with two offline steps. Given a network in which the k-
dDSP must be solved, first, all node probabilities are extracted
from the trained FC model; note that the prior training process
is described in the next section. This probability is denoted
by pi * (0, 1] for each v * V . Then, the original greedy
function ×() from Eq. 4 is replaced by the following one that
incorporates the node probabilities extracted from FC:

×FC(vi) := |N(vi)| · Ã(i) · pi "vi * V (5)

The hypothesis is that good/correct predictions will bias the
algorithm towards the area in the search space in which an
optimal solution is located, or, at least, solutions of very high
quality. Moreover, we expect the probabilities obtained from
FC to undo the bias introduced by the degree of a node, which
might sometimes be misleading. The integration process is also
shown in Figure 2.

V. EXPERIMENTAL EVALUATION

This section is divided into three parts. First, we will
describe the preparation of the data for training and evaluation,
and the parameter tuning procedure. Then, the experimental
setting and the numerical results of three algorithms will be
presented (FC, BRKGA, and BRKGA+FC). In this context
note that FC can, of course, be used as a standalone technique
by simply adding the k nodes with highest probabilities to the
solution. Finally, we will analyse the algorithms graphically
by means of so-called search trajectory networks.
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Fig. 2. Hybridization Process. The integration of BRKGA with FC starts with two offline steps concerning FC as follows. The training phase begins by
using 15 random graphs (Erdős–Rényi). This provides us with a trained version of FC (called GNN Framework in the graphic). Then, the social network in
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TABLE I
TUNING CONFIGURATION. FINAL PARAMETER SETTING FOR BRKGA

AND BRKGA+FC (FOR k ∈ {32, 64, 128})

BRKGA BRKGA+FC

k k

Parameters Tuning domain 32 64 128 32 64 128

Psize [50, 250] 113 162 132 183 198 137
Pe [0.1, 2.0] 0.17 0.24 0.25 0.19 0.22 0.2
Pm [0.3, 5.0] 0.27 0.22 0.14 0.3 0.21 0.21
probelite [0.01, 0.1] 0.6 0.59 0.58 0.57 0.67 0.67
seed {0, 1} 0 0 0 1 1 1

A. Data Preparation and Tuning Process

We decided to execute experiments for three different values
of k, that is, k * {32, 64, 128}. For this reason we trained
3 different FC models, one for each value of k. Figure 3
illustrates that each model uses the fixed-parameter d = 1.
In other words, the same FC model is used for applications
of FC and BRKGA+FC for all d * {1, 2, 3}. This was done
for reducing the computational burden. Nevertheless, in the
analysis of the final results we will see that this had some
influence on the quality of the node probabilities extracted
from the FC models, that is, these probabilities seem to loose
accuracy with a growing value of d.

The three FC models (for each value of k) were trained as
follows. First, we used 15 Erdős–Rényi graphs [24] with 4000
nodes each, similar to what is presented by the authors of [8].
After the training phase, the probabilities for all 19 social
networks used later for the final experimental evaluation are
extracted (for each value of d * {1, 2, 3}) and stored in text
files.

In order to ensure a fair experimental evaluation, both
BRKGA and BRKGA+FC were tuned for each value of k

using 10 test graphs. In particular, we used Erdős–Rényi
graphs1 with n = 25.000 nodes and an arc probability
of p = 10/n. The tuning was done using a well-known
tool called irace [25]. The considered parameter domains
together with their finally chosen values are provided in Table
I. Note that the number of nodes (25.000) of the test graphs
corresponds to approximately the average number of nodes
in the networks used for the final experimental evaluation
(presented in Section V-B). The size of the tuning graphs is
reasonable because the population size parameter in BRKGA
is highly dependent on the size of the graphs. In the case of
FC, we do not modify the parameters and the configuration as
described in [8].

Note that the training phase of FC and the parameter tuning
procedure for BRKGA and BRKGA+FC were performed with
random graphs to maintain generality.

B. Experimental Evaluation

In this subsection, we apply all three approaches—FC,
BRKGA and BRKGA+FC—to 19 real-world social networks
from the SNAP library [26]. Each of these networks is a
directed, unweighed graph. The sizes of these graphs are
provided in Table II (columns |V | and |A|).

We use three different values of k * {32, 64, 128}. Also for
d, the multi-hop influence parameter, we used three different
values: d * {1, 2, 3}. Note that k = 64 was used for the
experimental evaluation on social networks of FC [8]. In order
to provide a broader experimentation and analysis we also
considered two additional values of k: a smaller one (32) and
a larger one (128). The reason to not consider values of d
greater than 3 is that we were not able to observe substantial
differences to the case d = 3.

1Instances can be downloaded from the repository https://github.com/
camilochs/genetic-algorithm-with-gnn
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TABLE II
NUMERICAL RESULTS OBTAINED BY FC, THE BRKGA, AND OUR HYBRID ALGORITHM BRKGA+FC ON 19 WELL-KNOWN SOCIAL NETWORKS. FOR
EACH NETWORK THE ALGORITHMS WERE APPLIED FOR d ∈ {1, 2, 3} AND k ∈ {32, 64, 128}. FOR k = 32 BRKGA+FC WINS IN 73% OF THE CASES;

FOR k = 64 IN 71%; AND FOR k = 128 IN 66%.

k = 32 k = 64 k = 128

Instance |V | |E| Distance FC BRKGA BRKGA+FC FC BRKGA BRKGA+FC FC BRKGA BRKGA+FC

advogato 6551 51332
1 2338 2464.13 2469.13 2865 2948.67 2948.90 3313 3340.17 3372.33
2 4069 4139.83 4132.30 4153 4206.83 4207.77 4220 4266.97 4251.13
3 4268 4279.67 4275.47 4275 4281.80 4280.00 4277 4301.07 4284.00

anybeat 12645 67053
1 8556 8566.80 8570.70 9045 8981.40 9002.83 9650 9537.60 9626.47
2 11104 11177.10 11205.63 11209 11300.53 11305.83 11384 11371.47 11400.77
3 11507 11527.17 11526.00 11515 11531.00 11530.33 11556 11542.27 11546.87

brightkite 56739 212945
1 1266 1714.33 1808.67 1954 2483.03 2640.27 3023 3448.00 3711.63
2 4018 4160.63 4671.50 5444 5088.90 5910.40 6795 6075.13 6891.07
3 6094 5699.57 6535.13 7530 6349.90 7614.10 8650 7178.47 8189.63

delicious 536108 1365961
1 8522 10860.00 10864.83 12431 15793.53 15792.90 19483 21044.43 21170.37
2 21119 22341.80 22481.57 26018 26909.07 26995.33 32248 32811.27 33414.13
3 32000 33041.13 33175.07 36112 36039.43 36328.03 40309 40418.77 41722.63

douban 154908 327162
1 1093 1503.83 1482.30 2117 2649.93 2637.90 3950 4557.10 4565.73
2 4147 6809.23 6743.50 6801 9516.80 9594.53 10583 12950.27 13093.53
3 11686 13988.10 14448.00 15938 17548.57 17866.60 20720 21277.43 22368.23

epinions 26588 100120
1 1532 1753.27 1774.70 2198 2333.10 2413.17 3019 3000.47 3170.93
2 3645 3711.43 3853.17 4271 4086.47 4416.07 4904 4549.13 4897.77
3 4500 4487.73 4634.20 4948 4661.37 5002.83 5430 4973.10 5334.60

gowalla 196591 950327
1 1998 3296.13 3384.73 3415 4869.60 5122.30 5553 6976.07 7403.00
2 7509 9723.47 10754.63 10734 12534.07 13628.10 15386 14888.50 17251.67
3 14247 14913.00 16657.80 18418 17386.73 18966.73 23692 19064.10 22800.10

gplus 23628 39242
1 17498 18077.00 17896.00 22138 22496.93 22167.90 23543 23628.00 23567.00
2 21277 23077.20 22726.63 23200 23562.93 23172.73 23628 23628.00 23628.00
3 21636 23271.37 22884.60 23271 23559.80 23169.00 23628 23628.00 23628.00

loc-brightkite 58228 214078
1 8778 9041.33 9047.27 11232 11719.57 11722.57 14749 15058.97 15128.27
2 37295 38212.10 38267.47 40161 41258.13 41190.97 42929 43777.03 43827.50
3 52335 52645.00 52744.00 53272 53600.17 53469.27 53783 54123.80 54134.60

sign-Slashdot081106 77350 516575
1 7162 8087.00 8087.00 11362 11999.33 12003.93 17046 17514.80 17524.33
2 37521 42221.13 42352.03 44291 47782.33 47827.97 47747 51839.47 51796.63
3 59456 60393.67 60367.30 60709 61148.47 61148.07 61333 61683.10 61701.40

sign-Slashdot090216 81867 545671
1 7232 8127.87 8128.00 11385 12094.27 12108.50 16949 17592.80 17613.43
2 39841 43723.57 43781.93 46021 49774.13 49832.23 49661 54244.47 54141.53
3 62964 63840.83 63817.00 64209 64710.97 64723.77 64912 65375.13 65399.37

sign-Slashdot090221 82140 549202
1 7182 8129.00 8129.00 11421 12129.03 12126.33 17010 17642.67 17641.80
2 39220 43869.37 43982.53 46410 49972.23 49968.17 49917 54408.47 54334.93
3 62958 64062.17 64036.97 64473 64935.37 64953.90 65145 65589.77 65598.23

sign-bitcoinotc 5881 35592
1 3455 3479.00 3479.00 4010 4038.17 4040.97 4615 4595.70 4617.97
2 5568 5631.97 5632.60 5645 5715.37 5715.20 5761 5761.83 5781.17
3 5814 5838.00 5838.03 5834 5839.00 5839.10 5844 5842.00 5844.00

sign-epinions 131828 841372
1 17765 18690.03 18693.50 22933 23569.77 23609.43 28969 29052.87 29284.87
2 56849 59372.80 59411.70 60208 62238.23 62288.90 63070 64153.33 64309.37
3 70410 70739.73 70721.93 70829 71021.30 71024.17 71188 71245.93 71309.97

slashdot 70068 358647
1 3419 3722.70 3791.37 4683 5020.93 5083.63 6304 6515.80 6683.03
2 7849 8302.53 8958.23 9534 9605.07 9771.83 11083 10802.73 11486.17
3 10537 10527.87 11223.53 11699 11166.57 11810.70 12648 11964.73 12660.03

slashdot-zoo 79120 515581
1 7229 8100.00 8100.00 11460 12021.30 12051.57 17068 17514.53 17515.70
2 37664 41741.40 41848.30 43850 47347.50 47346.50 47629 51361.57 51334.70
3 58974 59818.57 59805.10 60176 60600.87 60604.67 60797 61135.87 61140.97

themarker 69413 1644849
1 32088 32320.00 32320.00 35567 35891.10 35908.27 39245 39137.20 39258.97
2 51299 52117.30 52127.60 52100 52654.87 52665.13 52785 53016.10 53093.40
3 53506 53598.40 53593.03 53575 53665.10 53666.67 53729 53754.67 53758.90

twitter-follows 404719 713319
1 14063 14548.57 14549.53 26981 27755.17 27760.93 48870 51240.20 50531.97
2 52319 88442.93 88620.80 83380 117605.90 117692.57 85371 151365.57 135258.13
3 171902 207181.27 204973.27 203499 213702.93 214154.77 212524 219099.80 221819.07

wiki-elec 7118 107071
1 2146 2167.00 2176.70 2227 2265.63 2268.63 2306 2367.70 2366.47
2 2328 2354.73 2355.10 2341 2390.00 2388.03 2366 2454.50 2427.53
3 2331 2357.10 2357.27 2344 2389.53 2389.67 2366 2452.23 2426.47

As FC is a deterministic approach (at least for what concerns
the use of the model after training), it was applied exactly
once to each of the 19 networks, for each combination of k
and d. On the contrary, both BRKGA and BRKGA+FC were
applied 30 times to each network and combination of k and
d. As a computation time limit of BRKGA and BRKGA+FC
we used 900 CPU seconds for each run. All experiments were
performed on machines with an Intel(R) Xeon(R) Silver 4210
CPU @ 2.20GHz. The FC framework uses Python 3 and our
implementations of BRKGA and BRKGA+FC were coded in
C++.

In Table II we compare the results of FC with the aver-
age results of BRKGA and BRKGA+FC over 30 runs. The
following observations can be made:

" Generally, both BRKGA and BRKGA+FC outperform
FC which, in turn, was shown in [8] to outperform
the existing heuristics for solving the k-dDSP. The only
exceptions are 1 case with k = 64 and 9 cases with
k = 128. This suggests that the performance of FC (when
compared to the BRKGA versions) improves with an
increasing value of k.

" Even though BRKGA generally outperforms FC, the
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Fig. 3. Data preparation and pipeline. The pipeline starts by training three
FC models, one for each k ∈ {32, 64, 128}. Random graphs (Erdős–Rényi)
were used for this purpose. Next, the evaluation of the FC models is performed
for each of the 19 instances (social networks), for each value of parameter
d ∈ {1, 2, 3}. Finally, the obtained probabilities (FC output) are exported and
stored in text files.

hybrid algorithm BRKGA+FC generally benefits from
the use of the probability information extracted from
FC for the translation of individuals into solutions. This
advantage of BRKGA+FC over BRKGA is greatest for
the smallest value of d (that is, d = 1). In this case
BRKGA+FC outperforms BRKGA in 73% of all cases.

" The worst performance of BRKGA+FC is obtained for
k = 32 and d = 3 (47% of superiority). This may be due
to two possible reasons: (1) FC might find it difficult to
detect pattern for rather small values of k; (2) all our FC
models were trained for d = 1, which might suggest that
our results could be improved by specifically training FC
for each value of d.

Summarizing, we can say that making use of information
from the GNN framework FC within our BRKGA clearly
improves the algorithm.

C. Analysis

There are cases when our hybrid algorithm does not perform
as expected. This is the case when the results are similar
to the ones of BRKGA, or when they are even worse than
the ones of BRKGA. In an attempt to analyse such cases we
used the Search Trajectory Networks (STNs) tool from [27],
which allows to visualize the trajectories of algorithms in the
search space. Moreover, it lets us compare the behavior of
more than one metaheuristic. For this analysis we chose three
network corresponding to three different cases as outlined in
Figure 4. The obtained graphics allow to make the following
observations.

1) Figure 4 (a). This is a case in which the hybrid algorithm
BRKGA+FC does not perform well in comparison to
BRKGA. We can see in the graphic that both algorithms
are clearly focused on different areas of the search space.
In particular, BRKGA is attracted by a certain area of
the search space. Nevertheless, the best solution found
(red dot), even though it belongs to this part of the
search space, it is not close to the area of attraction (see
the two larger grey triangles). One hypothesis is that
the probabilities provided by the graph neural network
framework (FC) for this instance are rather misleading.

2) Figure 4 (b). In this case, the performance of both
algorithms is comparable. Again, the two algorithm
version are focused on different areas of the search
space. This time there is a minimal overlap between
two of the algorithm trajectories (see the light gray dot
in the middle of the graphic). Interestingly, even though
both algorithms find a best solution of the same quality,
these two solutions are clearly different to each other
(see the two red dots).

However, as mentioned before, in a majorty of cases
BRKGA+FC outperforms BRKGA. Such a case is visualized
in the graphic of Figure 4 (c). It can be observed that the
trajectory of BRKGA+FC is more bounded and, therefore, it
is not dispersed in the search space as it occurs for BRKGA.
Moreover, the best solution is found in the area of the search
space that attracts BRKGA+FC. This means that, in this case,
the information provided by the FC is very useful.

VI. CONCLUSION AND FUTURE WORK

In this work we have devised a hybrid algorithm com-
bining a biased random key genetic algorithm with a graph
neural network called FASTCOVER. This was done in the
context of an NP-hard combinatorial optimization problem
dealing with the maximization of influence spreading in social
networks. In particular, our hybrid algorithm makes use of
the recommendations provided by FASTCOVER (in the form
of probabilities) for translating individuals to valid solutions
to the tackled problem. The results have shown that, in a
majority of the cases, our hybrid algorithm outperforms both
its individual algorithmic components: the biased random
key genetic algorithm and FASTCOVER. The experimental
evaluation of our approaches was done in the context of 19
real-world social networks.

One opportunity to advance this type of hybridization is to
address other problems using a similar integration methodol-
ogy, especially taking the recent progress of graph represen-
tation learning into account.
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Abstract—An instance of a weighted Stackelberg load bal-
ancing game is given by a set of identical machines, a set of
variable-length jobs and a parameter 0 ≤ α ≤ 1. A centralized
authority, denoted the leader, selects a subset of the jobs whose
total length is at most an α-fraction of the total length and
determines their assignment on the machines. After the controlled
jobs are assigned, the remaining jobs join the schedule. They act
selfishly, each determining its own assignment.

Our work combines theoretical and experimental results for
this setting. We suggest various heuristics for the leader and
analyze their performance.

I. INTRODUCTION

IN RESOURCE allocation applications, a set of resources
is used by a set of clients (users). For example, in job-

scheduling applications, servers process jobs; in communica-
tion or transportation networks, traffic is routed on network
links. In some settings, the users are assigned to the different
resources by a centralized authority. The centralized authority
is aware of all clients’ requests and can utilize the system in
the best possible way. Other resource allocation applications
lack a central authority and are managed by multiple strategic
users, whose individual payoff is affected by the assignment of
other users. As a result, game theory has become an essential
tool in the analysis of resource-allocation services. In the
corresponding game, every client is a selfish player who aims
at maximizing his own utilization.

In this work, we consider systems in which the two models
are combined. That is, some of the users obey a central
authority and some are selfish. The goal of the system is
to assign the centrally controlled users such that the total
system performance is optimized. We formulate this goal as
an optimization problem via Stackelberg games, in which one
player, corresponding to the centralized authority, acts as a
leader and the rest of the players, corresponding to the selfish
users, as followers. The problem is then to compute a strategy
for the leader (a Stackelberg strategy) that cause the followers
to react in a way that is as good as possible for the social
utility.

We focus on load balancing games in job scheduling sys-
tems. The users are jobs having variable weights and the
resources are machines. Every job should be assigned on a
single machine. The cost of a job depends on the total load
on its machine and the social cost is given by the load on
the most loaded machine. In centralized systems, this load

balancing scenario is the well-studied minimum Makespan
problem. It was well-studied also as a game where all the
jobs are selfish, however, it has not been studied in an
environment with a mixed type of jobs. All previous works on
Stackelberg strategies consider non-atomic (splittable) players
– every player has a neglected load and the total load can be
distributed among the machines in an arbitrary way. Thus, our
work initiate the study of Stackelberg strategies for weighted
singleton congestion games.

Our goal is to develop Stackelberg strategies that guarantee
load balancing and a low social cost. We will consider several
different models, depending on the different capabilities of the
leader.

In our model, the leader can select the jobs it controls and
its power is given by a parameter 0 f ³ f 1, such that it
can select any subset of jobs whose total load is at most an ³
fraction of the total load.

As we show, in some instances, the leader should better
exploit its power only partially and let more jobs select their
strategy selfishly. Intuitively, this is due to the fact that the
leader acts first and its assignment is irrevocable.

The scenarios we propose to study arise in real life ap-
plications that provide service to a mixture of independent
and controlled clients. For example, several companies suggest
computing services on shared machines for private users (using
cloud services) as well as local computation tasks. Similarly,
in routing problems, some users obey and consult a navigation
app, while others don’t. The navigation app acts as a leader
that determines the decisions (selected path) of some of the
clients.

A. Notation and Problem Statement

A load balancing game is given by G = ïJ ,M, {pj} "j *
J ð, where J is a set of n jobs, M is a set of m machines,
pj is the weight (also denoted size) of job j. In unweighted
games, all the jobs have the same unit size, that is, "j, pj = 1.

A Stackelberg load balancing game is given by ïG,³ð,
where G is a load balancing game and 0 f ³ f 1 denotes the
maximal fraction of the load controlled by the leader.

Let A be the set of jobs controlled by the leader. Let P =�
j pj . We have that

�
j*A pj f ³P . A profile of a game is a

schedule s = ïs1, . . . , snð * Mn describing the machines on
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which the jobs are assigned1. If j * A then sj is determined
by the leader and if j * J \A, then sj is selected by player j.

For a machine i * M, the load on i in s, denoted Li(s), is
the total size of the jobs assigned on machine i in s, that is,
Li(s) =

�
{j|sj=i} pj . When s is clear from the context, we

omit it. It takes pj time-units to process job j on machine i.
As common in the study of job-scheduling games, we assume
that all the jobs assigned on the same machine are processed
in parallel and have the same cost, defined as the machine’s
completion time. Formally, the cost of job j in profile s is
Cj(s) = Lsj (s). The players that control jobs act selfishly,
trying to minimize the cost of the job they control. The leader
is trying to optimize some global objective function. Note that
if A = J then all the jobs are controlled by the leader and
we have a classical job scheduling problem.

The leader applies its strategy first and determines an
assignment for the players in A. Afterwards, the players in
J \ A join this partial schedule, each selecting selfishly an
assignment for its job. The jobs assigned by the leader cannot
change their assignment. The selfish jobs may change their
assignment in response to other jobs’ assignments.

For a profile s, a job j * J \A and a machine s2j ;= sj , let
(s2j , s

2
j) denote the profile obtained from s by replacing the

strategy of job j by s2j . That is, the profile resulting from a
migration of job j from machine sj to machine s2j . A profile
s is a pure Nash equilibrium (NE) if no selfish job can benefit
from unilaterally deviating from its strategy in s to another
strategy; i.e., for every job j * J \ A and every machine
s2j it holds that Cj(s2j , s

2
j) g Cj(s). The cost of a schedule

is defined to be the maximal completion time of a job, also
known as the Makespan of the schedule, that is, cost(s) =
maxj*J Cj(s).

It is well known that decentralized decision-making may
lead to sub-optimal solutions from the point of view of
society as a whole. For a game G, let S(G) be the set of
feasible profiles of G. We denote by OPT (G) the cost of a
social optimal (SO) solution; i.e., OPT = mins*S(G) cost(s).
We quantify the inefficiency incurred due to self-interested
behavior according to the price of anarchy (PoA) [16] and
price of stability (PoS) [1], [20] measures. The PoA is the
worst-case inefficiency of a pure Nash equilibrium, while
the PoS measures the best-case inefficiency of a pure Nash
equilibrium. Formally,

Definition 1.1: Let G be a family of games and let G be a
game in G. Let Υ(G) be the set of pure Nash equilibria of the
game G. Assume that Υ(G) ;= '.

" The price of anarchy of G is the ratio between the
maximal cost of a NE and the social optimum of G.
That is, PoA(G) = maxs*Υ(G) cost(s)/OPT (G). The
price of anarchy of the family of games G is PoA(G) =
supG*GPoA(G).

We now define the inefficiency measure of a Stackelberg
game.

1In this paper, we only consider pure strategies. Unlike mixed strategies,
pure strategies may not be random or drawn from a distribution.

Definition 1.2: Let ïG, ³ð be a family of Stackelberg games
where G is a family of games and let G be a game in G. Let
Υ(G,³) be the set of pure Nash equilibria of the game ïG,³ð.
Assume that Υ(G,³) ;= '.

" The price of anarchy of ïG,³ð is the ratio between the
maximal cost of a NE and the social optimum of G.
That is, PoAL(G,³) = maxs*Υ(G,α) cost(s)/OPT (G).
The price of anarchy of the family of Stackelberg games
ïG, ³ð is PoAL(G, ³) = supG*GPoAL(G,³).

B. Related Work

The two extreme cases, of A = J and A = ' are well
studied. The case A = J is the classical minimum makespan
problem, while the case A = ' is the classical load balancing
game.

The minimum makespan problem is an NP-hard problem
and has a rich collection of approximation algorithms. For
identical machines, the simple greedy List-scheduling (LS)
algorithm [10] provides a (2 2 1

m )-approximation to this
problem. A bit better approximation ratio of ( 43 2 1

3m ) is
guaranteed by the Longest Processing Time (LPT) algorithm
[11]. A PTAS for the minimum makespan problem on identical
machines is given in [12]. For related machines (with various
speeds), List-scheduling guarantees Θ(m)-approximation [4]
and a PTAS is presented in [6].

Load balancing game consist of a set of jobs (players) and a
set of machines. Each job is controlled by a selfish agent who
aims to minimize his cost - given by the load on the machine
it is assigned to ([21]). The concept of the price of anarchy
(PoA) was introduced by Koutsoupias and Papadimitriou in
[16]. They proved that the price of anarchy of job scheduling
games is 22 1

m . In [7], Finn and Horowitz presented an upper
bound of 22 2

m+1 for the price of anarchy in load balancing
games with identical machines. Czumaj and Vöcking [5] gave
tight bounds for related machines that grow as the number of
machines grows.

Other related work consider Stackelberg strategies for
resource allocation games with identical players and non-
decreasing latency functions which can vary between the
resources. In these games, the leader is characterized by the
fraction ³ * [0, 1] of the players it controls and an optimal
allocation can be computed in polynomial time. Our model
differs from the previous studies as we do not assume the
players to have identical weight or strategy space, hence, the
leader is characterized by the specific set of players it controls
and calculating a socially optimum assignment is an NP-hard
problem.

For routing games on parallel networks for with non-
decreasing latency functions, it is known that computing an
optimal Stackelberg strategy is NP-hard. There are two known
approximation algorithms for the case of splittable (non-
atomic) symmetric games with non-decreasing latency func-
tions presented by Roughgarden in [18]; The Scale strategy
which simply employs the optimal configuration scaled by
the fraction of coordinated players . The best bound known
for Scale PoA is 4

3 2 X
3 where X = (12:

12α)(3
:
12α+1)

2
:
12α+1
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[13]. The LLF (Largest Latency First) strategy presented by
Roughgarden in [18] assigns the controlled players to the
largest cost strategies in the optimal configuration. The best
known upper bound, achieved by Karakostas and Kolliopoulos
[13], is equal to 4

3 for ³ f 1
3 and 2(12α2)

22α2
:
4α23α2

for ³ > 1
3 .

Subsequently, Kumar and Marathe [17] presented a fully
polynomial-time approximation scheme for the problem of
computing an optimal Stackelberg configuration on parallel
links with polynomial latencies. Stackelberg routing in arbi-
trary networks is studied in [2].

The work mostly related to our study considers games with
unsplittable (atomic) flows with non-decreasing latency func-
tions. In these games, different machines may have different
latency functions, that are not necessarily linear. The players
are identical, but they do have a non-splittable constant size.
Thus, the problem of calculating the optimal assignment is
polynomially solvable, contrary to our model. Fotakis [8]
studied LLF and a randomized version of Scale and gave upper
and lower bounds for them. He also introduced the Stackelberg
strategy ¼-Cover which assigns to every resource either at
least ¼ or as many coordinated players as the resource has in
the social optimum. Finally, he also gave upper bounds for
strategies obtained by combining ¼-Cover with either LLF or
Scale and upper bounds for games played on parallel links.

Vittorio and Vinci [3] then presented improved bounds for
the three Stackelberg strategies studied by Fotakis [8]. For
LLF they showed PoA of exactly 20211α

8 for ³ * [0, 4
7 ] and

423α+
:
4α23α2

2 for ³ * [ 47 , 1]. For ¼-Cover they showed that
the PoA is for affine functions is 4λ21

3λ21 and 1 + 4λ+1
4λ(2λ+1)

for linear ones. Finally, for Scale they give a bound of
1 + (12α)(2h+1)

(12α)h2+αh+1 , where h is the unique positive integer

such that ³ * [rL(h), rU (h)], with rL(h) =
2h223
2(h221) , rU (h) =

2h2+4h21
2h(h+2) and rL(1) = 0.
To the best of our knowledge our work is the first to consider

a model with unsplittable variable size jobs.

C. Our Results

Let ïG,³ð be a Stackelberg load balancing game. The leader
aims to minimize the makespan of the schedule achieved after
the addition of selfish jobs. We consider two questions:

1) How should the leader choose the jobs it controls?
2) How should it schedule them on the machines?
In Section II, we present results for games with two job

sizes, that is, for all j * J , pj * {1, p}. First, in Section
II-A we characterize the social optimum in these instances
in leader-free settings. In Section II-B, we consider settings
where the leader must exploit all of its power and we show
that it may result with a worst schedule than a NE in a
leader-free environment. In Section II-C we show that when
³ g min{n1

P ,
npp
P } the leader can guarantee an optimal NE.

Furthermore, we show that for every ³ g 0, for every game
G with two job sizes, PoAL(G,³) f 1 + p21

OPT (G) .
In Section III, we analyze the PoAL as a function of ³ and

compare it to the PoA in a leader-free game. We show that for
³ < 1

m+1 , PoAL(G, ³) = PoA(G). We also show a lower

bound of ³ g 1
m from which we can guarantee PoAL(G, ³) <

PoA(G). Furthermore, we present and analyze two strategies
for choosing and scheduling the controlled jobs.

In Section IV, we present the leader’s heuristics for both
choosing the controlled jobs and assigning them to machines.
In Section V we present our experimental results.

We conclude in Section VI, where we summarize the work
and suggest some directions for future work. Due to space
constraints, some of the technical proofs are omitted.

II. INSTANCES WITH TWO JOB SIZES {1, p}
In this section, we consider the class G2 of game instances

with only two different job sizes, w.l.o.g., 1 and p. Formally,
G * G2 if there exists a constant p > 1 such that "j * J ,
pj * {1, p}. We denote by 3-job a job of size 3. Let n1 and
np denote the number of 1-jobs and p-jobs, respectively. It is
easy to see that LPT algorithm is optimal for any G * G2.

A. Social Optimum in Leader-Free Games

We first provide some simple observations regarding the
social optimum and leader-free games in G2.

First, we denote rG to be the number of machines with
exactly +np

m , p-jobs on them on a LPT schedule. Thus, rG =
np mod m when np

m ;* N and there are m2rG machines with
+np

m , p-jobs. Also, let h = +np

m ,, meaning, np = hm+ rG.
Proposition 2.1: For every load balancing game G * G2,

OPT (G) =

�
+np

m ,p if n1 f (m2 rG)p and np > 0

+ P
m, otherwise

Proof: Consider an optimal LPT schedule of G * G2. If
np > 0 then LPT first schedules all the p-jobs in a balanced
way. The makespan after this stage is +np

m ,p. For the makespan
to remain +np

m ,p, the number of 1-jobs must be at most (m2
rG)p, since otherwise, n1+npp

m > +np

m ,p. If n1 > (m2 rG)p,
then the number of 1-jobs is sufficient to perfectly balance the
load on the machines, up to a gap of 1, hence, the resulting
schedule has a makespan of + P

m,.
Proposition 2.2: For every load balancing game G * G2, if

PoA(G) > 1, then in every sub-optimal NE s, every machine
a with La(s) > OPT (G) processes only p-jobs.
Proof: Let G * G2 such that PoA(G) > 1. Let s be a NE
of G such that cost(s) > OPT (G). Let a be a machine with
La(s) > OPT (G). By the pigeonhole principle, there must
be a machine b for which Lb < OPT (G). Hence, La(s) >
Lb(s)+1. Machine a processes only p-jobs, as otherwise, any
1-job on machine a would benefit from migrating to machine
b, contradicting the stability of s.

Next, we characterize instances for which every NE is op-
timal. First, we calculate some useful values. Denote G * G2

to be a game with n1 > (m2 rG)p. In order to calculate the
value of OPT (G) we take s to be an LPT schedule which we
know is optimal. Each machine has at least h p-jobs on it and
there are m2 rG machines with exactly h which has exactly
(m2 rG)p 1-jobs scheduled on them since OPT (G) > +np

m ,.
Thus, we have np p-jobs and (m 2 rG)p 1-jobs in order to
have all the machines with load of +np

m ,. Hence, there are
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more n1 2 (m2 rG)p 1-jobs in J and the maximal load they
reach is +n12(m2rG)p

m ,. Denote this value to be BG and we
get in total OPT (G) = + P

m, = +np

m ,+BG.
For some schedule s2 if there is a machine i with Li(s

2) >
OPT (G) then it must be that there are only p-jobs on i. The
number of p-jobs on i is +np

m , + +BG

p , + 1, meaning, the
number of p-jobs that fits in a machine with load OPT (G)
and additional 1 p-job. We denote the number of p-jobs on
i to be CG. Using the above definitions, we can characterize
instances for which every NE is optimal (proof omitted).

Proposition 2.3: For every load balancing game G * G2,
PoA(G) = 1 iff at least one of the following conditions holds:

1) np f 1
2) OPT (G) = +np

m ,p
3) OPT (G) > +np

m ,p and n1 < (2(np 2 CG) mod m2
1)p or CGp > + (np2CG)p+n1

m21 ,+p or (npp21)(m21) f
n1

B. The Leader Controls Maximal Load from ³P

In this section we assume that the leader must fully exploit
its power, that is, the leader must control a subset of jobs
whose total size is maximal among subsets of total size at
most ³P . We assume that the leader has the computational
power to identify such a subset. In particular, if there exists
a subset of the jobs with total size ³P , then the leader must
control such a subset. A game in which the leader must control
such a subset is denoted ïG,= ³ð.

The definition of PoAL is adjusted to fit this case as follows:
Definition 2.1: Let ïG,= ³ð be a family of Stackelberg

games, and let G * G. Let Υ(G,= ³) be the set of pure Nash
equilibria of the game ïG,= ³ð. Assume that Υ(G,= ³) ;= '.

" The price of anarchy of ïG,= ³ð is the ratio between the
maximal cost of a NE and the social optimum of G. That
is, PoAL(G,= ³) = maxs*Υ(G,=α) cost(s)/OPT (G).
The price of anarchy of the family of Stackelberg games
ïG,= ³ð is PoAL(G,= ³) = supG*GPoAL(G,= ³).

We first show that controlling the maximal possible load
may not always minimize the PoAL.

Proposition 2.4: There exists a game G * G2 and 0 f ³ f 1
such that PoAL(G,= ³) > PoA(G).
Proof: Let G be a weighted Stackelberg load balancing
game with m = 2, p = 4, np = 3 and n1 = 2 and let
³ = 5

14 . Let J = {j1 . . . j5} where p1 = p2 = p3 = 4 and
p4 = p5 = 1.

We have P = 14, thus, the leader must control jobs of total
size 5. This implies that the leader controls one 4-job and
one 1-job. W.l.o.g. the leader controls jobs j1 and j4. Figure
1(a) presents an optimal schedule of J . OPT (G) = 8 and by
Proposition 2.1 PoA(G) = 1. We show that PoAL(G,= ³) >
1. If the leader schedules both of the jobs on the same machine,
w.l.o.g., on machine m1, then a possible NE is depicted in
Figure 1(b). We have L1(s) = 9 and L2(s) = 5. The only job
that may benefit from a migration is the 1-job on m1. However,
this job was assigned by the leader and cannot change its
assignment.

If the leader schedules each of the two controlled jobs on a
different machine, w.l.o.g., s1 = 1 and s4 = 2, then a possible
NE is a one where j2, j3 are scheduled on m1 and j5 on m2.
We have, L1(s) = 9 and L2(s) = 5 as depicted in Figure
1(c). The only job that may benefit from a migration is the
1-job on m1. However, this job was assigned by the leader
and cannot change its assignment.

Hence, PoAL(G) = 9
8 > 1 = PoA(G).

Fig. 1. PoAL(G) > PoA(G). (a) optimal and worst case schedule with
only selfish jobs, (b),(c) possible NE profiles with controlled jobs

We show that there is no constant ³ < 1 such that
controlling ³ of the total load is sufficient to guarantee an
optimal assignment.

Theorem 2.5: For every ÷ > 0 and every p > 1, there exists a
load balancing game G * G2 such that PoAL(G,= ³) g 1+ 1

p
for ³ g 12 ÷.

Proof: Given ÷, p, let m g 3 be an integer such that 2p21
m f

÷ and let ÷2 = 2p21
pm . Let G be a game on m machines. Let

n1 = p and np = m 2 1. Thus, P = pm. Since the leader
controls a fraction 12 ÷2 of the total load and ÷2P = 2p21, it
must be that the leader does not control exactly one p-job and
p 2 1 1-jobs, that is, A consists of a single 1-job and m 2 2
p-jobs.

In every optimal schedule for G, all the machines have load
p. Specifically, on m2 1 machines there is one p-jobs and on
one machines there are p 1-jobs. Thus, OPT (G) = + P

m, = p.

In order to achieve an optimal solution, the leader must
schedule the jobs in A in a sub-assignment of an optimal
schedule, since otherwise it cannot be completed to an optimal
schedule. We show that the leader cannot schedule the jobs of
A such that any stable addition of the selfish jobs is optimal.

The only possible assignment for the leader, is to schedule
m 2 2 p-jobs on m 2 2 machines and the single 1-job on
another machine. After the assignment of A, there is an empty
machine. A possible stable assignment of the selfish jobs is
produced by adding one p-job to the machine with load 1 and
assigning the p2 1 1-jobs on the empty machine. (see Figure
2)

In this case, it is easy to see that the resulting schedule is
stable against deviations of the selfish jobs, thus, the resulting
schedule has cost p+ 1 and PoAL = 1 + 1

p .
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Fig. 2. The only optimal Stackelberg strategy of the controlled (shaded) jobs
and a possible non-optimal stable completion of the assignment by the selfish
(light) jobs.

C. Games with Optional Control

As shown in section II-B, forcing the leader to fully exploit
its power may be harmful. We therefore consider next the more
flexible and reasonable setting in which the leader may choose
the amount of load it controls out of the maximal allowed
fraction ³.

Theorem 2.6: For every game ïG,³ð with G * G2 and
³ g min{n1

P ,
npp
P } it holds that PoAL(G,³) = 1.

Proof: Let G * G2. If ³ g npp
P , the leader may choose to

control all of the p-jobs and none of the 1 jobs. If ³ g n1

P ,
it can choose to control all of the 1-jobs. The leader would
schedule the controlled jobs in a sub-assignment of an optimal
schedule. Since all of the selfish jobs have the same size, they
will complete the assignment in a balanced schedule, which
is optimal.

Theorem 2.7: For every ³ g 0 and G * G2, PoAL(G,³) f
1 + p21

OPT (G) .
Proof: Let G * G2 be a weighted Stackelberg load balancing
game. Assume that the leader assigns the controlled jobs in a
sub-assignment of an optimal schedule. We show that for any
completion of this sub-assignment to a NE, s, it holds that
cost(s) f OPT (G) + p2 1.

Assume by contradiction that there is a machine mi with
Li(s) g OPT (G)+p. By Proposition 2.2 the only selfish job
on mi are p-jobs. Also, since the leader schedule the jobs in
a sub-optimal assignment then there is at least one selfish job
j on mi. By the pigeonhole principle there is a machine mi2

with Li2 < OPT (G). Thus, j would benefit from migrating
to mi2 and s is not stable.

III. INSTANCES WITH ARBITRARY JOB SIZES

Algorithm 1 presents a strategy for the leader, given the job
sizes and the fraction of load 0 f ³ f 1 that the leader may
control. Recall that P =

�
j pj . Thus, the leader may choose

to assign any subset of jobs of total load at most ³P . We
assume that the leader has unlimited computational power, in
particular, it may solve NP-hard problems.

Algorithm 1 - A strategy for assigning the controlled jobs on
m machines

1: Sort the jobs such that p1 g · · · g pn
2: Let k be the maximal index for which

�
jfk pj f ³P .

3: Assign the k first jobs in a way that minimizes the
maximal load on a machine.

Claim 3.1: Algorithm 1 gives a (1+
12 1

m

1++ k
m , )-approximation.

Proof: The analysis is similar to the analysis of the PTAS
for the minimum makespan problem [9]. Let s2 be the schedule

of the k longest jobs and let s denote the NE profile after the
selfish jobs join. If cost(s2) = cost(s) then s is optimal for
G. Otherwise, cost(s) g OPT (G).

Let j be the job determining cost(s). Since s is NE,
every machine has load of at least cost(s) 2 pj . Therefore,
P g m(cost(s) 2 pj) + pj . Also, since the jobs are sorted
in nonincreasing order of processing times, we have that
pj f pk+1 and therefore, P g m · cost(s) 2 (m 2 1)pk+1.
Furthermore, a lower bound for the optimal solution is a
perfectly balanced schedule, thus, OPT (G) g P

m , which
implies that cost(s) f OPT (G) + (12 1

m )pk+1.
Next we bound pk+1 in terms of OPT (G). To obtain such a

bound, consider the k+1 longest jobs. In an optimal schedule,
some machine is assigned at least +k+1

m , g 1 + + k
m, of these

jobs. Since each of these jobs has processing time at least
pk+1, we conclude that OPT (G) g (1 + + k

m,)pk+1, which
implies that pk+1 f OPT (G)

1++ k
m , and finally,

cost(s) f OPT (G)(1 +
12 1

m

1 + + k
m, )

Our next results identify the threshold fraction ³, such that
controling less than fraction ³ may not be helpful at all while
controlling at least fraction ³ is guaranteed to be beneficial.

Theorem 3.2: If ³ < 1
m+1 then PoAL(G, ³) = PoA(G).

Proof: Recall that PoA(G) = 22 2
m+1 . We show that there

exists a game G for which PoAL(G,³) = 22 2
m+1 for every

³ < 1
m+1 .

Given m, the set of players in G consists of m22m jobs of
size 1 and two jobs of size m. Thus, P = m2+m. OPT (G) =
m + 1 achieved by assigning the two long jobs on different
machines and balance the load with the unit jobs.

Assume the leader controls a fraction ³ < 1
m+1 of the load.

Thus, it controls load less than m, implying that it controls
at most m2 1 unit jobs. Therefore, after the leader schedules
the controlled jobs, there is an empty machine m1.

In a possible NE schedule s the two m-jobs are assigned
on m1 and all of the unit jobs are balanced on the remaining
machines, each having load m.

We show that s is NE. Clearly, none of the unit jobs on
machine i ;= 1 may benefit from a migration since Li(s) = m
and L1(s) = 2m. Moreover, since for every i ;= 1 Li(s) = m
and there are only two m-jobs scheduled on m1, they will not
benefit from a migration.

Therefore, for any ³ < 1
m+1 we have a NE s with cost(s) =

2m. Thus, PoAL(G,³) = 2m
m+1 .

In order to show that controlling a fraction ³ g 1
m21

guarantees a reduced equilibrium inefficiency, we characterize
instances that achieve the worst PoA. We first show that every
optimal solution must be perfectly balanced and then that there
are at least m relatively short jobs.

Claim 3.3: For every game G with PoA(G) = 2m
m+1 ,

OPT (G) = P
m .
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Proof: Let G be a game with PoA(G) = 2m
m+1 and let

r = OPT (G)
m+1 . Let s be a schedule such that cost(s) = 2mr.

Therefore, there is a machine Ma with La(s) = 2mr.
Assume by contradiction that OPT (G) > P

m , thus, P <
r(m2 +m) then

�
i ;=a Li(s) < r(m2 2m). Therefore, there

is a machine b ;= a with Lb < rm. Also, since La(s) = 2mr
and OPT (G) = r(m + 1) it must be that Ma processes at
least two jobs and the shortest job on Ma has size at most
rm. By migrating to Mb, the shortest job on Ma will reduce
its cost below 2rm, contradicting the stability of s.

Theorem 3.4: If ³ g 1
m then PoAL(G, ³) < 22 2

m+1 .
Theorem 3.5: If the leader controls m jobs, PoAL(G) <

PoA(G).
Proof: Let G be a load balancing game with PoA(G) = 22

2
m+1 and m g 3 and let s be the schedule for which cost(s) =

(22 2
m+1 )OPT (G). Denote i to be a machine with Li(s) =

cost(s). Also, Li(s) 2 OPT (G) = (2 2 2
m+1 )OPT (G) 2

OPT (G) = (12 2
m+1 )OPT (G) and for m g 3 we get Li(s)2

OPT (G) g OPT (G)
2 . Since Li(s) > OPT (G) there must be

a machine i2 with Li2(s) < OPT (G). Therefore, i contains
two jobs with pj >

OPT (G)
2 , since otherwise, s is not NE.

Moreover, there are at most m jobs with pj >
OPT (G)

2 since
otherwise, for every schedule s2 there must be a machine i2

with Li2(s
2) > OPT (G) and the optimal value of G can not

be achieved. Contradicting the definition of OPT (G).
Let A be the group of jobs with pj >

OPT (G)
2 . If the leader

controls A, since |A| f m, it may schedule each job on a
different machine. Let s2 be the resulted schedule s2 after the
selfish jobs reach NE.

We show that the schedule s2 is a NE for a game with all
selfish jobs. Assume there is a job j scheduled on machine a
that may benefit from a migration. Then since all of the jobs
with p f opt(G)

2 are satisfied, it must be that pj >
OPT (G)

2 and
there is a machine b with Lb(s

2) < OPT (G)
2 . Also, machine

b has an additional job j2 scheduled on it, since otherwise j
is the only job on a and it may not benefit from a migration.
It must be that pj2 f OPT (G)

2 since the leader scheduled all
of the larger jobs on distinct machines. Thus, j2 may benefit
by migrating to b. Contradicting the stability of the jobs with
sizes smaller than OPT (G)

2 .
Since s2 is a NE then it must be that cost(s2) f (2 2
2

m+1) )OPT (G). Also, we showed that in every NE with cost
(2 2 2

m+1) )OPT (G) it must be that there is a machine with

two jobs larger than OPT (G)
2 . Thus, since s2 does not satisfy

the condition, cost(s2) < (22 2
m+1) )OPT (G).

Algorithm 2 presents a strategy for the leader, given a
fraction ³, which is the load of jobs the leader control.

Algorithm 2 - A strategy for finding an approximation for a
schedule with m machines

1: Sort the jobs such that p1 g · · · g pn
2: Assign the k first jobs such that

�k
i=1 pi f ³P in First-Fit

with limit of C7.

Theorem 3.6: For every ³ f m
m+1 , Algorithm 2 gives

PoAL(G, ³) g 22 2
m+1 .

Proof: Given m, let G be a game for which the set of
players in G consists of m jobs of size m and m jobs of size
1. Thus, OPT (G) = m+1 is achieved in a balanced schedule
and PoA(G) = 2 2 2

m+1 . Let ³ f m
m+1 be the fraction of

controlled load. Therefore, the leader controls at most m2 1
jobs with size m.

If C7 g 2m, if the leader controls only one job, then the
cost after the selfish jobs join may be the worst case. Other-
wise, the leader assigns at least two m-jobs on a machine. in
both case cost(s) g 2m and PoAL(G,³) g 22 2

m+1 .
If C7 < 2m the leader assigns only one m-job on at most

m 2 1 machines. Let M1 be one of those machines. In a
possible NE schedule s a selfish m-job is assigned on M1,
the selfish m-jobs are assigned on different machines and all
of the unit jobs are assigned on a single machine. Therefore,
each machine having load m except M1, with L1(s) = 2m.
Thus, PoAL(G,³) = 22 2

m+1 .

IV. OUR HEURISTICS

In this section we describe the heuristics we have designed
and implemented. An instance in our experiments is character-
ized by a set of jobs, a number of machines and two different
heuristics. The first defines the leader’s strategy and depends
on the fraction of load it controls and the second defines
the selfish players behaviour. We describe each of these two
classes of heuristics separately.

A. Leader’s Strategy

A leader’s strategy consists of two steps: (i) Choosing the
controlled jobs, (ii) Scheduling the controlled jobs. In this
section we describe the heuristics we propose for these steps.
Note that the leader’s strategy is independent of the selfish
jobs’ behaviour, however, the leader may benefit and adjust
its heuristic if it is known in advance how the selfish jobs will
act after it is done assigning the controlled jobs.

1) Choosing the Controlled Jobs: Given a fraction 0 f ³ f
1, the leader needs to choose the jobs it controls. Recall that
P =

�
j pj . Given 0 f ³ f 1, the leader may control jobs of

total load at most ³P . We implemented three simple heuristics.
In the first heuristic, denoted Pick Smallest, the leader sorts the
jobs in non-decreasing order of size and adds jobs according
to this order as long as their total size is at most ³P .

In the second heuristic, the leader sorts the jobs in non-
increasing order. For choosing the controlled jobs there are
two options: it may choose the largest jobs prefix of this sorted
set whose total size is at most ³P and stop when the next job
can not fit, we denote this heuristic Pick Largest - Stop, or
it may add jobs according to the sorted order and skip jobs
whose addition will make the total load more than ³P , we
denote this strategy Pick Largest - Skip.

For example, assume the jobs sizes are {1, 2, 3, 4} and let
³ = 1

2 . Using Pick Smallest, the leader controls jobs of sizes
{1, 2}, in Pick Largest - Stop, it controls only the job of size
4 and in Pick Largest - Skip it controls jobs of sizes {4, 1}.
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2) Leader’s Scheduling Strategy: Given the set of con-
trolled jobs, the leader’s next mission is to schedule them on
the machines. We assumed the leader has limited computa-
tional power, meaning, it cannot solve NP -hard problems and
in particular, it cannot calculate an optimal schedule for the
jobs.

The first algorithm we implemented returns an LPT sched-
ule. Meaning, the leader first sorts the controlled jobs in a
non-increasing order. Next, it assigns one job at a time to a
least loaded machine. We denote this heuristic Leader’s LPT.

The second algorithm uses the bin packing algorithm First
Fit. We denote this heuristic Leader’s FF. The bin pack-
ing problem is an optimization problem, in which items of
different sizes must be packed into a finite number of bins
or containers, each of a fixed given capacity, in a way that
minimizes the number of bins used. First Fit algorithm packs
each item into the first bin where it fits, possibly opening a
new bin if the item cannot fit into any currently open bin.

We consider the machines as bins and the jobs as items.
Let L =

�
j*J pj

m . Clearly, L is a lower bound on OPT . In
our heuristics, the bins’ capacity is determined to be µL for
different values of µ * {0.9, 1, 1.1}. The leader sorts the job
on non-increasing order and then uses First Fit with the chosen
bins capacity to schedule the controlled jobs on the machines.
If some job cannot fit into any machine without an overflow
beyond µL (this may happen if ³ is relatively large), then the
jobs is assigned on a lightly loaded machine.

B. Selfish Player’s Strategies

The selfish players behaviour also has significant impact on
the results. We considered two methods according to which
the selfish players reach a NE.

In the first method the selfish players are added to the game
sequentially, each added to a least loaded machine at that time.

The jobs are considered in LPT order. We denote this
strategy Player’s LPT. We claim that in this case, after adding
the selfish players, the schedule is stable against deviation
of the selfish players. The proof of the following claim
follows from the analysis of LPT for classical load balancing
games [21].

Claim 4.1: LPT algorithm for non-empty machines produces
a NE for the selfish jobs.

In the second method the jobs are added greedily in arbitrary
order and then we use Best Response Dynamics (BRD). The
best response dynamics is one of the most elementary methods
in game theory. Using Round Robin according to the jobs
assignment order. Each player at its turn tries to improve its
state. If there is a machine for which the player may benefit
from a migration, it will migrate to a most beneficial option.
Otherwise, it stays on the same machine. The algorithm stops
when non of the players has a beneficial migration. It is known
that BRD algorithm converges to a NE when starting the
algorithm with empty machines. The discussed case of adding
players to non-empty machines is a sub-problem of it and
achieves NE similarly.

V. EXPERIMENTAL RESULTS

Our instances consist of 20 machines and 100 jobs. It is
common to use exponential times for job processing times as
it is often a good approximation of service times [19]. In order
to work with integers, we used geometrical distribution and
chose parameter 0.13 which provides instances with mostly
small jobs, with an amount of larger jobs that allows many
combinations of equilibrium with different makespan values.
Diversity of job sizes and relatively low loads, enables a good
comparison between different heuristics.

The random jobs generator may create jobs whose size is
larger than the optimal makespan, calculated by

�
j*J pj

m . We
address these jobs as outliners. The presence of such jobs
hurts the comparison of the different heuristics, since they
may cause that an instance will have the same makespan
for all strategies. By scheduling one such long job on a
machine, non of the selfish jobs may benefit by choosing
this machine. In order to emphasis the differences between
the different heuristics, we remove the outliners using the
following method. We note that on average 1 2 2 jobs were
removed from each instance.

Algorithm 3 - Removing outliners

1: Calculate avgLoad(G) =
�

j*J pj

m
2: Remove every job j * J with pj > avgLoad(G).
3: Repeat steps 1, 2 while some job was removed.

In the following sections we present our experimental
results. These results were obtained by running our heuristics
on the same 100 instances, each consisting of 100 players and
20 machines. For each instance we calculated the lower bound,
L =

�
j pj/M , on the optimal makespan. For each experiment

we present in the diagrams the average makespan scaled by L.
For example, if the average makespan in all the runs performed
in some experiment is 1.2L then the corresponding bar in the
figure has height 1.2. Since L f OPT , this ratio is an upper
bound on the price of anarchy.

A. Choosing the Controlled Jobs

In this section, we present our results for the comparison
of the first part in the leader’s strategy. Specifically, we
compare how the performance is affected by the fraction of
load controlled by the leader and the different heuristics for
choosing the leader’s controlled jobs. We consider all the
possible combinations of leader and selfish players strategies.
Recall that Leader’s FF algorithm schedules each job on the
first machine where it fits with limit of µ

�
j*J pj

m on the
totals’ machine load for µ * {0.9, 1, 1.1}, possibly starting
to schedule on a new machine if the job cannot fit into any
currently open machine. In the experiment described below,
we fixed µ = 1 as a representative case for the strategy.
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Fig. 3. Comparing jobs choosing strategies for Leader’s FF
with BRD

Fig. 4. Comparing jobs choosing strategies for Leader’s FF
with Player’s LPT

Fig. 5. Comparing jobs choosing strategies for Leader’s LPT
with BRD

Fig. 6. Comparing jobs choosing strategies for Leader’s LPT
with Player’s LPT

Figures 3,4,5 and 6 present the differences between the

possible leader’s strategies for choosing controlled jobs for
every possible combination of considered strategies for the
leader and selfish players. The figures present the PoA (y axis)
as a function of ³ for every strategy.

First, we can conclude that Pick Smallest provides the worst
results for all ³ values and heuristics. As shown in the figures,
the PoA increases with ³, meaning that the leader’s control
hurts the social cost.

In contrast, we can also conclude that for the other two
strategies Pick Largest - Skip and Pick Largest - Stop, as ³
increases, the final schedule is better and the leader reduces
the makespan in average by factor 1.16, 1.11, 1.08 if it controls
0.3, 0.5, 0.7 fraction of the load respectively. Other than that,
the difference between both strategies is minor, with a slight
advantage to the Pick Largest - Stop strategy in most of the
cases.

B. Leader’s Scheduling Strategy

In this section we discuss the optimal strategy we recom-
mend the leader to apply on the controlled jobs. The best
strategy may differ between the amount of load the leader
controls, the selfish players behaviour or other parameters we
examine.

The experiments that consider the selection of the controlled
jobs, reported in section 5.1, reveal that Pick Largest - Stop
has the best performance, thus, we use it in the following
experiments.

1) Leader’s First Fit: Our next experiments analyze the in-
fluence of the parameter µ in the Leader’s FF strategy. Recall
that the Leader’s FF strategy schedules the controlled jobs
using First Fit algorithm with machine capacity of µ

�
j

pj

m
for µ > 0. We applied this strategy with µ * {0.9, 1, 1.1}.
These values were chosen since we aim to have approximate
PoA closer to 1; if we choose a low µ value, the selfish players
may determine the makespan since larger jobs may join non-
empty machines.

If we choose higher µ value, then already the jobs assigned
by the leader may cause a high makespan. On the other
hand, this leaves more empty machines for the selfish jobs
and potentially prevents them from reaching load higher than
µ
�

j
pj

m on the reamaining machines.

Figures 8 and 7 present the approximated PoA with re-
gards to the discussed options for µ parameter and the
controlled fraction ³ achieved with ³ * {0.3, 0.5, 0.7} and
µ * {0.9, 1, 1.1}. In the experiments described in Figure 7
the selfish jobs join and perform BRD. In the experiments
described in Figure 8 they are added using LPT rule.
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Fig. 7. Comparing γ parameter for Leader’s FF strategy with
BRD

Fig. 8. Comparing γ parameter for Leader’s FF strategy with
Selfish LPT

As presented in Figure 7, when the selfish players use
Player’s BRD strategy, for every fraction ³, the best per-
formance is achieved when µ = 1. For µ = 0.9 we have
significantly worst result for ³ * {0.3, 0.5}, but better than
µ = 1.1 for ³ = 0.7. This difference is explainable since
the leader have the most significant control for this ³ and
both approximated PoA results values are below 1.1 and for
µ = 1.1 the leader schedules as much as it can near the load
of 1.1

�
j

pj

m which ensured result near 1.1. In contrast to
µ = 0.9 which allowed lower results.

On the other hand, for Player’s LPT in Figure 8 we get
consistent results for all ³ values. We get the worst results
for the value µ = 0.9. Next, we have µ * {1, 1.1} with close
results, with a minor advantage to µ = 1.1.

2) Leader’s Strategy: We conclude with experiments that
compare the leader’s strategy choice with regards to the selfish
players behaviour. Based on the results of thee previous
experiments, in all the experiments we report in this section,
the controlled jobs are chosen using Pick Largest - Stop and
for Leader’s FF we use parameter µ = 1. In the experiments
presented bellow, we compared which leader’s strategy gives
better results with respect to the applied player’s strategy for
every ³ choice.

Fig. 9. Comparing leader’s possible strategies for Player’s
BRD

Fig. 10. Comparing leader’s possible strategies for Player’s
LPT

The results shown in both Figures 9 and 10, imply that for
³ = 0.3 we get better makespan when using Leader’s FF
strategy. On the other hand, for larger ³ we get that Leader’s
LPT perform better. Moreover, we can conclude that when the
selfish players use BRD, the difference between the makespans
resulting from the two leader’s strategy are more significant
comparing to games in which the selfish players are added by
LPT.

Another interesting result we can infer from these experi-
ments, is the difference between the results for selfish players
behaviour. For all ³ values and leader’s strategy choice, we
get much lower makespans when the selfish players use BRD.

VI. CONCLUSIONS

In this work we examined the potential influence of a leader
who control a subset of the jobs in load balancing games.
The leader assigns the jobs it controls and the other jobs then
select their assignments in a selfish way. We present theoretical
as well as experimental results answering several questions
regarding the advantages and disadvantages of controlling
a fraction of the load. We have designed and implemented
several heuristics for possible strategies the leader may apply
when choosing the jobs to control and when scheduling them
on the machines.

In the theoretical results, we proved that if the leader is
obligated to control a maximal amount of the given fraction,
the resulting schedule may be worse than a NE schedule in
a leader-free environment. On the other hand, for a setting
in which the leader may choose to exploit only part of its
power, we presented tight bounds on the fraction ³ of the
controlled load that may improve the game cost. Additionally,
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we presented several relations between the common PoA(G)
measure and the PoAL(G, ³) measure which we defined.

Our experiments show that controlling the largest jobs in a
game is the best strategy for the leader, while controlling the
smallest jobs may cause significant damage. In fact controlling
no job may be better than controlling only small ones. One
of the main conclusions that resulted from the experiments is
that controlling a larger fraction of the load improves the game
cost when controlling the larger jobs.

We have observed that when using the heuristic Leader’s
FF, the performance is significantly influenced by the choice
of the capacity to which the machines are loaded. Let L =�

j
pj

m , then for a parameter µ, the leader adds jobs to machine
in a First-Fit matter, where each job is added to the first
machine whose addition will result in total load at most µL.
In general, the best result achieved for this strategy is when
µ = 1. Although, if the selfish players scheduling strategy is
known to be LPT, then filling the machines up to capacity 1.1L
results is slightly better outcomes. Also, for large ³ values the
results for all µ values are very close, but on the other hand
for low ³ we can definitely conclude that we should not use
µ less than 1. Future work on this algorithm may find more
characteristics for choosing the µ value.

Another conclusion we can infer, is that knowing the selfish
player’s behaviour in advance may be helpful for the leader.
Similarly, the strategy choice depends also on ³ - the fraction
of controlled jobs. In general, for both selfish players methods
it holds that the Leader’s LPT strategy gives the best results,
but if it is known that the selfish players acts in BRD and the
controlled fraction is low we may consider using Leader’s FF.

For future work it may be interesting to improve the
Leader’s FF strategy and characterize the jobs that the leader
should choose specifically for using this heuristic. Leader’s
FF is a heuristic in which the leader assigns the controlled
jobs on a subset of the machines and leave some of the
machines empty for the selfish jobs. We believe that additional
algorithms using this approach should be considered and
analyze and may perform even better than Leader’s FF. Also,
it may be interesting to get inspiration from additional known
approximation algorithms for the minimum makespan problem
as we did with Leader’s LPT which is based on the algorithm
presented in [7].

In the theoretical side, we believe that there are many inter-
esting open problems in this setting. For example, analyzing
weighted Stackelberg games of congestion games with non-
singelton strategy space, non symmetric singelton games, or
games with non-uniform resources, that is, machines with
different speeds. Also, in our settings the leader has unlimited
computational power, meaning, it is able to solve NP-hard
problems. It will be interesting to have results for a leader with
a limited computational power. Another interesting direction

is to analyze the consequences of controlling a specific given
subset of jobs A ¦ J instead of a fraction ³ of the load.
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Abstract—Here we propose for the first time a temporal
intuitionistic fuzzy extension of the Hungarian method for solv-
ing the Travelling Salesman Problem (TIFHA-TSP) based on
intuitionistic fuzzy logic and index matrices theories. The time
for passing a given route between the settlements depends on
different factors. The expert approach is used to determine the
intuitionistic fuzzy time values for passing the routes between
the settlements. The rating coefficients of the experts take the
times into account. We are also developing an application for the
algorithm’s provision to use it on a real case of TIFHA-TSP.

I. INTRODUCTION

HAMILTON [11] defined the travelling salesman problem
(TSP). The Hungarian algorithm (HA) was described

by Kuhn in 1955 [6]. In today’s dynamic environment, some
of the parameters of this problem are unclear and rapidly
changing. Traditional optimisation methods are not easily
applicable to this problem. The use of intuitionistic fuzzy logic
proposed by Atanassov [8] as an extension of Zadeh’s fuzzy
(F) logic [12] allows us to model uncertainty. The TSP and
related problems have been solved through various techniques,
including meta-heuristic algorithms [1]. FTSP with trapezoidal
and triangular fuzzy costs has been solved in [2], [14] using the
fuzzy Hungarian method. An improved Hungarian method is
described in [15] for FTSP. The optimal solution of triangular
intuitionistic FTSP is found [10] using the fuzzy HA. From
the literature review we can see that optimal solutions in
uncertainty are found only with triangular IF parameters,
which are a special case of IF sets. Here we will extend our
previous implementation of an IF Hungarian method [16], [19]
by using temporal IF pairs and index matrices [9] to find the
solution for the TSP at a certain moment in time to fulfil
delivery requests. We will denote this approach as Temporal
IF HA for the TSP (TIFHA-TSP). We are also in the process of
developing a software application for the provision of TIFHA-

Work is supported by the Asen Zlatarov University through project Ref.
No. NIX-449/2021 “Index matrices as a tool for knowledge extraction”.

TSP and with its help we apply TIFHA-TSP in a real case.
The experts’ ratings are taken into account in a way similar
to [8]. The rest of this work contains the following sections:
Section II describes the definitions of index matrices (IMs) and
temporal intuitionistic fuzzy pairs (TIFPs). In Section III, we
describe TIFHA-TSP and software for its implementation, and
then apply it to a real case. Section IV marks some conclusions
and some aspects for future research.

II. TIFP AND INDEX MATRICES
In this section, we will recall the definitions of temporal

intuitionistic fuzzy pairs (TIFPs) and index matrices (IMs), as
well as some operations and relations with them from [3], [9].
2.1. Temporal Intuitionistic Fuzzy Pair (TIFP)
Let T = {t1, . . . , tg, . . . , t f } be a fixed time-scale. A TIFP has
the form of ïa(t),b(t)ð, where a,b : T ³ [0,1] and a(t)+b(t)f
1 for t * T. With two TIFPs x = ïa,bð and y = ïc,dð there are
different definitions of conjunction and disjunction [3], [16].
We will modify subtraction this way:

x(t)2 y(t) =

ù
ú
û

ï0,1ð if a = b & c = d
ïa,bð if c = 0 & d = 1

ïmax(0,a2 c),min(1,b+d,12a+ c)ð otherwise
Let Rïa(t),b(t)ð = 0.5(22a(t)2b(t))(12a(t)) following [5].

Then, as per [8], [19]:
x(t)gR y(t) iff Rïa(t),b(t)ð f Rïc(t),d(t)ð. (1)

A TIFP x is named as “temporal intuitionistic fuzzy false
pair” (TIFFalseP) if and only if inf a(t) f b(t), while x is
named as “false pair” (TFalseP) iff a(t) = 0,b(t) = 1.
2.2. Temporal Intuitionistic Fuzzy Index Matrix (TIFIM)
We remind the definition of a TIFIM [9]
A(T ) = [K,L,T,{ïµki,l j ,tg ,νki,l j ,tgð}],

tg * T l1 . . . ln
k1 ïµk1,l1,tg ,νk1,l1,tgð . . . ïµk1,ln,tg ,νk1,ln,tgð
...

... . . .
...

km ïµkm,l1,tg ,νkm,l1,tgð . . . ïµkm,ln,tg ,νkm,ln,tgð

, (2)

where I be a fixed set of indices, (K,L,T ¢ I ), and its
elements are TIFP. T is a some fixed temporal scale and its
element tg(g = 1, . . . ,g, . . . f ) are time-moments.
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The operations with TIFIMs, such as transposition, addi-
tion, termwise multiplication, projection, substitution, internal
subtraction, aggregated global internal operation, aggregation
and index type operations, are given in [9], [17], [18], [19].

III. AN OPTIMAL TEMPORAL IF HA FOR THE TSP
This section describes a type of temporal intuitionistic fuzzy

TSP to find the the fastest route for fulfilling all delivery
requests to certain sites with temporal intuirionistic fuzzy data.
The IFTSP has the following description:

The seller must visit m settlements K = {k1, . . . ,ki, . . . ,km}
at time t f . He wants to start from a certain settlement, visit
each settlement once and then return to his starting point.
The time cki,l j ,t f (for 1 f i, j f m, i ;= j) for switching from
settlement ki to l j at a particular moment t f are given TIFPs,
depending on the peak hours of the day, the condition of the
roads, the road conditions, etc. factors. The ratings of the
experts {r1, . . . ,rs, . . . ,rD} in the form of TIFPs are defined on
the basis of their participation in λs(t f )(s= 1, ...,D) evaluating
time procedures respectively before a particular moment t f and
were reflected in the final assessment of the travel time from
one point to another. Our aim is to choose the visiting sequence
of the settlements so that its total time is minimal.

A. An Optimal Temporal Intuitionistic Fuzzy HA for TSP
Let us be given the following TIFIMs, in accordance with

the problem: The initial IM C, which consisting the time for
passing the road from settlement ki to settlement l j at the
current moment t f has the form:

C[K,L, t f ] =

t f . . . ln R
k1 . . . ïµk1,ln,t f ,νk1,ln,t f ð ïµk1,R,t f ,νk1,R,t f ð
...

. . .
...

...
km . . . ïµkm,ln,t f ,Nkm,ln,t f ð ïµkm,R,t f ,νkm,R,t f ð
Q . . . ïµQ,ln,t f ,νQ,ln,t f ð ïµQ,R,t f ,νQ,R,t f ð

,

where t f is a current moment, K = {k1,k2, . . . ,km,Q},
L = {l1, l2, . . . , ln,R} and for 1 f i f m,1 f j f n :
{cki,l j ,t f ,cki,R,t f ,cQ,l j ,t f } are TIFPs. The time cki,ki,t f = ï§,§ð
(for 1 f i f m). We can see, that |K|= m+1 and |L|= n+1;

X [K0,L0, t f ,{xki,l j ,t f }],
where K0 = {k1,k2, . . . ,km}, L0 = {l1, l2, . . . , ln} and for 1 f

i f m, 1 f j f n :
xki,l j ,t f = ïρki,l j ,t f ,σki,l j ,t f ð

=

ù
üú
üû

ï1,0ð, if the salesman travels from ki-th
settlement to l j-th settlement at t f (ki ;= l j)

ï§,§ð, if ki = l j
ï0,1ð, otherwise.

The auxiliary matrices in the algorithm have the forms:
1) S(t f ) = [K,L,{ski,k j ,t f }], such that S =C.

2) D[K0,L0, t f ] where for 1 f i f m, 1 f j f n:
dki,l j ,t f * {1,2},

if the element ski,l j ,t f of S is crossed out with 1 or 2 lines
respectively;

3) RC[K0,e0, t f ] =

t f e0
k1 rck1,e0,t f

...
...

km rckm,e0,t f

,

where K0 = {k1,k2, . . . ,km} and for 1 f i f m: rcki,e0,t f

is equal to 0 or 1, depending on whether the ki-th row of K0

of the matrix S is crossed out;
4) CC[r0,L0, t f ] =

t f l1 . . . l j . . . ln
r0 ccr0,l1,t f · · · ccr0,l j ,t f · · · ccr0,ln,t f

,

where L0={l1, l2, . . . , ln} and for 1 f j f m: ccki,l j ,t f is equal
to 0 or 1, depending on whether the l j-th row of L0 of the
matrix S is crossed out. Let us rcki,e0,t f = ccr0,l j ,t f = 0. In the
beginning of the algorithm, the initial IM C[K,L, t f ], which
consists of the time evaluations cki,l j ,t f = ïµki,c j ,t f ,νki,c j ,t f ð
for passing the road from settlement ki to settlement l j at a
current moment t f are constructed by application of similar
expert approach, described in [3], [8], [19]. The experts
E = {d1, . . . ,ds, . . . ,dD} (for s = 1, ...,D) are evaluated the
time for passing the road from settlement ki to settlement l j
at a current moment t f as a TIFP {cki,l j ,ds,t f }, interpreted as
the degrees of perception (a positive time evaluation that the
expert is more likely to accept for passing the road of the ds-th
expert for the ki-th settlement to the l j-th settlement divided
by the max-min evaluation of time) and non-perception (a
negative time evaluation for passing the road of the ds-th
expert from the ki-th settlement to the l j-th settlement divided
by the max-min evaluation of time) of time evaluation for
passing the road of the ds-th expert from the ki-th settlement
to the l j-th settlement at a current time t f .

The hesitation degree µki,l j ,ds,t f = 12 µki,l j ,ds,t f 2 νki,l j ,ds,t f
corresponds to the uncertain evaluation of the time for passing
the road of the ds-th expert from the ki-th settlement to the l j-th
settlement at a current time moment t f . If the optimistic (pes-
simistic) scenario is obtained, then the maximum (minimum)
degree of membership µki,l j ,ds,t f , proposed by the experts, will
be the time evaluation for passing the road from the ki-th
settlement to the l j-th settlement at a current time t f . The
degree of non-membership of the time evaluation for passing
the road from the ki-th settlement to the l j-th settlement at a
current time t f is calculated as 1-(minimum) maximum degree
of membership, proposed by the experts.

The index matrix interpretation of the described process for
creating of the IM C is as follows:

A TIFIMs Cs(t f )[K,L, t f ,{cski,l j ,t f = ïµki,l j ,t f ,νki,l j ,t f ð}] is
created with the dimensions K = {k1,k2, . . . ,km}, L =
{l1, l2, . . . , ln} at a particular moment t f for each expert ds(s =
1, . . . ,D), where K = {k1,k2, . . . ,km}, L = {l1, l2, . . . , ln} and
the element {cs

ki,c j ,tg} is the time evaluation for passing the
road of the ds-th expert from the ki-th settlement to the c j-th
settlement at a current time t f .

Let the ordinal coefficient rs(t f ) of each expert (s * D) is
defined by an TIFP ïδs(t f ),εs(t f )ð, which elements can be
interpreted respectively as his degree of competence and of
incompetence at a current time t f . Then the IM

C(t f )[K,L, t f ,{cki,l j ,t f }] = r1C1(t f )·(#7q) rdCd(t f ) . . .

. . .·(#7q) rDCD(t f ),
"ki *K,"l j * L,"s*D,1f qf 3 is constructed and it contains
the final time evaluation for passing the road from the ki-th
settlement to the l j-th settlement at a current time t f .

If we use #71 = ïmin,maxð, then the decision maker accepts
super pessimistic scenario, with #72 = ïaverage,averageð the
decision maker assumes averaging scenario and with #73 =
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ïmax,minð he proposes super optimistic scenario for the time
evaluation between the settlements.

The steps of TIFHA-TSP approach are as follows:
Step 1. This step checks the problem balance requirement
according to [6]. For this aim, the algorithm compares the
number of rows with the number of columns in C.
Step 1.1. If the number of rows is greater than the number
of columns, then a dummy column ln+1 *I is entered in the
matrix C, in which all time evaluations cki,ln+1(i = 1, . . . ,m)
are equal to ï1,0ð; otherwise, go to the Step 1.2. For this
purpose, the following operations are executed:
– we define the IM C1[K/{Q}, ln+1, t f },{c1ki ,ln+1 ,t f

}], whose
elements are equal to ï1,0ð;
– the new cost matrix is obtained by:
C := C ·(max,min) C1;ski,l j ,t f = cki,l j ,t f ,"ki * K,"l j *
L, Go to Step 2.
Step 1.2. If the number of columns is greater than the number
of rows, then a dummy row km+1 * I is entered in the time
matrix, in which all time evaluations are equal to ï1,0ð.
Similar operations to those in Step 1.1. are performed. Let us
create IM S = [K,L,{ski,l j}] such that S =C.
Step 2. In each row ki of K of S, the smallest element is
found among the elements ski,l j ,t f ( j = 1, . . . ,n) and it is
subtracted from all elements ski,l j ,t f for j = 1,2, . . . ,n.
Go to Step 3.
Step 2.1. For each row ki of K of S, the smallest element is
found and is recorded as the value of the element ski,R,t f :
for i = 1 to m, for j = 1 to n
{AGIndexminR,( ;§)

�
prki,L,t f S

�
= ïki, lv j , t f ð;

If the minimum elements are more than one, then one of
them is chosen arbitrary.
We create S1 and S2 : S1[ki, lv j , t f ] = prki,lv j ,t f S;

S2 =

�
§; R

lv j
;§;§

�
S1; S := S·(#7q) S2}, where 1 f q f 3.

Step 2.2. The smallest element ski,lv j ,t f is subtracted from the
elements ski,l j ,t f ( j = 1, . . . ,m). Let us create IM B = prK,R,t f S.
for i = 1 to m, for j = 1 to n
If ski,l j ,t f ;=§, then {IO2(max,min)

��
ki, l j, t f ,S

�
,
�
ki,R, t f ,B

��
}.

Step 3. For each index l j of L of S, the smallest element
is found among the elements ski,l j ,t f (i = 1, . . . ,m) and it is
subtracted from all elements ski,l j ,t f , for i = 1,2, . . . ,m at a
particular moment t f . Go to Step 4. Similar operations to
those in Step 2. are executed. They are presented in [16].
Step 4. At this step are crossed out all elements ski,l j ,t f for
ïki, l j, t f ð * {Index(maxν),ki/l j(S)} or equal to ï0,1ð in S with
the minimum possible number of lines (horizontal, vertical or
both). If the number of these lines is m, go to Step 6. If the
number of lines is less than m, go to Step 7.
This step introduces IM D[K0,L0, t f ], which has the same
structure as the IM X . We use to mark whether an element in
S is crossed out with a line.
If dki,l j ,t f = 1, then ski,l j ,t f is covered with one line;
if dki,l j ,t f = 2, then ski,l j ,t f is covered with two lines.
The IMs CC[r0,L0] and RC[K0,e0] reflect whether the element
is covered by a line in a row or column in the S matrix.

for i = 1 to m, for j = 1 to n
If ski,l j ,t f = ï0,1ð (or ïki, l j, t f ð * Index(maxν),ki/l j

(S)) and dki,l j ,t f = 0,
then {rcki,e0,t f = 1; for i = 1 to m dki,l j = 1; S(ki,§,t f )}.
If ski,l j ,t f = ï0,1ð (or ïki, l j, t f ð * Index(maxν),ki

(S)) and dki,l j ,t f = 1,
then {dki,l j ,t f = 2;ccr0,l j ,t f = 1;
for j = 1 to n dki,l j ,t f = 1; S(§,l j ,t f )}.
Then we count the covered rows and columns in CC and RC:
Index(1) (RC) = {ïku1 ,e0, t f ð, . . . ,ïkui ,e0, t f ð, . . . ,ïkux ,e0, t f ð};
Index(1) (CC) = {ïr0, lv1 , t f ð, . . . ,ïr0, lv j , t f ð, . . . ,ïr0, lvy , t f ð}.
If count(Index(1) (RC))+count(Index(1) (CC)) = m, then go
to Step 6, otherwise to Step 5.
Step 5. We find the smallest element in the IM S that it
is not crossed by the lines in Step 4, and subtract it from
any uncovered element of S, and we add it to each element,
which is covered by two lines. We return to Step 4.
The operation AGIndexminR,(;§) (S) = ïkx, ly, t f ð finds the
smallest element index of the IM S. The operation
IO2(max,min)

�
ïSð,ïkx, ly, t f Sð

�
subtract it from any uncovered

element of S. Then we add it to each element of S, which is
crossed out by two lines:
for i = 1 to m, for j = 1 to n
{if dki,l j ,t f = 2, then S1 = prkx,ly,t f C;

S2 = prki,l j ,t f C·(#7q)

�
ki
kx

; l j
ly , t f

�
S1; S := S·(#7q) S2;

if dki,l j ,t f = 1 or dki,l j ,t f = 2 then S := S·(#7q) prki,l j ,t f C};
Go to Step 4.
Step 6. Here we search each row until we find a row-wise
exactly single element, which is a TIFFalseP. We mark this
pair to make the assignment, then cross out all elements lying
in the respective column. If there lie more than one unmarked
TIFFalseP in any column or row, then choose one of them
arbitrary and cross out the remaining elements in its row or
column. We repeat until no unmarked elements are left in the
reduced IM. Then each row and column of S has exactly one
marked TIFFalseP. If the solution does not satisfy the route
conditions, adjustments need to be made to the assignments
with minimum increase to the total cost [14]. The optimal
solution Xopt [K0,L0,{xki,l j ,t f }] is found where the elements
ï1,0ð in X correspond to the marked elements in S.
{for i = 1 to m, for j = 1 to n
if (ïki, l j, t f ð * Index(maxν),ki/l j

(S)) and dki,l j ,t f ;= 3), then
xki,l j ,t f = ï1,0ð;
for i = 1 to m dki,l j ,t f = 3
for j = 1 to n dki,l j ,t f = 3}.
The optimal time evaluation for Xopt at a particular moment
t f is:

AGIO·(#7q)

�
C({Q},{R})¹(#7q) Xopt

�
,

"ki * K,"l j * L,1 f q f 3 in a pessimistic scenario q = 1. If
we want an optimistic result, we can use 3 in place of 1.
Step 7. The old rank coefficients of the experts, involved in
the evaluation process are changed by [8]:

ïδ (t f+1)
s ,ε(t f+1)

s ð

=

ù
üüú
üüû

ï δ (t f )λ+1
λ+1 ,

ε(t f )λ
λ+1 ð, if the expert has assessed correctly

ï δ (t f )γ
λ+1 ,

ε(t f )λ
λ+1 ð, if the expert had not given any estimation

ï δ (t f )λ
λ+1 ,

ε(t f )λ+1
λ+1 ð, if the expert has assessed incorrectly

(3)
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The complexity of the HA as used here is comparable with
that of the standard Hungarian method [7], [13]. To explore the
effect of TIFHA-TSP on various input data, we are currently
developing a software tool that implements the algorithm. It
reads a file containing the matrix of time evaluations and
performs the steps stated above. It is written in C++ and
uses the IndexMatrix template class [4] with TIFPs. Several
operations had to be adjusted, most significantly the IFP and
TIFP subtraction operation, which will now return a false pair
ï0,1ð of the two operands are equal, and subtracting a false
pair from another (T)IFP will result in no change.
B. A Real Case Study of TIFHA-TSP

In this section, we demonstrate TIFHA-TSP with a
real case study in a shipping company for a day of the
week in Bulgaria. The carrier needs to visit 4 settlements
and wants to make a cyclical route passing all of them.
The evaluation TIFPs are given by experts with ratings
{ï0.9,0.05ð, ï0.8,0.05ð,ï0.95,0.05ð} defined on the basis
of their participation in 10 (s = 1, ...,D) past procedures
respectively in the days before t f . The initial evaluation time
IM C[K,L, t f ] incorporating the ratings of the experts is:ù
üüüüüú
üüüüüû

t f l1 l2
k1 ï§,§ð ï0.72,0.09ð
k2 ï0.57,0.23ð ï§,§ð
k3 ï0.67,0.15ð ï0.4,0.28ð
k4 ï0.83,0.05ð ï0.75,0.1ð
Q ï§,§ð ï§,§ð

l3 l4 R
ï0.55,0.2ð ï0.45,0.45ð ï§,§ð
ï0.7,0.15ð ï0.61,0.1ð ï§,§ð
ï§,§ð ï0.7,0.05ð ï§,§ð

ï0.65,0.13ð ï§,§ð ï§,§ð
ï§,§ð ï§,§ð ï§,§ð

ü
üüüüüý
üüüüüþ

.

After application of the software utility, described in
the section (III), we get the following results:
Step 1. m = n, therefore the problem is balanced.
Step 2. - 3. In each row ki of K of S, the smallest element
is found among the elements ski,l j ,t f ( j = 1, . . . ,n) and it is
subtracted from all elements ski,l j ,t f for j = 1,2, . . . ,n. For
each index l j of L of S, the smallest element is found among
the elements ski,l j ,t f (i = 1, . . . ,m) and it is subtracted from
all elements ski,l j ,t f , for i = 1,2, . . . ,m at a particular moment
t f . The form of the IM C(t f ) isù
üüüüüú
üüüüüû

l1 l2
k1 ï§,§ð ï0.27,0.54ð
k2 ï0,1ð ï§,§ð
k3 ï0.27,0.43ð ï0,1ð
k4 ï0.18,0.18ð ï0.1,0.23ð
Q ï0,1ð ï0,1ð

l3 l4 R
ï0.1,0.65ð ï0,1ð ï0.45,0.45ð
ï0.13,0.38ð ï0.04,0.33ð ï0.57,0.23ð
ï§,§ð ï0.3,0.33ð ï0.4,0.28ð
ï0,1ð ï§,§ð ï0.65,0.13ð
ï0,1ð ï0,1ð ï§,§ð

ü
üüüüüý
üüüüüþ

.

Step 4. At this step are crossed out all elements ski,l j ,t f
equal to ï0,1ð in S with the minimum possible number of
lines. Since each row and each column contain exactly one
false pair, we will cross out all four rows. The test for the
optimality is satisfied (the number of lines = m = n = 4). Step
5 does not apply, because there are no uncrossed elements.

The next steps will give us the final results.
In Step 6, we find that the optimal route is: A 2³ D 2³

C 2³ B 2³ A and in an optimistic scenario it will take the
optimal time of travelling with degree of membership 0.65 and
degree of non-membership 0.13, forming the IFP ï0.65,0.13ð.
In a pessimistic scenario, the optimal time IFP is ï0.4,0.45ð.
Step 7. The new ranking coefficients of the experts are
equal respectively to {ï0.91,0.05ð,ï0.81,0.05ð,ï0.95,0.05ð},
because their evaluations are intuitionistic fuzzy correct.

IV. CONCLUSION
In the study, we defined TIFHA-TSP, a temporal intuition-

istic fuzzy extension of the Hungarian method for solving the
TSP using the IF logic and IMs concepts. The developed
software, which implements this TIFHA-TSP approach, is
applied to a real case in a shipping company at a certain time.
In the future, the research will continue with the development
of TIFHA-TSP so that it can find the optimal solution of
the IFTSP, where the initial data have saved in extended
TIFIMs [9] and also with a software for its implementation.
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Abstract—The selection of the most suitable franchisee ap-
plicant in an uncertain environment in a particular moment
of time is a key decision for a franchisor and the success
of a franchising business. In this work, for the first time, we
describe a problem for choosing the optimal candidate for the
franchise chain and algorithm for a solution in terms of temporal
intuitionistic fuzzy pairs and index matrices as a means for
data analysis in uncertain conditions over time. We also use our
software utility to demonstrate the proposed algorithm and to
apply the decision support approach to a franchisee selection for
the largest fast food restaurant chain in Bulgaria.

I. INTRODUCTION
Franchising is an effective business strategy for entering

new markets. The franchisor grants the right to its franchisees
to use the brand, the business concept, and the products
or services within a specific time frame [1]. The concept
of fuzzy [10] and intuitionistic fuzzy logic [6], provides
such a tool for creating an optimal algorithm for choosing
a franchisee in conditions of ambiguity. The studies [12], [13]
present fuzzy franchisee selection models using an Analytic
Hierarchy Process (AHP) and neural networks.

In [16], we presented an optimal interval-valued intuitionis-
tic fuzzy multicriteria decision-making problem in outsourcing
and a software utility for its solution. We have also introduced
in [19] an intuitionistic fuzzy approach (IFIMFr) to select the
most suitable candidates for franchising in a patisserie using
the theory of index matrices (IMs, [5]). The aim of the paper
is to expand the IFIMFr approach so that it can be applied
to temporal intuitionistic fuzzy data [3]. The work uses our
custom programs to implement the proposed algorithm and to
apply it to the largest fast food restaurant chain in Bulgaria.
The remainder of our study includes 4 sections: Section II
describes some definitions and properties of temporal intu-
itionistic fuzzy IMs and pairs. Section III describes a problem
for choosing the optimal franchise candidate and algorithm

Work is supported by the Asen Zlatarov University through project Ref.
No. NIX-449/2021 “Index matrices as a tool for knowledge extraction”.

for solution in terms of temporal IFPs an IMs as a means for
uncertain data analysis over time and the basic characteristics
of our software utility. Section IV sets out the conclusions and
aspects for future research.

II. DEFINITION AND PROPERTIES OF TEMPORAL
INTUITIONISTIC FUZZY IMS AND PAIRS

Let us briefly give the definitions of temporal intuitionistic
fuzzy IMs and TIFPs and some of their properties [3].

2.1. Temporal Intuitionistic Fuzzy Pair (TIFP)
Let T = {t1, . . . , tg, . . . , t f } be a fixed time-scale. A TIFP is in

the form of ïµ(t),ν(t)ð, where µ(t) and ν(t) are interpreted
as degrees of membership and non-membership, µ,ν : T ³
[0,1] and µ(t)+ ν(t) f 1 for t * T. Let us have two TIFPs
x = ïµ(t),ν(t)ð and y = ïρ(t),σ(t)ð. Then, we recall some
basic operations [3] with two TIFPs.

x(t)'1 y(t) = ïmin(µ(t),ρ(t)),max(ν(t),σ(t))ð
x(t)(1 y(t) = ïmax(µ(t),ρ(t)),min(ν(t),σ(t))ð;

x(t)'2 y(t) = x(t)+ y(t) = ïµ(t)+ρ(t)2µ(t) ·ρ(t),ν(t) ·σ(t)ð
(1)

Let Rïa(t),b(t)ð = 0.5 · (2 2 a(t)2 b(t)) · (1 2 a(t)) follow-
ing [4]. Then, as per [6], [20]:

x(t)gR y(t) iff Rïa(t),b(t)ð f Rïc(t),d(t)ð. (2)
2.2. Three-Dimensional Temporal Intuitionistic Fuzzy

Index Matrices (3-D TIFIM)
A 3-D TIFIM [5] A(T ) = [K,L,T,{ïµki,l j ,tg ,νki,l j ,tgð}]

=

tg * T l1 . . . ln
k1 ïµk1,l1,tg ,νk1,l1,tgð . . . ïµk1,ln,tg ,νk1,ln,tgð
...

... . . .
...

km ïµkm,l1,tg ,νkm,l1,tgð . . . ïµkm,ln,tg ,νkm,ln,tgð

, (3)

where I be a fixed set of indices, (K,L,T ¢ I ), and its
elements ïµki,l j ,tg ,νki,l j ,tgð are TIFPs. T is a fixed temporal
scale and its elements tg(g = 1, . . . ,g, . . . f ) are time moments.

In [5], [17], [18], operations with 3-D TIFIMs, analogous to
those with the classical matrices were introduced, but there are
also specific ones such as projection, substitution, aggregation
operations, internal subtraction of IMs’ components, term-
wise multiplication and subtraction. Let us recollect some
operations with an application in temporal IFIMFr.
Aggregation operation by one dimension [17]: Let us have
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two TIFPs x = ïa,bð and y = ïc,dð and (1 f q f 3). An
aggregation operation by one dimension is

αK,#q(A(T ),k0)

=

tg l1 . . . ln

k0
m
#q
i=1

ïµki,l1,tg ,νki,l1,tgð . . .
m
#q
i=1

ïµki,ln,tg ,νki,ln,tgð
(4)

If we use #71 = ïmin(a(t),c(t)),max(b(t),d(t))ð we
perform a super pessimistic aggregation operation,
with #72 = ïaverage(a(t),c(t)),average(b(t),d(t))ð we
have an averaging aggregation operation, and with
#73 = ïmax(a(t),c(t)),min(b(t),d(t))ð we perform a super
optimistic aggregation operation.
Projection: Let W ¦ K, V ¦ L and U ¦ H. Then,
prW,V,U A(T ) = [W,V,U,{ïRpr ,qs,ed ,Spr ,qs,ed ð}], where for
each ki * W, l j * V and tg * U, ïRpr ,qs,ed ,Spr ,qs,ed ð =
ïµki,l j ,tg ,νki,l j ,tgð.
A Level Operator for Decreasing the Number of Elements
of TIFIM: Let ïα(t),β (t)ð is an TIFP, then according to [9]
N>

α(t),β (t)(A(T )) = [K,L,T,{ïρki,l j ,tg ,σki,l j ,tgð}], where
ïρki,l j ,tg ,σki,l j ,tgð

=

�
ïµki,l j ,tg ,νki,l j ,tgð if ïρki,l j ,tg ,σki,l j ,tgð> ïα(t),β (t)ð

ï0,1ð otherwise (5)

III. AN OPTIMAL TEMPORAL INTUITIONISTIC FUZZY
ALGORITHM FOR SELECTION OF THE MOST ELIGIBLE

FRANCHISEE (OTIFAFR)
This section proposes an OTIFAFr, used the concepts of IMs

and TIFPs. Let us formulate the optimal problem as follows:
A large franchise has decided to turn to experts to select

the best franchisee candidate for expanding its brand. The
franchise candidates for studied brand ve need to be evaluated
by the experts. The experts assess the IF priorities pkc j ,ve,t f

of
the criteria c j in the evaluation system of the franchise chain
ve at a particular moment t f . The IF ratings of the experts are
defined on the basis of their participation in previous franchise
evaluation procedures and given to the experts at a time t f . All
candidates for a franchisee have been evaluated by the experts
at a particular moment t f and their evaluations evki,c j ,ds,t f at a
current moment t f are temporal intuitionistic fuzzy data. The
estimations of the same applicants from previous evaluation
procedures are given as elements of TIFIM at time points
t1, ..., tg, ..., t f21. The aim of the problem is to select the most
eligible franchisee for this brand.

A. An Optimal Temporal Intuitionistic Fuzzy Algorithm for
Assignment of a Franchisee

The procedure of OTIFAFr includes the following steps:
Step 1. The team of experts needs to evaluate the candidates
for the brand ve according to the approved criteria in the
company at a particular moment t f . The estimations of the
ds(1 f s f D) expert are described by the TIFP evki,c j ,ds,t f =
ïµki,c j ,ds,t f ,νki,c j ,ds,t f ð by criterion c j(1 f j f n) for the the ki-
th (1 f i f m) candidate at a particular moment t f . Expert
assessments are uncertain due to galloping inflation and the
existing pandemic. The data values are transformed into TIFPs
as demonstrated in [3], [20]. The TIFP {evki,c j ,ds,t f } presents
the degrees of perception (the positive evaluation of the ds-th
expert for the ki-th candidate by the c j-th criterion divided by
the (maximum-minimum) evaluation) and non-perception (the

negative evaluation of the ds-th expert for the ki-th candidate
by the c j-th criterion divided by the (maximum-minimum)
evaluation) of the ds-th expert for the ki-th candidate by
the c j-th criterion at a particular moment t f . The hesitation
degree µki,c j ,ds,t f = 12µki,c j ,ds,t f 2νki,c j ,ds,t f corresponds to the
uncertain evaluation of the ds-th expert for the ki-th candidate
by the c j-th criterion at a particular moment t f .

The experts have the opportunity to include assessments
for the same candidates from the previous evaluation
procedures at time points t1, ..., tg, ..., t f21. A TIFIM
EVs[K,C,T,{evki,c j ,ds,tg}] is built with the dimensions
K={k1,k2, . . . ,km}, C={c1,c2, . . . ,cn} and T =

�
t1, t2, . . . , t f

�

for each expert ds(s = 1, . . . ,D):
tg * T c1 . . . cn

k1 ïµk1,c1,ds,tg ,νk1,c1,ds,tgð . . . ïµk1,cn,ds,tg ,νk1,cn,ds,tgð
...

...
. . .

...
km ïµkm,c1,ds,tg ,νkm,c1,ds,tgð . . . ïµkm,cn,ds,tg ,νkm,cn,ds,tgð

,

where K = {k1,k2, . . . ,km}, C = {c1,c2, . . . ,cn} ,T =�
t1, t2, . . . , t f

�
and the element {evki,c j ,ds,tg} is the estimate of

the ds-th expert for the ki-th candidate by the c j-th criterion
at a particular moment tg. Let us apply the αT -th aggregation
operation (4) to find the aggregated evaluation of the ds-th
expert (s = 1, ...,D) for the ki-th candidate for the period T.

The result IM αEVs(T ),#q has the form
ds . . . cn

k1 . . .
f

#q
g=1

ïµk1,cn,ds,tg ,νk1,cn,ds,tgð

...
. . .

...

km . . .
f

#q
g=1

ïµkm,cn,ds,tg ,νkm,cn,ds,tgð

,

where 1 f q f 3 depending on whether the pessimistic, aver-
aging or optimistic scenarios are accepted in the process of
decision making in the franchise chain. Then we create aggre-
gated TIFIM EV [K,C,E,{evki,c j ,ds,t f }] with the evaluations of
all experts for all candidates by all criteria:

EV (t f ) = αEV1,#q(T,d1)·(max,min) . . .·(max,min) αEVD,#q(T,dD) (6)
Then we go to Step 2.

Step 2. Let the present score coefficient rs(t f ) of each expert
(s * E) is defined by an TIFP ïδs(t f ),εs(t f )ð, which elements
can be interpreted respectively as his degree of competence
and of incompetence at a particular moment t f . Then is created
the IM V (t f )[K,C,E,{vki,c j ,ds,t f }]

= r1 prK,C,d1,t f EV ·(max,min) r2 prK,C,d2,t f EV . . .·(max,min)
·(max,min)r2 prK,C,d2,t f EV . . .·(max,min) rD prK,C,dD,t f EV.

The IM EV (t f ) := V (evki,l j ,ds,t f = vki,l j ,ds,t f , "ki * K,"l j *
L,"ds * E) contains the final score of each franchise candidate
at a particular moment t f .

The total assessment of the ki-th candidate on the c j-th
criterion at a particular moment t f /* E is calculated by an
application of the αE -th aggregation operation as follows

R(h0) = αE,#q(EV (t f ),h0) =ù
üüüüüüüú
üüüüüüüû

c j h0

k1
D
#q

s=1

ïµk1,c j ,ds,t f ,νk1,c j ,ds,t f ð
...

...
km

D
#q

s=1

ïµkm,c j ,ds,t f ,νkm,c j ,ds,t f ð

| c j *C

ü
üüüüüüüý
üüüüüüüþ

,
(7)
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where (1 f q f 3).
If we use #71 = ïmin,maxð, then we accept super pes-

simistic aggregation operation, with #72 = ïaverage,averageð
we assume averaging aggregation operation and with #73 =
ïmax,minð we accept super optimistic aggregation operation
for the assessment of the applicant.

If the franchise chain has a requirement for the candidates,
so that their total score is not less than a predetermined TIFP
ïα(t f ),β (t f )ð, then in this case it is necessary to apply the
level operator (5) to TIFIM B to remove from the ranking
candidates who do not meet this requirement. Go to Step 3.
Step 3. This step creates a TIFIM PK(h0) with the coefficients
determining the importance of the evaluation criteria for the
franchisor ve at a particular moment t f by :

PK(h0)[C,ve,h0,{pkc j ,ve,h0
}] =

h0 ve
c1 pkc1,ve,h0
...

...
c j pkc j ,ve,h0

...
...

cn pkcn,ve,h0

,

Then we calculate the evaluation TIFIM
B(h0)[K,ve,h0{bki,ve,h0}] = R(h0)»(ç,7) PK(h0),

containing the total estimates of the ki-th candidate (for 1 f
i f m) at a particular moment t f for the brand ve, where ïç,7ð
is an operation from (4). Go to Step 4.
Step 4. At this step we choose the most optimal franchisee for
ve by using the aggregation operation by K - αK,#q(B(h0),k0)
using pessimistic, average or optimistic scenarios

alK,#q(B(h0),k0) =

ve

k0
m
#q
i=1

ïµki,ve,h0 ,νki,ve,h0ð
, (8)

where k0 /* K,1 f q f 3. Go to Step 5.
Step 5. After finding the most effective franchisee, we will
optimize the evaluation system for the next procedures using
the intercriteria method (ICrA, [7], [8], [14]).

Let ïα,β ð is an TIFP. The criteria Ck and Cl are in:

" (α(t f ),β (t f ))-positive consonance at a particular moment
t f , if µCk,Cl (t f )> α(t f ) and νCk,Cl (t f )< β (t f );

" (α(t f ),β (t f ))-negative consonance at a particular mo-
ment, if µCk,Cl (t f )< β (t f ) and νCk,Cl (t f )> α(t f );

" (α(t f ),β (t f ))-dissonance at a particular moment t f , oth-
erwise.

ICrA is applied over the matrix R(h0) to find the criteria,
which are in a consonance. More complex criteria are reduced
from the evaluation franchise system using the IM reduction
operation over R(h0). Go to Step 6.
Step 6. This step obtains the new rank coefficients of the
experts. Let the expert ds (s = 1, ...,D) has participated in γs
evaluation procedures for the selection of a franchisee, on the
basis of which his score rs(t f ) = ïδs(t f ),εs(t f )ð is determined,
then after his participation in the next procedure, his new score
ïδ (t f+1)

s ,ε(t f+1)
s ð will be changed by [6]:ù

üüüüüüú
üüüüüüû

ï δ (t f )γ+1
γ+1 ,

ε(t f )γ
γ+1 ð, if the expert has assessed correctly

ï δ (t f )γ
γ+1 ,

ε(t f )γ
γ+1 ð, if the expert had not given

any estimation
ï δ (t f )γ

γ+1 ,
ε(t f )γ+1

γ+1 ð, if the expert has assessed
incorrectly

(9)

The compexity of OTIFAFr algorithm is O(Dm2n2) [15]).
For the application of the OTIFAFr algorithm, we will use an
updated version of the C++ utility we previously developed
for the IFIMOA and IVIFIMOA algorithms. As we outlined
before [2], [16], it is based on a template class which allows
us to replace its type with any C++ type or class that
implements basic comparison and arithmetic operators. This
has allowed us to use the same code for both IFPs (as we
will do here) and IVIFPs (as we have done in [16], [21]).
The program is command-line based. It expects the following
input arguments: a 3-D TIFIM of the experts’ evaluations,
a matrix of the experts’ rating coefficients and a matrix of
the weight coefficients of each criterion for each service. The
expert evaluations can be given either directly as an index
matrix of IFPs, or as a matrix of mark intervals. For the latter
case, the first argument of the program must be ”-interval“
followed by the lowest and highest possible mark that a
expert can give [21].

B. An Application of OTIFAFr to the Largest Fast Food
Restaurant Chain in Bulgaria

In this section, the proposed OTIFAFr model from
Sect. III-A is demonstrated with a real case study for
choosing a franchisee for the largest fast food restaurant
chain in Bulgaria. The optimal problem is defined below:
The largest fast food restaurant chain in Bulgaria has given
a decision to expand its business through the selection of
a franchisee. The franchisor decides to invite a team of 3
experts to evaluate the 3 candidates at a particular moment
t f . The evaluation system consists of 4 groups of criteria:
C1 - owner profitability and business experience level; C2 -
brand marketing and franchise brand development concept;
C3 - opportunities to quickly start a franchise and actively
participate in the management of the restaurant and C4 -
restaurant traffic management and parking options, strategic
location of the restaurant and successful traffic management
around it with provided parking opportunities. Each criteria
has priority coefficient as TIFPs pkc j ,ve,t f

according to
their importance from the franchisor’s point of view at a
current moment t f . The experts’ ratings are defined by TIFP
{r1(t f ),r2(t f ),r3(t f )} at a particular moment t f . In the final
ranking we admit only candidates with an overall score
higher than ï0.6,0.01ð Now we need to optimally rank the
candidates and select the most eligible one.
Solution of the problem:
Step 1. At this step, we create the expert evaluation TIFIM
EV [K,C,E,{eski,c j ,ds}] with the estimates of the ds-th
expert for the ki-th candidate by the c j-th criterion (for
1 f i f 3,1 f j f 4,1 f s f 3) and its form is:

ù
üú
üû

d1 c1 c2 c3 c4
k1 ï0.4,0.2ð ï0.3,0.4ð ï0.7,0.1ð ï0.3,0.4ð
k2 ï0.2,0.7ð ï0.5,0.3ð ï0.5,0.4ð ï0.5,0.3ð
k3 ï0.5,0.1ð ï0.2,0.6ð ï0.3,0.3ð ï0.7,0.1ð

,

d2 c1 c2 c3 c4
k1 ï0.5,0.3ð ï0.2,0.6ð ï0.8,0.0ð ï0.4,0.4ð
k2 ï0.3,0.7ð ï0.4,0.4ð ï0.7,0.1ð ï0.7,0.0ð
k3 ï0.4,0.3ð ï0.4,0.5ð ï0.2,0.6ð ï0.5,0.3ð

,

d3 c1 c2 c3 c4
k1 ï0.2,0.6ð ï0.3,0.6ð ï0.5,0.3ð ï0.5,0.3ð
k2 ï0.2,0.7ð ï0.4,0.5ð ï0.3,0.5ð ï0.6,0.1ð
k3 ï0.4,0.4ð ï0.3,0.6ð ï0.4,0.5ð ï0.5,0.4ð

ü
üý
üþ
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Step 2. The rating coefficients of the experts at t f are:
{r1(t f ),r2(t f ),r3(t f )}= {ï0.7,0.05ð,ï0.6,0.05ð,ï0.8,0.05ð}.

The TIFIM V (t f )[K,C,E,{vki,c j ,ds,t f }], which contains the
final score of each franchisee at a current moment t f , is
constructed by
V (t f ) = r1 prK,C,d1,t f EV ·(max,min) r2 prK,C,d2,t f EV·(max,min)

·(max,min)r3 prK,C,d3,t f EV (t f );EV (t f ) :=V (t f ) (10)
Then we apply the operation αE,#7q(EV,h0) = R[K,C,h0]

h0 c1 c2 c3 c4
k1 ï0.3,0.24ð ï0.24,0.3ð ï0.49,0.05ð ï0.4,0.34ð
k2 ï0.18,0.72ð ï0.35,0.34ð ï0.42,0.15ð ï0.48,0.05ð
k3 ï0.35,0.15ð ï0.24,0.53ð ï0.32,0.34ð ï0.49,0.15ð

to calculate the aggregated value of the ki-th applicant
about c j-th criterion at a current moment h0 /* D, where #7q
is equal to 1, 2 or 3 depending on whether the pessimistic,
averaging or optimistic scenarios are chosen. The franchise
chain has a requirement for the candidates, so that their total
score is not less than a predetermined TIFP ï0.6,0.01ð. The
level operator (5) is applied to the TIVIFIM B and it is
established that all candidates meet this requirement.
Step 3. At this step, a TIFIM PK(h0) of the weight
coefficients of the assessment criterion according to its
antecedence is created from the franchisor ve :

PK(h0)[C,ve, t f ,{pkc j ,ve,h0
}] =

h0 ve
c1 ï0.8,0.1ð
c2 ï0.7,0.1ð
c3 ï0.5,0.2ð
c4 ï0.7,0.1ð

and B = R»(ç,7) PK =

h0 ve
k1 ï0.656,0.0148ð
k2 ï0.661,0.0136ð
k3 ï0.669,0.0142ð

Step 4. The optimistic aggregation operation αK,#3(B,k0)
finds that k3 is the optimal franchisee for the franchise chain
of fast food restaurants in Bulgaria ve with the maximum
degree of acceptance (d.a.) 0.669 and the minimum degree
of rejection (d.r.) 0.0142 in an optimistic scenario, in an
pessimistic scenario – k1 with the minimum d.a. 0.656 and
the maximum d.r. 0.0148. The closest to the average scenario
is k2 with the d.a. 0.661 and the d.r. 0.0136.
Step 5. At this step, we apply the ICrA with
α = 0.8 and β = 0.10 over R(h0). The conclusion is
that the evaluation system in the chain is optimized.

The results, obtained from the ICrA application [11], are in
the form of IM in µ - ν view result matrix:

c1 c2 c3 c4
c1 § ï0.33,0.48ð ï0.62,0.29ð ï0.57,0.29ð
c1 ï0.33,0.48ð § ï0.52,0.29ð ï0.57,0.19ð
c1 ï0.62,0.29ð ï0.52,0.29ð § ï0.67,0.19ð
c1 ï0.57,0.29ð ï0.57,0.19ð ï0.67,0.19ð §

Step 6. At last step, the experts’ assessments are correct from
the point of view of IF logic [6] and their new rating coeffi-
cients are equal to {ï0.82,0.05ð,ï0.64,0.05ð,ï0.81,0.05ð}.

IV. CONCLUSION

In the study, we have defined the OTIFAFr procedure
for selection of the most suitable franchisee over temporal
IF evaluations. A software implementation of the proposed
algorithm was presented and the decision making procedure

applied for a franchisee selection. In the future, the study will
continue with the development of OTIFAFr approach, so that
it can be applied over the data, saved in extended TIFIMs [5]
and also with software for its implementation.
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Data Mining Competiton

THE topic of this year’s data mining competition is the pre-
diction of the costs related to the execution of forwarding

contracts. The data sets made available to participants will con-
tain many years of history of orders appearing on the transport
exchange, along with details such as the type of order, basic
characteristics of the shipped goods (e.g., dimensions, special
requirements), as well as the expected route that a driver will
have to cover. The task for the competition participants will be
to develop a predictive model that will assess the actual cost
of individual orders as accurately as possible. Such a model
will be used in the future to support Freight Forwarders in
selecting profitable contracts.

The sponsor of the competition is Control System Software

– a software company that has been delivering solutions for the
Transportation, Spedition, and Logistics industry for 20 years.
Attractive prizes are provided for the competition participants:
• 1,000 USD for the winning solution (+ the cost of one

FedCSIS 2022 registration)
• 500 USD for the 2nd place solution (+ the cost of one

FedCSIS 2022 registration)
• 250 USD for the 3rd place solution (+ the cost of one

FedCSIS 2022 registration)
Moreover, Control System Software may award an addi-

tional prize (250 USD + the cost of one FedCSIS 2022
registration) to the team that develops the most practical
solution to the task.
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Abstract—We discuss the benefits of integrating the Knowl-
edgePit data science competition platform with the BrightBox
technology aimed at diagnostics of machine learning models
embedded within complex software systems. We briefly recall
the history of international challenges held at KnowledgePit and
we also discuss in what sense such technologies as BrightBox
can be helpful during the post-challenge analysis. In particular,
we show how to combine solutions submitted by the competition
participants in order to obtain even more accurate predictions.
The discussed functionalities are of significant importance for
the sponsors and organizers of data science / machine learning
online contests because they support adoption of submissions
while designing ultimate solutions of real-world problems.

Index Terms—Data science competitions; machine learning;
model stacking; KnowledgePit platform; BrightBox technology

I. INTRODUCTION

KNOWLEDGE Pit1 is an online platform for organizing
data science / machine learning (ML) challenges. Its

architecture was first presented in [1] and since then, it
has been improving continually. Currently, KnowledgePit puts
together the functionalities of a typical competition platform –
such as Kaggle2 – with additional tools that make it possible
for the competition sponsors and organizers to investigate the
submitted solutions with respect to their true usefulness in
the corresponding real-life decision problems. These tools are
available thanks to integrating KnowledgePit with BrightBox
– the technology developed by QED Software3 for the purpose
of assessing the decision models basing on the analysis of mis-
takes that they are making [2]. In this paper, we discuss one of
such functionalities – designed at the border of KnowledgePit
and BrightBox – which lets us create better models by mixing
solutions acquired from the competition participants.

The paper is organized as follows: In Section II, we recall
the main ideas behind KnowledgePit and, as an illustration,
we report the history of the KnowledgePit contests held in
cooperation with the FedCSIS conference series. Analogously,
Section III introduces the main ideas behind BrightBox, with a
special emphasis on its contributions into the KnowledgePit’s

This research was co-funded by the Polish National Centre for Research
and Development in frame of project MAZOWSZE/0198/19.

1https://knowledgepit.ai/
2https://www.kaggle.com
3https://qed.pl/project/brightbox

functionality. Section IV refers to the data science challenge
which was associated with this year’s FedCSIS conference4.
Besides describing the competition itself, we include here
some KnowledgePit-supported visualizations that can be help-
ful for sponsors and organizers. In Section V, we explain
our aforementioned idea of mixing the competition solutions
and report the experimental results obtained for the challenge
outlined in Section IV. Section VI concludes the paper.

II. THE HISTORY OF KNOWLEDGEPIT

The platforms such as Kaggle attract thousands of data
scientists to participate in challenges aiming at solving real-life
problems. Such challenges not only address specific problems
but often facilitate innovative applications of ML algorithms.
On the one hand, they are appealing to those for whom
competitive challenges can be a source of new interesting
research topics. They can also be an attractive addition to
academic courses for students who are interested in practical
applications. On the other hand, setting up a public data
science competition is a form of outsourcing a given task
to the community [3]. It can be beneficial to the sponsors
and organizers who set up the contest, as it is an inexpensive
approach to solve the problem that they are after [4].

Accordingly, it should not be surprising that the scope of our
own platform – KnowledgePit – shifted during the years from
organizing smaller, mostly student-focused challenges and
projects to international data science competitions. Although
KnowledgePit still hosts several student competitions for ML-
related university courses every year, the most prestigious
events are those prepared for big industry clients and partners,
in association with international conferences [5], [6].

One may say that our competitions grew together with
recognition of the FedCSIS conferences. Together with the
one reported in Section IV [7], there have been already nine
challenges held at KnowledgePit in cooperation with FedCSIS.
The series started in 2014 with the AAIA’14 Data Mining
Competition: Key Risk Factors for Polish State Fire Service
[8]. Other competition topics included the recognition of
firefighters’ activities based on inertial sensor readings [9],
predicting seismic activity in coal mines [10], predicting video

4https://knowledgepit.ai/fedcsis-2022-challenge/
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game winners based on game logs [11], marking hair follicles
on microscopic images5, predicting win-rates of custom card
decks in collectible card games [12], [13], and predicting
typical patterns in network device workloads [14]. All of these
competitions were highly successful. With more than 1,300
participating teams and several thousands of submitted solu-
tions, they significantly contributed to solving important real-
life challenges. They also provided us with a comprehensive
survey on the state-of-the-art ML approaches in the related
fields, such as time series forecasting [15], feature extraction
[16], as well as prediction model ensembling [17].

III. KNOWLEDGEPIT MEETS BRIGHTBOX

During its journey, KnowledgePit had to evolve to fit the
needs of our industrial partners. One of the most significant
needs has been related to the post-competition analysis of the
submitted solutions. With this regard, it was possible to meet
the industry expectations thanks to integrating KnowledgePit
with the aforementioned BrightBox technology.

As highlighted in Section I, BrightBox is a software technol-
ogy which assesses decision models (aimed at classification,
regression, prediction, etc.) basing on their mistakes (i.e.
differences between their outputs and the observed ground
truth). Its main application field is in diagnostics of ML models
deployed within complex systems [18]. Its methods have deep
roots in the theory of rough sets [19]. A diagnosed model
is approximated by the rough-set-based surrogate models –
the ensembles of so-called approximate decision reducts [20].
Then, particular cases are investigated by looking at their
neighborhoods – the groups of other cases that are classified
similarly by the surrogate reducts (i.e. objects that fit the same
rules induced by reducts [21]). If a mistake that happened
for a given case often repeats in its neighborhood, then it
is likely that the diagnosed model was not trained correctly
for such objects from the beginning. As another example, if
the neighborhood is almost empty (i.e.: the diagnosed object
seems to be classified by different rules than objects observed
before), then BrightBox can conclude that the model seems to
find itself in a new situation. Such hints are useful from an
operational viewpoint when it comes to rebuilding ML models
as parts of the aforementioned complex systems.

Although it was a non-trivial effort to adapt the default
settings of BrightBox to the specifics of a data science
competition platform (for instance, we had to address different
scenarios of the access to the diagnosed models’ behavior on
the training data), it enabled us to extend basic KnowledgePit’s
functionalities (such as the analysis of trends in the quality
scores or survey-based summaries of commonly applied ML
techniques) with in-depth diagnostics of individual submis-
sions. Since BrightBox does not require a direct access to the
diagnosed models, it can be applied to construct the above-
discussed surrogate models that approximate submitted solu-
tions and allow reasoning about their properties. For example,
it allows to approximate feature importance coefficients of

5https://knowledgepit.ai/esensei-challenge/

Fig. 1: Exemplary visualizations of one of solutions from
challenge [5]. Points on the upper plot correspond to cases
from the test data and their color reflects prediction errors.
The lower plot shows approximated (using BrightBox) feature
importance for the model used to create the analyzed submis-
sion. An experimental evaluation showed that the Spearman
correlation between the approximated feature importance val-
ues and the actual values estimated for the model was ≈ 0.7.

models used to create the submissions (see Figure 1). It can
also provide insightful information on types of errors commit-
ted by models, and similarities between solutions submitted by
competition participants. Prototype implementations of some
selected functionalities provided by the BrightBox technology
have been already tested in our previous competitions [5], [22].

IV. FEDCSIS 2022 CHALLENGE

As mentioned in Section II, FedCSIS 2022 hosted the ninth
KnowledgePit competition associated with the FedCSIS series.
We use this competition as an illustration how KnowledgePit
works, as well as a prerequisite for the discussion in Section
V. We refer to [7] for more details about this particular contest.
The best solutions submitted by its participants are described
in [23] (1st place), [24] (2nd), [25] (3rd), and [26] (4th).

The task was to predict the execution costs of so-called
forwarding contracts. The data about contracts was provided
by the competition sponsor – a company that develops decision
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Fig. 2: The final scores of all solutions that reached less than 0.2 RMSE. The most successful teams are specially highlighted.

TABLE I: Top results of the FedCSIS 2022 Challenge [7].
Both preliminary and final scores reflect the RMSE measure.

rank team name preliminary final #submissions

1 Dymitr [23] 0.1398 0.1383 619
2 Cyan [24] 0.1402 0.1391 181
3 hieuvq [25] 0.1396 0.1407 159
4 Lord of the ML [26] 0.1434 0.1420 147
5 baseline [7] 0.1491 0.1475 –

TABLE II: The RMSE results of the solution stacking methods
on the final test set. The simple solution averaging and the
weighted solution averaging are included as a reference.

ensemble final #solutions

average - best solution of top 5 teams 0.1361 5
weighted average - best solution of top 5 teams 0.1360 5
average - best solution of top 8 teams 0.1366 8
weighted average - best solution of top 8 teams 0.1367 8
LASSO reg. (opt. λ) best solution of each team 0.1344 8
average - top 28 solutions 0.1358 28
weighted average - top 28 solutions 0.1358 28
LASSO reg. (opt. λ) all solutions 0.1339 28

support and optimization systems in the transportation, spedi-
tion, and logistics areas. That company was highly interested
in a deeper analysis of the submitted solutions with respect to
their potential deployment within the designed systems.

For the evaluation purposes, the data was divided into the
training set (330,055 historical contracts) and test set (72,452
newer contracts). The data was carefully anonymized, but it

was done in such a way that its analytical value is not lost
(see also our other competitions [5]). Given a regression nature
of the considered prediction task, we selected one of typical
evaluation measures – the root mean square error (RMSE).
However, let us note that sometimes specifying a measure that
truly reflects a real-life decision problem is not easy [27].

The competition was conducted in a standard way including:
(i) the online preliminary evaluation on an unknown subset of
the test data (the participants submit solutions for the full test
set but preliminary evaluation is done on a subset which is
unknown to them), (ii) the associated public leaderboard (only
preliminary results are shown during the competition), and (iii)
the final evaluation on the full test set (which is calculated
after the competition is closed, after the participants select
their final solutions to be evaluated, and only if they submit
to KnowledgePit the reports that describe their solutions).

Table I displays the top results. Let us note that the prelim-
inary and final rankings are different. Actually, the solution at
the 3rd final place would be the best one if only preliminary
scores were taken into account. Such cases are specially worth
investigating with the usage of the BrightBox technology.

Table I shows also the baseline solution – the model that
we prepared by ourselves prior to the contest’s beginning [7].
In this challenge, only four teams exceeded the baseline score
(though sometimes it may be even less, see e.g. [14]). Figure
2 displays the history of all submissions of those teams.

V. MIXING THE SOLUTIONS

Due to a large number of submitted solutions and the fact
that most of the best-performing teams used some advanced
ensembling methods to compute their final predictions [23],
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(a) Targets vs. predictions plot. (b) Predictions vs. residuals.

(c) Distribution of residuals. (d) Q-Q plot of residuals.

Fig. 3: Visual quality analysis of the ensemble model obtained using the considered solution mixing methodology. The top-left
plot shows the relation between ground truths and predictions for test cases. The top-right scatter plot visualizes residuals with
regard to predictions. The bottom-left plot shows the distribution of residuals on test cases, and the bottom-right plot shows
the relation between theoretical quantiles of the Gaussian distribution and the empirical quantiles of the residuals.

[24], [25], [26], we decided to check how accurate the pre-
dictions could be if we mix submissions from different teams.
In this way, not only could we verify which solutions are the
most influential and potentially worth deploying, but also we
could get a better insight into where the limit to prediction
quality is when working with this type of the data.

To create the ensemble of submissions, we used the post-
competition data analytics tools provided by KnowledgePit
thanks to its integration with BrightBox (see also [22]). We
compared the results of the LASSO regression-based model
stacking [28] to simple model averaging methods. We also

investigated two ensembling scenarios. In the first one, we
used all correctly formatted submissions. In the second one,
we restrained the submissions to those with the best score in
the preliminary evaluation from each team. In both cases, we
trained the logistic regression model with LASSO regulariza-
tion on predictions for the competition’s preliminary evalua-
tion set. Then, we verified the performance of each ensemble
on the same final test set as all individual submissions.

We tuned the regularization parameter λ of the LASSO
regression using the cross-validation technique, following the
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guidelines taken from the glmnet package6. We chose λ
for which the validation loss was lowest. Table II shows
the results for the obtained ensembles. As a reference, we
include the results obtained using simple averaging of the best
solutions from top 5 teams (solutions [23], [24], [25], [26] and
the baseline model), and the results of weighted averaging
in which the weights correspond to the preliminary scores.
We also include results obtained for the simple averaging,
and weighted averaging when the number of used solutions
corresponds to the optimal selection of the λ value.

The ensemble that achieved the best RMSE was trained on
all submissions. It had non-zero coefficients for 28 solutions
submitted by nine different teams. All of those coefficients
were positive. The highest total impact on predictions had
the submissions of hieuvq (0.321), followed by Lord of the
ML (0.189), Cyan (0.156), and Dymitr (0.151). The combined
impact of the remaining teams was less than 0.187.

We analyzed residuals of the resulting predictions. Figure
3 depicts their distribution across the test data. The top-left
plot 3a shows the relation between ground-truth targets and
predictions for test cases from the FedCSIS 2022 Challenge.
It can be seen that they are aligned along the diagonal (the
red line) with relatively few outlying cases. Similarly, in the
top-right part of Figure 3 there is a scatter plot of residuals
with regard to predictions of the ensemble. It shows that
the residuals are not evenly distributed and there are a few
prediction ranges with slightly larger magnitude (variance) of
prediction errors. Both of those plots also show that the ensem-
ble is nearly unbiased. This observation was confirmed – the
mean difference between the ground truths and the predictions
is nearly zero, i.e, −0.00027. However, the distribution of
residuals is not Gaussian. Such a hypothesis was rejected with
high confidence using the Shapiro-Wilk test7. This can also be
seen in Figures 3c and 3d. The distribution of residuals has
long tails and the frequency of high error values is far from
the theoretical quantile values of the Gaussian distribution.
This observation suggests that the considered ensemble model
could be further improved. Herein, a thorough BrightBox-
based investigation of the morphology of mistakes made by
each of the aforementioned 28 solutions can be helpful.

VI. CONCLUSIONS

We discussed the idea of organizing online data science
competitions, with some examples taken from our own expe-
rience. We referred to KnowledgePit – our competition plat-
form which, besides standard functionalities, includes some
advanced analytical and visualization tools. We paid a special
attention to the BrightBox technology which is used by
KnowledgePit to approximate and diagnose solutions submit-
ted by the competition participants. One of the methods which
can be used within the resulting KnowledgePit-BrightBox
environment, refers to mixing different solutions together,
which leads toward more efficient ML models, as well as
additional insights with regard to particular submissions.

6https://cran.r-project.org/web/packages/glmnet/glmnet.pdf
7https://en.wikipedia.org/wiki/Shapiro-Wilk_test

Consequently, in order to provide even more value to the
future competition sponsors, we are extending KnowledgePit’s
functionalities to utilize a broader range of XAI tools for the
purpose of advanced post-challenge research. We also believe
that such functionalities can be useful from an education
perspective, whereby KnowledgePit may be considered as
a platform for assessing and improving the data science
competencies at universities, as well as in companies.

We also plan to continue integration of KnowledgePit with
BrightBox. In particular, we are going to develop better tools
for inter-competition analysis of individual platform users.
Such functionality would help us to monitor the progress
and skill development of participants. It could also provide
value to our industrial partners who often look for potential
skilled employees. In this context, KnowledgePit could be used
by our partners as a tool that facilitates the recruitment of
researchers for projects related to the competition topics, and
for the evaluation of job candidates. Actually, QED Software
is already using KnowledgePit for such evaluations.
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Abstract—We discuss the international competition FedCSIS
2022 Challenge: Predicting the Costs of Forwarding Contracts that
was organized in association with the FedCSIS conference series
at the KnowledgePit platform. We explain the scope and outline
the results obtained by the most successful teams.
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I. INTRODUCTION

TRANSPORTATION and logistics are among the most
influential sectors in the global economy. It is their

capacity that determines whether the commodities will reach
the end customers. Moreover, the cost of transportation has
a direct impact on the prices of essential goods. According
to the European Union’s Science Hub1, production expenses
among European Union companies consist of up to 15%
of transportation and warehousing fees. Hence, appropriate
decisions of freight forwarders – individuals involved in the
overall arrangement of transportation services – remain vital.
The FedCSIS 2022 Challenge is an attempt to address this
issue.

Freight forwarders commonly use their expert intuition to
decide whether to accept or reject a contract. It allows them to
arrive at accurate choices, though underneath it is a complex
process. The contract cost is affected by, but not limited to, the
size of transported goods, their weight, fuel prices and, most
importantly, the contract route. Various countries are likely to
have significantly different transit-related costs. Furthermore,
outlier contracts such as hazardous freight or those requiring
additional safeguarding are particularly hard to handle. The
motivation for the competition was the presumption that ma-
chine learning (ML) can make efficient use of this data.

The paper is organized as follows: Section II reviews
the literature on ML in freight forwarding tasks. Section III
outlines the objective of the competition and gives some details
about the data. Section IV describes the baseline solution that
we prepared for the competition purposes. Section V reports
the winning solutions. Section VI concludes the paper.

This research was partially supported by the Polish National Centre for
Research and Development, grant no. POIR.01.01.01-00-2050/20, application
track 6/1.1.1/2020 – 2nd round.

1https://joint-research-centre.ec.europa.eu/scientific-activities-z/
transport-sector-economic-analysis_en

II. ANALYSIS OF RELATED LITERATURE

The income of the freight forwarder is largely based on a
commission from the profit of successfully finding transporta-
tion services for the cargo that needed moving. Freight for-
wards operate on online freight exchanges, such as Timocom2,
Trans.eu3 or Teleroute4, seeking the most profitable contracts
for which they can find a transportation service. The accurate
transportation cost prediction is one of the key problems that
need to be solved by freight forwarders to be successful. The
importance of managing forwarders’ information is discussed
in [1], while [2] analyzes other factors impacting the financial
effectiveness of managing transportation logistics.

An interesting topic is the prediction of the future freight
demand [3], which would enable freight forwarders to balance
risk and expected income. Other ML-based approaches focus
on finding estimated time of arrival (ETA) or predict fuel
consumption. In [4] a random forest is used to predict ETA
for intermodal transportation (i.e. including sea and/or railway
transport). In [5], [6] random forests and support vector
machines are also used to predict fuel consumption in order
to monitor and prevent fuel fraud. A recent review [7] sum-
marizes the aspects of freight forwarding and transportation,
whereby ML approaches have been utilized up to now.

Meanwhile, factors other than time and fuel consumption
influencing transportation costs, especially in data-driven ML
approaches, have not been thoroughly studied. However, [8],
[9] propose expert models to calculate such transportation
costs. Moreover, [10] proposes a statistical model and analyzes
the impact of various factors on the estimated cost. While [11]
also takes into account risk factors for the ocean transportation
costs. Finally, [12] tried to solve the problem of cost prediction
using artificial neural networks. However, as in most of the
mentioned studies, these results were based only on small
data sets or expert surveys. We believe that providing research
community with a more comprehensive data will prove crucial
for finding new factors that impact the accuracy of predicting
transportation cost for forwarding contracts.

III. FEDCSIS 2022 CHALLENGE OUTLINE

The challenge was launched at the KnowledgePit platform5

on March 1, 2022, and the submission system was opened until

2https://www.timocom.co.uk/smart-logistics-system/freight-exchange
3https://www.trans.eu/en/carriers/
4https://teleroute.com/en-en/
5https://knowledgepit.ai/fedcsis-2022-challenge/
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May 27, 2022. We refer to [13] for more information about
KnowledgePit, as well as about the previous KnowledgePit
competitions that have quite a long tradition at FedCSIS.

The data used this year was provided by the competition
sponsor, i.e. Control System Software – a Polish software com-
pany that is specializing in solutions for the Transportation,
Spedition, and Logistics industry. The task for participants was
to predict execution costs of forwarding contracts described in
the available test data. An accurate prediction model for this
task could be used in future to support freight forwarders.

A. Data preparation

The data sets that were made available in our competition
describe an over six-year history of contracts accepted by
a large Polish transportation company. The main data was
composed of two separate tables. The first one contained basic
information about the contracts, and the second one described
the main sections of the planned routes associated with each
contract. The first column in both tables, i.e. id_contract,
stored identifiers that allow matching records between them.
Additionally, the second column in the first table (the main
data file), i.e. expenses, contained information about the actual
prediction target values. A short description of the remaining
data attributes from both tables was also made available in
separate files. Finally, an additional data table containing
historical wholesale prices of fuel was provided.

Since the data came from a real transportation company, all
sensitive information had to be scrambled prior to publishing.
All identifiers were removed or encoded by random strings.
Geo-location data related to key points on the routes was
modified. Instead of original values, we used the Nominatim
service6 to generate coordinates of the central points in the
corresponding post code areas. In the published data, the orig-
inal geographical coordinates are changed into the generated
ones. Some of the characteristics of trucks and trailers were
transformed into indicators. Finally, the fuel prices and the
target values (the contract execution costs) were rescaled.

For the purpose of the evaluation, the data was divided
into separate training and test data tables. The training data
contained approximately five-year history of the accepted
contracts, and the test set was composed of the data collected
in the last year (between Nov. 1, 2020 and Nov. 23, 2021). In
total, training data stored information about 330,055 contracts
described by 36 attributes, and the total number of route parts
was 1,189,654 (the route data table had 60 attributes). The em-
pirical distribution of the target expenses looked like a mixture
of a few Gaussians, with the mean value 6.3735 and standard
deviation 1.059. The histogram of target values is presented
on Figure 1. The test data contained 72,452 contracts, and the
corresponding route data consisted of 325,222 entries.

B. Evaluation procedure

The evaluation procedure for our competition was typical
to challenges held at KnowledgePit [14], [15]. Competitors
submitted solutions as text files with each line containing a sin-
gle prediction for the corresponding test instance. The quality
of submissions was evaluated online. We used RMSE as the

6https://nominatim.org/

Fig. 1: The target expenses values in the training data set.

error measure. The preliminary score of each submission was
computed on a small subset of the test records. Approximately
10% of test data was used for the preliminary evaluation. The
best preliminary result for each team was published on the
public leaderboard. The final evaluation was performed after
the competition’s completion using the remaining part of the
test instances. Those results were then published online too.
Only the teams which submitted a short report describing their
approach were qualified for the final evaluation.

IV. COMPETITION BASELINE

To give a reference to competitors, we prepared and sub-
mitted at the very beginning predictions of our own baseline
model. To construct it, we first analyzed the available data and
identified features that could be useful. We divided the data
preprocessing task into stages. At each stage, we extracted
different types of features describing the contracts from the
available data tables. This part of the model preparation
process (i.e. feature extraction [16], [17]) proved to be crucial
to the performance of the resulting prediction model.

Firstly, we processed the main data table. After consulting
with domain experts, we identified categorical features that
could have predictive value. For each of such features, we
narrowed its set of possible values to those which appeared
in at least 1% of training data. All other non-missing values
were changed to other. After this transformation, we used
two types of encoding. The selected features were one-hot
encoded. Additionally, we created a numeric version of the
categorical features by transforming each value into the mean
expenses of contracts from the training data with that value.
Overall, we applied this transformation to features id_payer,
id_currency, direction, load_size_type, contract_type,
id_service_type, first_load_country, last_unload_country,
route_start_country, route_end_country, prim_train_line,
prim_ferry_line, route_start_month, and route_end_month.

In the second stage, data from the route tables was pro-
cessed. Again, the filtration of rare categorical values was
performed. After that, for each contract we performed projec-
tions of aggregated km, km_haversine, and kg_current values
on the values of selected categorical features. We added those
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Fig. 2: Estimated feature importance for the baseline model.
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Fig. 3: Activity of participants by means of daily submissions.

projections as new features describing individual contracts. We
also constructed a few dozen of other auxiliary features, such
as the total number of steps without a load, the number of steps
performed by external contractors, the average ratio between
the current weight and the length of the route part, etc.

Finally, we added time features (e.g. month number, quar-
ter, whether the contract will be executed through the week-
end), fuel prices at the route beginning, and truck features (e.g.
average size of the required trucks during the route). In total,
we defined 585 numeric features describing the contracts.

We constructed the prediction model using the XGBoost
library [18]. We did not focus on the hyperparameter tuning.
We used a small portion of the training data as a validation set
and experimentally checked several settings. The final model
was heavily regularized, i.e. the learning rate was set to 0.01,
α = λ = 1, and subsampling was used on both instances
and columns. The total number of used trees was 2,500, and
the maximum depth of trees was set to 8. Figure 2 shows the
estimation of feature importance in the resulting model. In the
competition, our model had the fifth score with the preliminary
RMSE value 0.1491 and the final result 0.1475.

V. COMPETITION RESULTS

The challenge was taken up by 130 teams from 24 coun-
tries. The teams came e.g. from Poland (76), India (14), and
the USA (4). There were 1,927 solutions submitted. Figure 3
shows activity of competitors expresses in terms of the number
of daily submissions. It shows that the number of daily

TABLE I: Top 10 final results of the FedCSIS 2022 Challenge.

Rank Team name Preliminary Final score #subs

1 Dymitr 0.1398 0.1383 619
2 Cyan 0.1402 0.1391 181
3 hieuvq 0.1396 0.1407 159
4 Lord of the ML 0.1434 0.1420 147
5 baseline 0.1491 0.1475 -
6 kubapok 0.1502 0.1494 32
7 DeepIf 0.1500 0.1498 28
8 Stan 0.1529 0.1519 131
9 Artur Budzyński 0.1549 0.1520 45

10 Nindza Zhelki 0.1567 0.1573 36
· · · · · · · · · · · · · · ·
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Fig. 4: RMSE (final test set) of solutions of the best teams.

submissions remained stable in the first half of the competition.
Teams increased their activity in the second half, reaching the
peak in the last week. Solutions submitted during the last 3
days of the competition account for nearly 24% of all solutions.
This shows that the competition between participants continued
until the last moment. In Table I, we present the final ranks,
scores, and the number of submissions of the best performing
teams. Figure 4 follows with more details about the teams that
eventually managed to exceed our baseline solution.

As in previous KnowledgePit competitions, feature extrac-
tion was a crucial step. The solutions of the best-performing
teams were preceded by in-depth data analysis and processing.
The well-established approach of a feature selection preceded
by a feature generation was the most common. Feature gen-
eration methods ranged from simple statistics to a manual
selection of feature combinations and regex-based information
extraction from text describing temperature requirements.

Every team that exceeded the baseline used gradient boost-
ing methods (XGBoost [18], LightGBM [19] or CatBoost [20])
and model ensemble techniques. The winners’ solution puts
emphasis on choosing suitable ensemble methods and model
diversification, whereby their two proposed approaches focus
on the diversity of the models’ hyperparameters and the level
of disagreement of the models’ output. Both approaches were
used in the final solution. The decision of their final model
ensemble was the average of the models’ predictions on two
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subsets with different features. The runner-up team used the
model stacking approach (i.e. ridge regression trained on top of
gradient boosted trees’ outputs). On the other hand, the team
that finished third conducted a forecast post-processing that
aimed to predict a trend in the contract costs. That forecast
was used to adjust the predictions of the final model.

VI. CONCLUSIONS

We presented an international data mining competition
related to a vital problem in the transportation and logistic
industry, i.e. predicting the execution costs of forwarding
contracts accepted by a freight company. We described the
competition scope and available data sets, and we proposed
a baseline model for the task. We also discussed the most
successful solutions proposed by the participants.

The competition was a successful event, with 130 registered
teams from 24 countries. The most accurate solutions were
largely dominated by gradient boosting models implemented
in popular libraries, such as XGBoost, and LightGBM. They
were typically combined with feature extraction techniques in
the data preprocessing phase. Moreover, a few teams decided
to mix several models trained on different parts of data, and
their final solutions were generated using an ensemble.

Reducing transportation expenses by selecting optimal con-
tracts, or by identifying the most costly factors can decrease the
price of production of many goods including those purchased
on a daily basis. We believe that our competition contributed
to the discussion on the estimation of forwarding contract
costs. The solutions developed by participants, and outcomes
of future research may pronouncedly influence the decision-
making process of transportation and logistics companies. By
providing the research community with a large-scale data set,
we hope to accelerate the advances in this area.
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Abstract—The industrial machine learning applications today
involve developing and deploying MLOps pipelines to ensure the
versatile quality of forecasting models over an extended period,
simultaneously assuring the model’s accuracy, stability, short
training time, and resilience. In this study, we present the ML
pipeline conforming to all the abovementioned aspects of models’
quality formulated as a constrained multi-objective optimization
problem. We also provide the reference implementation on state-
of-the-art methods for data preprocessing, feature extraction,
dimensionality reduction, feature and instance selection, model
fitting, and ensemble blending. The experimental study on the
real data set from the logistics industry confirmed the qualities
of the proposed approach, as the successful participation in an
international data competition did.

Index Terms—XGBoost, Dimensionality reduction, Ensemble
blending, Feature selection, Feature extraction, MOO, MCDA,
Logistics

I. INTRODUCTION

MACHINE learning (ML) algorithms are widely used
within decision-support [1] or recommender systems

[2] in many branches of the industry, like fast-moving con-
sumer goods (FMCG) [3], e-commerce [4], logistics [5], or
even hard-coal mining [6]. However, as ML models continue
to run in production environments for an extended period, new
expectations and concerns have also arisen. Some time ago,
data scientists were expected to deliver a fine-tuned model,
today, attention is paid to building ML operations (MLOps)
pipelines responsible for continuous monitoring and ensuring
the quality of the developed models during their functioning
[7], [8]. It is also worth paying attention to the ongoing shift
in the quality assurance of models’ predictions, which are
no longer limited to optimizing a single measure, such as
accuracy or root mean square error (RMSE). It should cover
more models’ characteristics like stability [9], resilience [10],
or interpretability [11].

The fundamental task of data analysis is to represent the
data accordingly to the investigated problem. The selection
of appropriate criteria for assessing the quality of generated
predictions is no less important. The choice of such measure
primarily depends on the nature of the problem, e.g., there are
different ones for classification and regression. The quality
measure we choose in the model optimization process will
have a crucial impact on its performance. Once decided, we

Research co-funded by Polish National Science Centre (NCN) grant no.
2018/31/N/ST6/00610.

can rely on AutoML meta-learning to ignite a versatile explo-
ration of several learning algorithms meanwhile optimizing
their parameters, which, however, is very costly and time-
consuming [12]. Whereas, over-optimizing a single measure
in many applications is simply unnecessary. In particular,
further tuning a model of sufficient quality may lead to over-
fitting, increase complexity, and reduce interpretability, not to
mention the longer learning time and the increased cost of
computing resources. Furthermore, in many cases, optimizing
a single quality measure is insufficient. Reaching the optimal
regression model according to the RMSE, which meanwhile is
vulnerable to data deficiencies (e.g., unavailability of selected
attributes), is pointless. One of the ways we may address those
concerns is to refer to the multi-objective optimization (MOO)
[13]. However, as the result of MOO, we do not end up with a
single solution but many Pareto optimal models. Selecting the
best one is still a complex and time-consuming task related to
the multi-criteria decision aiding (MCDA) [14].

In response to the above expectations and challenges, let us
present the ML pipeline for training forecasting models that
allows optimizing not only a single quality measure, such as
RMSE, accuracy, or F1-score, but also taking into account
the robustness and resilience of the ensemble blended. The
developed pipeline assumes that during the training procedure,
the goal is not to optimize the model over days to achieve
even a minimal quality improvement on a single error measure
but to adhere to many business expectations possibly fast.
Accordingly, we define the task as a MOO and adapt ·-
constrained scalarization for the investigated criteria [14].
By referring to quality thresholds that correspond directly to
business expectations, we could significantly limit the time
of model fitting (from days to seconds), which obviously
determines the lower cost of cloud computing resources [15].
Furthermore, the adopted principle of building a model on
random subsets of attributes and rows allows to achieve a
variety of different models within an ensemble [16], [17].
Such an approach to training set selection enables a very
straightforward parallelization of the learning procedure and
hence provides significant acceleration of computation [18].

Yet another material aspect of the developed solution is
the proposed feature extraction mechanism. The method is
composed of several steps. Firstly, we combine available
data sources into one flat file and aggregate the one-to-many
relations with the common SELECT . . . GROUP BY SQL-
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based approach to extract some generic statistics. Later, we use
feature extraction methods like one-hot encoding and ordinal
coding to obtain a numerical representation of the data. This
way, we achieve a sparse data representation, which poses a
big problem for the boosting tree algorithms by impacting the
quality of their cuts on the attributes. Such a situation im-
poses the construction of deeper trees, making generalization
difficult and leading to over-fitting. Therefore, after encoding a
given feature, we apply one of the most popular dimensionality
reduction methods - principal component analysis (PCA) - to
use the first few components.

To show the particular qualities of our solution, we present a
case study in the logistics industry for predicting costs associ-
ated with forwarding contracts. For this purpose, we used three
data sets from the machine learning contest organized on the
KnowledgePit.ml platform [19], which we combined together,
preprocessed, and analyzed with the developed solution. In
the conducted research, we assume that the acceptable level
of the prediction error measured with the RMSE measure
should not exceed 2.5% of the average cost of forwarding
contracts in data that corresponds to RMSE of approx 0.17.
We also assume the robustness threshold of 0.02, understood
as the maximal acceptable difference of RMSE achieved by
the model on the training and validation set during the training
procedure. Furthermore, we set the resilience threshold so the
constructed ensemble should consist of at least 10 models.
This way, we could provide reliable forecasts even if some of
the models within the ensemble became unreliable and could
impair the overall prediction quality of the ensemble. Such a
situation may occur in production environments, e.g., due to
a software error or unavailability of the critical attributes for
this model.

The main contributions of this paper are as follows:
1) The ML pipeline considering various aspects of mod-

els’ quality formulated as a constrained multi-objective
optimization problem.

2) The complete reference implementation of the ML
pipeline providing methods for preprocessing, feature
extraction, dimensionality reduction, feature and in-
stance selection, model fitting, and ensemble blending.

3) The experimental study on the real data set from the
logistics industry that confirmed several qualities of
the proposed approach, including small prediction error
(RMSE), robustness to over-fitting, fast computing time,
and resilience.

The rest of the paper is organized as follows. In Section
II, we review the related literature. Section III provides a
complete reference for the developed ML pipeline. In Section
IV, we describe in detail the experiments conducted in this
study including the description of the data, experimental setup,
and the results. Finally, in Section V, we draw conclusions and
suggest possible future research directions.

II. RELATED WORKS

Due to the general availability and affordability of cloud
services [15], and the proven effectiveness of machine learning

[5], [17], modern enterprises massively automate their pro-
cesses and optimize decision-making with intelligent use of the
collected data [3]. This trend is beneficial to many industries,
including supply management and logistics [20]. Let us pay
special attention to international freight transportation, which
is related to moving goods between countries and may involve
many stakeholders: shippers, carriers, forwarders, third-party
logistics services, and customs of two or more countries for
each movement [21]. In this context, machine learning is seen
as one of the primary enablers for the dynamic development of
enterprises, allowing for apt data-driven decisions, including
route planning, travel time prediction, vehicle scheduling, esti-
mated time of arrival, and foremost accurately predicting costs
related to the execution of forwarding contracts [22], [23].

We can model this task as a regression of the forwarding
contract costs conditioned by the attributes of orders, such
as the type of order, basic characteristics of the shipped
goods (e.g., dimensions, special requirements), and the ex-
pected route that a driver will have to cover. Among the
ML algorithms commonly applied to solve the regression
problems, we may point out eXtreme gradient boosting trees
(XGBoost), deep neural networks, or support vector machines
[21], [24]. Considering the industry specifics and the dynamics
of changes in the business and technological environment,
the developed data-driven decision-making system should
promptly adapt to changes and operate reliably even in the
event of data deficiencies. One of the ways to simultane-
ously address several potentially conflicting concerns is multi-
objective optimization (MOO) [13].

Classically, MOO problems are often solved using scalariza-
tion techniques. In brief, scalarization means that the objective
functions are aggregated (or reformulated as constraints), and
then a single-objective problem is solved [25]. However,
this method requires defining the perfect balance between
objectives’ importance. Another possibility to solve such a
problem is to rely on Pareto front (PF) methods. For instance,
the ÷-constraint approach can obtain a set of PF solutions by
keeping only one objective and subdividing the others into
several segments with some thresholds. Here, we do not end
up with a single solution but potentially many models, and
selecting the optimal one requires further effort [14]. In the
proposed framework, we refer to ÷-constraint filtering, but
instead of choosing a single model, we blend the ensemble
of several solutions [17]. This way, we not only avoid the
multi-criteria decision task but also introduce the additional
resilience level to our solution [10].

Among the popular ensembling techniques, we may mention
random forest and XGBoost. These approaches of blending
tree models minimize the regression (or decision) trees’ ten-
dency of overfitting, hence, ensuring better robustness and
stability [9], [24]. The stability, RMSE, and resilience can be
further improved by ensuring that the trained models in the
final ensemble are relatively different from each other. One
way to do this is to train models on diverse subsets of objects
and attributes [17]. The training set selection, complemented
by parallelization of computation, can lead to better general-
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Fig. 1: Schematic ML pipeline implementation for the logistics data.

ization and minimize the overall training latency [16], [18].
It is usually essential to ingest several diverse data sources
to provide adequately rich data representation with many
different attributes. However, models such as XGBoost or deep
neural networks operate on numerical features, whereas in
most databases, we will also find some other data types.

A typical approach, in this case, would be to apply feature
extraction, in particular, to encode each feature in numerical
form [26]. One of the weaknesses of this approach may be
the creation of a very sparse data representation related to the
one-hot encoding of categorical features, which in turn can
have a negative impact on tree models’ performance.

Furthermore, as the number of features increases, the model
training takes far more time and consumes more resources.
There are many methods allowing to project or embed the data
into a lower-dimensional space while retaining as much infor-
mation as possible, just to mention independent component
analysis, multidimensional scaling, or principal component
analysis (PCA) [26]. The central idea of PCA is to reduce the
dimensionality retaining as much as possible of the variation
present in the data [27]. In the proposed framework, we refer
to all the above-mentioned techniques. Furthermore, putting
the things together, we propose the end-to-end ML pipeline
adhering to the ML operations paradigm that ensures the
solution’s quality over time.

III. SOLUTION OVERVIEW

The developed ML pipeline consisted of several stages
related to data ingestion, preprocessing, extending represen-
tation, reducing dimensionality, robust model training, and
resilient ensemble blending. The first step in the developed
pipeline is data ingestion and integration. Next, we per-
form data cleansing, encoding categorical variables to the
numeric form, extracting some custom characteristics from
text columns, imputing missing values, and conducting further
feature extraction (FE) [18], [28].

FE addresses the problem of finding the most compact and
informative data representation and is fundamental for every

ML pipeline. The importance of proper data representation
was aptly identified by Pedro Domingos: “At the end of the
day, some machine learning projects succeed, and some fail.
What makes the difference? Easily the most important factor
is the features used”. Using more relevant data sources and
better knowledge representation may have a crucial impact on
the final model quality. Therefore we plan to further extend the
developed FE methods by introducing histogram-based feature
engineering [29]. Among other relevant, recently reported
approaches that could be in the future implemented in our
ML framework, we may indicate embedding selected statistics
from survival analysis or features derived from deep learning
methods into data representation [5], [30].

These activities sometimes require additional effort that
may depend on the data. Hence, they may not always be
fully automated. For example, in the discussed case study of
forwarding contracts, we ingest three data sources: css_main,
css_routes, and fuel_prices tables (cf. Section IV-A). However,
to integrate css_routes, we have to aggregate the data first.
We execute this with the aggregating query: SELECT AVG(.),
MIN(.), MAX(.), SUM(.), COUNT(.) ... GROUP BY id_contract
for each interesting variable in the table. Considering that the
attributes obtained in this way are not intended for financial
settlements but to feed the machine learning procedure, a vital
extension of our approach would be to relay on approximated
results of SQL instead of exact ones [31]. Approximate query
engines can generate summaries of Big Data sets much faster
with only a slight loss in precision, which may be negligible
in model generalization [32], [33].

Instead of using all the SQL results for fitting the predictive
model, the outcomes of the aggregation queries are trans-
formed with PCA, and several first components are integrated
into the main data. The schematic view of this process, related
to the discussed case study, you may find on the left part of
Figure 1. In general, whenever the encoding of categorical
features into numerics significantly increases data sparsity,
the derived variables are encoded with PCA, and a few first
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components are kept. At the same time, the rest may be
omitted. To provide an example, in Figure 2, we present the
variance explained by the first 10 principal components (PC)
of one-hot encoded first_load_country attribute.

The central part of the pipeline is selecting the training set,
i.e., features and instances, to achieve the best performance
and robustness of the models. In the developed approach,
we iteratively draw a subset of attributes and instances as a
ratio of the original data controlled by two thresholds: Ér and
Éc (cf. Algorithm 1). In the next step, we train the selected
predictive model (e.g., XGBoost or LightGBM) [34]. Since we
fit the predictive model to significantly smaller data chunks,
we naturally minimize the time of this process. The selection
of training subsets is random and independent from each other.
Hence, this process may also be easily parallelized, e.g., by
drawing several subset candidates simultaneously and training
the models in parallel. We also see a potential to extend
our framework with the heuristic search over the subsets of
attributes and features to reach the optimal quality (i.e., mini-
malize reported error) faster [35]–[37], and to introduce more
advanced feature selection techniques [26]. In this context,
granular feature selection techniques could be a perfect fit [38],
including r-C-reducts, bi-reducts [39], or reviving the concept
of dynamic reducts [40]. Besides more advanced feature selec-
tion algorithms, instance selection has space for improvement
as well. Ordering the records by date and considering only the
newest instances while drawing the subsets for training data is
one of many possible ideas. Combining those in an ensemble
could yield interesting results.

Data:
- dataTrain, dataTest - training and test data
- θ - acceptable RMSE threshold
- ϑ - stability threshold for RMSE
- ρ - expected resilience level
- ωr and ωc - instance and feature selection thresholds
- score()- quality measure, e.g., RMSE
- N - maximal number of unsuccesful attempts
Result: ensemble of models
/* Initialization */
ensemble← ∅; k ← 0
validationSet← dataTrain.sample
dataTrain← dataTrain \ validationSet
while |ensemble| < ρ ∧ k < N do

trainSet← draw ωr rows and ωc cols from dataTrain
model← trainXGBT (trainSet)
Θt ← score(model, trainSet)
Θv ← score(model, validationSet)
if Θt < θ ∧Θv < θ ∧ |Θt −Θv| < ϑ then

k ← 0
ensemble← ensemble ∪ {model}

else
k ← k + 1

end
end
return ensemble;

Algorithm 1: Resilient and stable ensemble blending

Each model fitted on training subsets is assessed with the
·-constrained approach to handle multiple quality criteria, as
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Fig. 2: Variance explained by the first ten PCA components
of one-hot encoded first_load_country attribute.

presented in Algorithm 1. In particular, the primary objective
function is to minimize an error measure, e.g., RMSE. We
guarantee that each of the trained models yields an error
lower than the predefined threshold ¹ on validation data.
Furthermore, we introduce a stability threshold Ó to avoid
overfitting. We calculate it as an absolute difference between
errors reported on training and validation sets in each round.
The best models are blended to form an ensemble of possibly
diverse models. The additional parameter Ä determines the
number of models within the ensemble to provide a certain
resilience level in case some o the models were put out of
action.

In the future, we plan to extend a multicriteria evaluation
with a specific approach to assure difference between the
models explicitly. One of the possible solutions could be
measuring the distances between the reported scores on a
validation set. Alternatively, we may assure the feature im-
portance rankings reported by models are possibly dissimilar
(cf. Figures 4). Another approach to construct ensembles of
possibly diverse models could be achieved by referring to r-
C-reducts on nonoverlapping feature subsets or by ensuring
constraints between attribute sets [10], [41]. A combination of
the above techniques would also be an exciting future research
direction, primarily since many attributes are somehow related,
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Fig. 3: Histogram of the target variable (expenses) in the
experimental data (on top) and the FedCSIS competition’s final
dataset (bottom).

e.g., principal components generated from the same original
features or all the columns in databases referring to the same
source of knowledge. Combining these techniques with state-
of-the-art instance selection and training set selection methods
would also be of great importance [42].

Both in wrapper search and model training, we focused
mainly on XGBoost [43]. However, we also complemented
it with an evaluation of LightGBM [34]. We conducted grid
search model parameter tuning for best performing data sub-
sets in the feature selection stage This part was conducted
iteratively and was alternated with the wrapper-based feature
selection. Such an iterative approach allowed us to, over time,
fine-tune the wrappers’ configuration. In the future, we plan
to continue experiments with more advanced techniques of
searching the hyper-parameter space in order to optimize the
model faster and more efficiently [44].

IV. EXPERIMENTS

A. Data

The data sets contain 6 years of history of orders appearing
on the transport exchange, along with details such as the
type of order, basic characteristics of the shipped goods (e.g.,
dimensions, special requirements), as well as the expected
route that a driver will have to cover (cf. Table I). In particular,
the training data consist of two tables: css_main_training.csv
and css_routes_training.csv, and the additional data table
containing historical wholesale fuel prices for the period of
training and test data. The first file (i.e., css_main_training.csv)
contains basic information about the contracts, and the second
one (i.e., css_routes_training.csv) describes the main sections
of the planned routes associated with each contract. In both
tables, the first column (i.e., id_contract) contains identifiers
that allow matching records from css_main_training.csv and
css_routes_training.csv files. Additionally, the second column
in the css_main_training.csv file (i.e., expenses) contains in-
formation about the prediction target. Values in this column
are available only for the training data.

B. Task and experimental setup

In our study, we investigated the task of predicting the
costs related to the execution of forwarding contracts, which
was defined within the 8th data mining competition organized
online on the KnowledgePit platform in association with the
Federated Conference on Computer Science and Information
Systems (FedCSIS’22). The task is to design an accurate
method for regression of costs associated with forwarding
contracts [45], based on contract data and planned routes (cf.
Section IV-A). The quality of predictions was evaluated with
the RMSE measure. The experiments were also planned to
validate the relation between training speed and the size of
training data, controlled with the Ér and Éc parameters.

Many threats may impact the models’ performance or
impede their operations, including missing data or software
errors. Therefore, the experimental setup was designed to
also evaluate the resilience of the final solution, understood
as the RMSE error achieved when some models within the
ensemble cannot be applied (e.g., due to a software error
or missing data attributes). However, up to our knowledge,
there is no established methodology allowing us to assess the
resilience of the ML models. One of the approaches could
be to randomly delete subsets of test data, e.g., by dropping
particular columns. It is, however, not straightforward how to
implement this kind of test. Shall we randomly drop a certain
percent (e.g., 5% or 10%) or number (3 or 5) of all columns?
For data sets containing 20000 attributes, such operation may
have minimal impact on predictive models [6], [17]. Or shall
we drop the model’s most important feature(s)? Different
approaches would be preferable for other modeling techniques.
Consider a random forest that relies on many redundant weak
tree models, XGBoost where particular predictors are boosting
the formerly selected ones, or a single tree that depends on just
a few attributes with one surrogate or verifying cut per split
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TABLE I: Competition data description

Data type Example columns Description Processing

Categorical data
id_payer, id_currency, direction,

load_size_type, service_type, contract type,
first_load_country, last_unload_country

Information about transport type,
start and destination country,

contract currency

one-hot encoding
and PCA

GPS data
first_load_lat, first_load_lon, last_unload_lat,

last_unload_lon, route_start_lat, route_start_lon,
route_end_lat, route_end_lon

GPS coordinates of transport start and end points NA

Numerical data km_total, km_empty, km_nonempty, prim_ferry_line,
ferry_duration, ferry_intervals, max_weight

Information about total distances to be
covered with each mode of transport,

weight of the payload, current fuel prices,
aggregated information about the planned route

Aggregation

Binary data refrigerated, if_empty Additional information about the payload,
for example if it was refrigerated NA

Date data route_start_datetime, route_end_datetime When the service was executed NA

[46]. In our case, we decided to implement a straightforward
approach that may be dedicated to the ensembling techniques.
Namely, we were dropping randomly selected models from
the ensemble to measure the impact of such an operation on
the RMSE.

In the conducted experiments, we used the features extrac-
tion, dimensionality reduction, model training, and resilient
ensemble blending method, as described in Section III. As
the base model, we used XGBoost a [24]. We optimized
the model parameters only once on the selected subset of
data with the grid search procedure, and since it was not
the major point of our research, we kept those parameters
later unchanged. The Ér and Éc parameters were set to 0.5,
meaning that each of the xgbt models within the ensemble
was trained on a random subset of 50% features and 50%
instances from the training set. The expected model quality
threshold ¹ was set to 0.17, which corresponds to 2.5% of
the median expenses in data (cf. Figures 3). The robustness
threshold Ó was 0.02, and the resilience threshold Ä was
10. To visualize the results, we use box plots - a standard
way of displaying data distribution by encoding their five
key characteristics: minimum, first quartile (Q1), median, third
quartile (Q3), and maximum. For the purpose of evaluation,
we split the data into three sets: training, validation, and test.
The first two constituted a part of the training procedure. The
last was used only for evaluation. Furthermore, we present
the results achieved by our method within the "FedCSIS 2022
Challenge: Predicting the Costs of Forwarding Contracts" on
the preliminary and final competition data.

C. Results

Figure 5 shows how the values of RMSE are spread out
for ensemble models on the training, validation, and test
data. The results show that RMSE for training, validation,
and test dataset are very close to each other avoiding model
overfitting. This confirmed that the ensemble yields not only
satisfactory quality but also guarantees high robustness and
stability, which is especially visible between validation and
test sets (cf. Figure 5). This confirms the effectiveness of the
multicriterial evaluation, such as acceptable RMSE threshold
¹ and stability threshold for RMSE Ó, which are applied
while selecting the ensemble models. When we compare the

results achieved by our method within our experimental setup
with the results achieved during the FedCSIS 2022 Challenge:
Predicting the Costs of Forwarding Contracts, we may notice
it yielded very similar results on both preliminary and final
data sets, 0.165 and 0.161, respectively. The results confirm
the predictability, repeatability, and stability of the proposed
method.

Next, we evaluate the resilience of our solution. In this
experiment, we randomly deleted 1, 3, 5, 7, and 9 models
from the ensemble to simulate the scenario when some models
would be unavailable. Then, we calculated RMSE against the
test dataset. We repeated the procedure 10 times and plotted
the results in Figure 6. The results show that RMSE is slightly
decreasing when deleting some models from the ensemble.
However, the largest impact was spotted when deleting the
majority of the models (9 out of 10). In fact, this leads us to
investigate the most important features which are very corre-
lated or have a high impact on the target variable. Therefore,
we calculated the F-score based on the Information Gain (IG)
measure. It is worth noting that IG in the decision/regression
tree-based models is a measure of how much information a
feature provides about the target feature.

Figure 4 shows the relative importance of features for
two selected XGBoost models from the ensemble. The val-
ues on the x-axis show the average gain for the top ten
features across all splits where those features were used.
Observably, the proposed training set selection procedure
allowed us to train several significantly different models
that rely on different features, which leveraged ensemble
smoothing and enabled the high resilience of the final so-
lution. Considering the importance of features for 10 XG-
Boost models constituting the final solution (cf. Fig 4),
we may notice that only seven features were relatively im-
pactful (i.e., F-score > 100) for more than one model,
namely: diff_start_end_days, diff_start_end_weeks, direc-
tion_PC1, km_nonempty, km_total, last_unload_country_PC2,
last_unload_country_PC5.

For some of the potential threats, like data deficiencies,
we may notice that several attributes were derived from the
same (or similar) sources of information, e.g., features derived
from the start and end dates or principal components of
one-hot-encoded last_unload_country. Thus, in such a case,
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Fig. 4: Feature importance reported by two XGBoost models trained on different subsets of features and instances.

Fig. 5: RMSE comparison for ensemble models. Fig. 6: Resilience comparison for ensemble models.

applying a more formal methodology for resilience assessment
would be advisable and may be considered a valid future
research direction. Another valuable extension of the proposed
framework would be to include information from experts in
the machine learning process to ensure that the features which,
according to the experts, have high importance are selected in
at least some of the ensemble components [26], [47].

Finally, we focus on measuring the speed and cost-
effectiveness of the solution. This factor has recently gained a
lot of attention because, in many practical applications of ML,
like recommender or threat detection systems, the predictions
are highly influenced by the most recent data. Thus, the
model must be continually retrained to consider the most
recent information, and it is very important to make a balance
between speed and accuracy. In our proposed solution, this
can be achieved by training data sets of randomly selected
chunks of data. Figure 7 shows the time taken for building
the XGBoost model using 100%, 75%, 50%, and 25% of

data rows (cf. Ér parameter) in the training data set, with
the unchanged model hyper-parameters. This experiment was
repeated 10 times, considering different (randomly chosen)
data rows in each run. Furthermore, in Figure 8, we also plot
RMSE each XGBoost model would achieve in FedCSIS’22
data competition. We may notice that depending on the data
subset, the final model quality varies and slightly decreases
along with the declining size of training data chunks.

V. SUMMARY

The industrial machine learning applications today involve
the development and deployment of MLOps pipelines, which
consist of automated activities that were once manually per-
formed by data analysts, including data ingestion and pre-
processing, feature extraction and selection, model fitting,
etc. These solutions are designed to ensure the quality of
predictions during the production use of forecasting models,
which may be months or even years. Quality assurance in
such a long period requires the development of a repeatable
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Fig. 7: Training speed comparison. Fig. 8: RMSE comparison before/after deleting data rows.

learning procedure to (re)train the models in case of shifts or
drifts in data. Furthermore, apart from confirming the model’s
accuracy, it is expected to assure many quality criteria, such
as stability, resilience, and low computational cost, in a fast
and reliable way.

In this study, we present the ML pipeline that considers
several qualities of the models in a multicriterial manner.
Besides assuring RMSE optimization, our solution also en-
sures robustness, resilience, and instant (re)training time. The
developed pipeline consists of several states, including pre-
processing, feature extraction, dimensionality reduction, robust
model training, and resilient ensemble blending. In this paper,
we also elaborate on several promising future research direc-
tions, including applying more advanced features and instances
selection techniques, incorporating experts’ knowledge into the
machine learning processes, ensuring the ensemble diversity
more explicitly, or providing a formal methodology to assess
the resilience of the predictive models.

We confirmed the qualities of our pipeline with the versatile
experimentation on the real data from international freight
forwarders and by participating in an international data mining
competition organized along to FedSCSIS’22 conference. The
achieved RMSE is comparable to the best and most complex
models reported by 135 teams from 24 countries in the FedC-
SIS contest, meanwhile conforming to more requirements. We
may conclude that the proposed solution provides high-quality
results with excellent resilience and stability, and the models
are developed within seconds of training on low-cost compute
resources. In the future, we plan to augment the developed
framework with the discussed extensions and subject it to
in-depth experimental analysis on a more significant number
of real data sets from various fields, including the mining
industry [17], [18], fire service [28], FMCG [3], cloud resource
management [15], and for predicting escalations in customer
support [48]. We believe that the developed approach will be
equally effective in all those applications.
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Abstract—This paper summarizes experiments conducted and
findings related to FedCSIS 2022 Challenge that we participated
in. The task was to develop a predictive model that estimated
costs pertained to the execution of forwarding contracts (FC).
We thoroughly analyze the dataset and present steps performed
in the data preprocessing stage. Then we describe our approach
to building a predictive model, which placed us eighth out of 135
teams. In the end, a wide range of ideas for further research is
provided.

Index Terms—forwarding contracts, data preprocessing, ma-
chine learning

I. INTRODUCTION

DUE TO the specialization of work, the economy of
production scale, and mass consumption, places where

products are manufactured do not coincide with places where
the demand for them is reported. Therefore, transportation is
essential to bridge the gap between the buyer and the seller. It
is a part of a logistic chain and plays a crucial role in attaining
its primary goal – resource optimization.

Freight forwarding is an activity consisting in organizing
the transport of goods. The forwarding company performs
various activities for the client related to the organization of
transportation, starting from adjusting the means of transporta-
tion through consulting in the field of cargo transport and
ending with unloading the goods. Forwarder operates on the
freight exchange, a place of information exchange between
carriers and forwarding companies. Its purpose is to facilitate
communication and accelerate the conclusion of transactions
in the economic sector of transport.

Forwarder’s work consists in searching orders on freight
exchange, evaluating them, and selecting profitable ones. The
ultimate goal is to sign an FC. It is an agreement whereby
the freight forwarder makes a commitment for the sender or
recipient of the goods to transport them to the place of delivery,
not conducting the carriage himself but finding the carrier who
will carry the goods. The forwarder signs a carriage contract
on his behalf but for the account of the sender or recipient.

This study describes the model created to predict the costs
related to the execution of FCs. Such a model aims to support
freight forwarders in selecting profitable contracts.

II. RELATED LITERATURE

Increased interest in predicting the cost of transport has
been observed among researchers since the late 1990s. Various
means of transport, parts of the world as well as predictive

methods were analyzed. This section summarizes more sig-
nificant, in our opinion, studies.

In [1], the authors investigated factors that affected trans-
portation costs. They applied the tobit model to find that in-
frastructure is its most important determinant in the considered
area. Other crucial factors included details of geography, ad-
ministrative barriers, and the structure of the shipping industry.

The authors of [2] used regression-based methods to ex-
amine the determinants of shipping costs to the US. It was
found that distance, containerization, and efficiency of a port
were significant factors influencing freight. The study provided
some examples of how private involvement in port manage-
ment along with labor reform and reduced monopoly power
led to efficiency and lower costs.

Reference [3] studied the impact of port characteristics
on international maritime transport costs. It considered 16
Latin American countries and maritime trade transactions in
containerizable goods. The authors employed a regression
model and proved that doubling port efficiency in a pair of
ports would have the same impact on international transport
costs as halving the distance between them.

The authors of [4] created a microeconomic model of
interregional freight transportation. They utilized an ordinary
least squared regression model and showed that besides deter-
minants of transport cost incorporated in the model, the degree
of competition also played a significant role in freight charge
prediction.

Reference [5] is another paper focused on the prediction
of costs of maritime transport, more precisely, logistics costs
in container ports. The authors applied transaction cost eco-
nomics (TCE) to support and explain empirical findings. They
found that the quality of port infrastructure, port services, and
port connectivity are among the most important determinants
of logistics costs in container ports.

In [6], the authors summarized crucial findings from previ-
ous studies related to the estimation of transport costs. Most
of the approaches concentrated only on statistical analysis or
employed regression-based methods.

To our knowledge, there is no study that elaborates on more
sophisticated machine learning (ML) methods and considers
various means of transport. We hope that our study contributes
to filling this gap.
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III. DATASETS

The dataset contains orders that appeared in the freight
exchange and were accepted by a large Polish company.
Training samples come from the period between January 2016
and November 2020, while test instances from the period
between September 2020 and November 2021. It means that
train orders are generally followed by test ones. There are two
main reasons why the test set partially overlaps the train set:
complex orders from the training part that require a long time
to complete, as well as some reversed start and end times (the
end time is earlier than the start time) in 452 orders. Order
details such as its type, basic characteristics of the shipped
goods, along with the expected route that a driver will have
to cover are provided. Input columns are the same for both
training and test sets except for the target variable – costs of
individual orders – which is given in the case of the former
one and needs to be predicted in the case of the latter.

A. Dataset description

In more detail, the training set consists of two tables:
css_main_training.csv and css_routes_training.csv. The for-
mer contains fundamental information about the contracts.
It has 330 055 rows and 36 columns. The latter describes
the main sections of the planned routes associated with each
contract. It consists of 1 189 654 rows and 60 columns. The
first column of each table contains contract identifiers that al-
low matching records from both tables. css_main_training.csv
contains a column with the prediction target. Analogously,
the test set consists of two tables: css_main_test.csv and
css_routes_test.csv. Their structure is the same as correspond-
ing training tables, but the column with the prediction target
is empty. The first table consists of 72 452 records, while
the second – 325 222 records. Additionally, fuel_prices.csv
contains wholesale prices of three different types of fuel for
the period of training and test data. More details about data
and the competition itself are provided in [7].

B. Data analysis

In the case of the analyzed dataset, there are three types of
data: numerical, categorical (including binary), and text (only
one column of this type – requirement related to the temper-
ature). In terms of most features, we can observe significant
skewness (numerical columns) or noticeable imbalance (binary
columns), which is generally not positive from a machine
learning perspective.

Each order in the main table is timestamped. Thus, if
orders are grouped, columns may be viewed as time series.
We stick to the most important column, expenses, which
is the target variable. Fig. 1 depicts expenses from orders
grouped by different time periods. Several conclusions can
be drawn. First, orders that are planned to start on Friday are
the most expensive, and those beginning during a weekend
– the cheapest. Conversely, orders scheduled to be finished
on a weekend are high-priced. Second, throughout a year,
there are peaks in cost irrespective of whether we consider
the beginning or end of the order. It concerns both fixed

and floating holidays. Finally, one may observe that contracts
planned to be accomplished in the summer months are cheaper
than those in other parts of the year.

The results obtained in standard cross-validation in which
training and test instances are mixed in terms of timestamp
were approximately 10% better than those registered on the
competition platform in which training samples are followed
by test ones. It suggests that data or/and concept drift occurs.
The difference in the distribution of some features between
the training and test data is not a sufficient explanation of this
phenomenon. There is no statistically significant difference
in the distribution of the target variable. As the last step,
we applied TSNE to map training and test instances to the
2D plane. We did not observe any significant dissimilarities
between both types of samples. Fig. 2 depicts the results of the
algorithm. Data/concept drift needs further investigation we
did not manage to perform before the end of the competition.

IV. DATA PREPROCESSING

Quality data is necessary for machine learning models to
operate efficiently. In general, data preparation requires more
time and effort than actual modeling [8]. In this section, we
present preprocessing steps that made our data prepared to
build a predictive model.

A. Main tables

1) All data except the following columns were
loaded: temperature, first_load_lat, first_load_lon,
last_unload_lat, last_unload_lon, route_start_lat,
route_start_lon, route_end_lat, route_end_lon.

2) The following columns were one-hot encoded:
direction, id_service_type, contract_type,
id_payer, first_load_country, last_unload_country,
route_start_country, route_end_country, id_currency,
prim_train_line, load_size_type, prim_ferry_line.

a) id_payer was limited to 50 payers with the most
numerous contracts within both train and test set.

b) In terms of prim_train_line and prim_ferry_line,
the additional category representing missing values
was created (in other one-hot encoded columns,
there were no missing values).

B. Routes tables

1) The following columns were loaded: id_contract,
external_fleet, id_vehicle, id_trailer, if_empty, ferry,
train, step_type, country_code, id_vehicle_model,
id_vehicle_type, , vehicle_type, vehicle_capacity_type,
trailer_generator, id_trailer_model, id_trailer_type,
ferry_line, train_line.

2) The following columns were one-hot encoded:
country_code, id_vehicle_model, id_vehicle_type,
vehicle_capacity_type, step_type, trailer_generator,
id_trailer_model, id_trailer_type, ferry_line, train_line,
vehicle_type.

a) For all columns other than step_type, the additional
category representing missing values was created
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Fig. 1: Expenses (target variable) as a function of time. In the consecutive subfigures, orders are grouped by: (a) and (b) – day
of a week, (c) and (d) – day of a month, (e) and (f) – day of a year, (g) and (h) – month of a year. Subfigures (a), (c), (e),
and (g) relate to the planned time of the beginning of a route, subfigures (b), (d), (f), and (h) – to the planned time of the end
of a route.

Fig. 2: TSNE applied to compare training and test instances.

(in the step_type column, there were no missing
values).

3) Aggregation: instances were grouped by id_contract,
and values from all other columns were summed for
each contract. One more column reflecting the number
of routes per contract was added.

4) Above data frames with routes were merged with the
main data frames on the id_contract column which was

then removed.

C. Fuel prices

1) disel_type2_price column was added to the above
merged data frames based on date.

a) disel_type1_price and disel_type3_price were not
utilized since their Pearson correlation with
disel_type2_price ranges between 0.98 — 0.99.

D. Data transformations

1) ferry_intervals was the only column with missing val-
ues. They were imputed on the basis of ferry_duration.
If ferry_duration equals 0, then ferry_intervals is also 0.
Otherwise, ferry_intervals is imputed with 1.

2) Time correction: if route_end_datetime was earlier than
route_start_datetime, the values were swapped.

3) New features being the product of disel_type2_price and
features related to distance (km_empty, km_nonempty,
km_total, km_train, ferry_duration) were created. They
should reflect the total cost of fuel related to particular
contracts.

4) Additional features created:
a) duration_h — the difference expressed

in hours between route_end_datetime and
route_start_datetime.

STANISŁAW KAŹMIERCZAK: PREDICTION OF THE COSTS OF FORWARDING CONTRACTS WITH MACHINE LEARNING METHODS 415



b) start_day_of_week and end_day_of_week — days
of week related to route_start_datetime and
route_end_datetime, respectively.

c) day_of_year — day of a year, ranges from 1 to
365 (in the case of the leap year, 1 was subtracted
from all days after 29th February to be consistent
with common years; it turned out that the predicted
prices are highly correlated with some dates, espe-
cially related to festivals); one-hot encoded.

5) After all the aforementioned transformations,
route_start_datetime and route_end_datetime columns
were ultimately removed from the data frame.

6) Eventually, the data frame contained over 1000
columns. Features were assessed using XGBoost’s fea-
ture_importance property. For final modeling, different
number of the most valuable features were left (more
details are provided in Section V).

V. PREDICTION RESULTS

The task of the created models was to predict the actual
costs of individual orders as accurately as possible. Such
models aim to assist freight forwarders in picking beneficial
contracts. The quality of algorithms is evaluated using the
RMSE measure.

The whole code was written in Python 3.7. Neural networks
were created in Keras 2.3.1. Gradient boosting was imple-
mented with the xgboost 1.0.2 package. In terms of all other
machine learning algorithms, scikit-learn 0.24.2 was applied.
If not mentioned otherwise, hyperparameters were left at their
default settings.

The best results were obtained by XGBoost built on the
most valuable 200 or 500 features mentioned in Subsec-
tion IV-D. It is not a surprise in terms of the tabular data since
XGBoost is the top choice on the Kaggle platform in such
cases as well. In terms of hyperparameter tuning, we selected
hyperparameters and their considered value range as suggested
in [9] and [10]. Due to time constraints, we optimized them
one by one, assuming fixed (default) values for the others. It
turned out that the following values brought the best results:
subsample – 1, max_depth – 6, and eta – 0.3.

The final solution was constituted by the averaging ensem-
ble of three XGBoost models with n_estimators set to 205 and
built on all, 500, and 200 most valuable features, respectively.
The RMSE obtained amounted to 0.1529, which placed us
eight out of 135 teams.

It is worth mentioning that many algorithms other than
XGBoost, were analyzed (we submitted 108 valid solutions).
Before focusing on XGBoost, we tested a wider range of
algorithms – linear regression, random forest, and different
neural architectures. All of them were more than 10% worse
than the final solution.

VI. CONCLUSIONS AND FURTHER IDEAS

In this paper, we present our approach to building a model
able to predict costs related to FC. Despite many conducted

experiments and the reasonable score achieved, we still see a
lot of room for improvement.

First, concept/data drift was detected but not addressed suc-
cessfully. It requires further investigation. We believe that the
application of some dedicated methods (please refer to [11])
may lead to prediction enhancement.

Second, data aggregation requires more experiments. In the
current approach described in subsection IV-B, values from the
routes table are summed for each corresponding contract. Such
a method may cause the loss of some valuable information.

Third, we believe that there is still some uncovered potential
in neural networks. Neural architectures are relatively hard to
tune and prone to overfitting due to their complexity. Even
if they do not outperform XGBoost, they can constitute a
valuable element of the ensemble model by increasing its
diversity.

Next, it may be worth looking one more time at encoding
categorical features with a large number of values, e.g.,
id_payer. On the one hand, we should not expand a feature
space massively. On the other, we must not allow valuable
information to be lost.

Last but not least, it is worth taking a closer look at the
feature selection. We applied a simple approach based on XG-
Boost’s feature_importance property. However, this method
does not take into account feature correlation. We strongly
believe that the application of some more sophisticated feature
selection algorithms along with other aforementioned ideas
will further boost the prediction quality.
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Abstract—XGBoost and other gradient boosting frameworks
are usually the default choice for solving classification and
regression problems for tabular data, especially in data science
competitions, as they often, combined with proper data pre-
processing and feature engineering, supply high accuracy of
predictions. They are also fast to learn, easy to tune, and can
supply a ranking of variables, making interpretation of learned
models easier. On the other hand, deep networks are the top
choice for complex data, such as text, audio, or images. However,
despite the many successful applications of deep networks, they
are not yet prevalent on tabular ones. It may be related to
difficulties in the choice of the proper architecture and its
parameters. A solution to this problem may be found in recent
works on deep architectures dedicated to tabular data, such as
TabNet, which has recently been reported to achieve comparable
or even better accuracy than XGBoost on some tabular datasets.
In this paper, we compare XGBoost with TabNet in the context
of the FedCSIS 2022 challenge, aimed at predicting forwarding
contracts based on contract data and planned routes. The data
has a typical tabular form, described by a multidimensional
vector of numeric and nominal features. Of particular interest
is investigating whether aggregation of predictions derived from
XGBoost and TabNet could produce better results than either
algorithm alone. The paper discusses the competition solution and
shows some added experiments comparing XGBoost with TabNet
on competition data, including incremental model re-building and
parameter tuning. The experiments showed that the XGBoost and
TabNet ensemble is a promising solution for building predictive
models for tabular data. In the tests conducted, such an ensemble
achieved a lower prediction error than each of the algorithms
individually.

I. INTRODUCTION

ALMOST every company collects data on their products,
services, or customers. Analyzing such data helps com-

panies make informed business decisions to increase their
profits. One example of such analysis is the task defined in
the FedCSIS 2022 challenge [1], involving cost prediction of
forwarding contracts based on contract details and planned
routes. In that case, such cost estimation may support selecting
the most profitable contracts.

Many examples of predictive analytics for supporting com-
panies in increasing or maintaining their profits can be found
[2]. Recommender systems [3], [4] may suggest to customers
what products they may be interested in, thereby increasing
the chances of buying a product. Predicting customer lifetime
value [5] helps to select the top customers to whom more
attention should be paid. Churn prediction [6], [7] can reduce
customer losses.

Data collected by companies about customers, contracts,
or products are often stored in database tables consisting
of various attributes (nominal, numerical, date-time), thus
their natural form for analytics is tabular, with mixed types
of features. Over the past several years, gradient boosting
frameworks have become particularly popular for analyzing
such data, as combined with appropriate data pre-processing
and feature engineering, they often achieve superior accuracy.
In contrast, deep learning methods are the default choice
for unstructured data, such as images, audio, or text. Deep
networks are not often applied to tabular data, which may be
due to the difficulty of selecting an appropriate architecture
suitable for analyzing heterogeneous tabular formats. There-
fore, several deep architectures dedicated to tabular data have
been proposed over the past few years, such as TabNet [8],
Net-DNF [9], Node [10], and TabTransofmer [11].

This paper attempts to apply one of those tabular-specific
deep networks, namely TabNet, to forwarding contracts data
in the context of the FedCSIS 2022 challenge, and compare it
with XGBoost [12], one of the most popular gradient boosting
frameworks. Of particular interest is investigating whether
combining the two methods could produce better results than
either algorithm alone. We also investigate the performance
of the algorithms over time, training them in an incremental
fashion. Section II describes the competition solution. In this
section are described: data pre-processing steps and modelling,
XGBoost hyper-parameters tunning, Tabnet hyper-parameters
tunning and linear combination of both models as a result to
the problem. Section III summarizes the work.

II. COMPETITION SOLUTION

A. Competition data-sets

Competition consists of five data-sets: test data set (main
table), test data set (routes table), training data set (main
table), training data set (routes table) and fuel prices. Test
and training data sets differ in the fact that test data set does not
include the estimated cost column, which is used for evaluation
purposes. The presented solution’s data pre-processing process
is divided into two separate steps: routing table and main
table pre-processing.

B. Routing table data pre-processing

In the first step, we selected and added new features, and
aggregated the data by contract id. We identified the data
that was missing in a significant manner and in the process
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of simplification we removed those features from further
processing.

The percentage of missing values in particular columns is
respectively about 54.5% and 30.6%. Therefore, the number
of columns in this step has significantly dropped.

The columns describing respectively longitude and latitude
were dropped as extracted information can be found in other
features, like the distance between starting and ending points.

The subset of features that have not been dropped can
be associated with different transport methods. The present
methods are ferry, train, truck (which can be considered as
conventional transportation method).

To each method we have defined added features, which
measure how much has been transported over how long time
or distance. Created features:

• Train (weight-distance) feature = train_km∗kg_current
• Ferry (weight-time) feature = ferry_duration ∗

kg_current
• Truck (weight-distance) feature = km ∗ kg_current

As multiple records are used to define a particular transporta-
tion process, we decided to aggregate the features left. After
the pre-processing process the routing table is summarized
with one record per each contract.

C. Main table data pre-processing

Main table includes 36 columns, and only 8 of them has
missing values. Only 3 columns include more than 50% of
missing values. Therefore, those columns have been dropped.

In the first step we have extracted date and time infor-
mation from route_start_datetime and route_end_datetime
columns. From those columns we have extracted year, month,
day of the week, hour, the difference between start and
the end of the transportation process and converted those two
columns into columns having unix time (which defines the
number of epochs since 01-01-1970).

In the next step we put our attention towards the processing
of categorical data, which can be shown on the feature
id_payer. From the training set we selected the payers that
accounted for over 1000 orders and then we applied one hot
encoding technique. All not accounted payers are categorized
as others. The same approach was used for: currencies, first
load country, last unload country. Other categorical features
were treated in a different manner. As the number of unique
values was small enough, instead of using one hot encoding
technique we have decided to assign a numerical value to each
of values included within each category. To each value we
assigned an integer, in our case we did not concern ourselves
with the order of assigned numerical values. The numerical
values used are integers from 0 to n where n depends on the
number of unique values present in a particular categorical
column.

Features for which assignment was applied are: contract
type, load size type and direction. Then newly created
features and other non-categorical features were joined with
the data set created in the earlier step.

The resulting data set constitutes the input for our XGBoost
and TabNet models. The same steps were applied towards test
data sets in both routing table and main table data sets.

D. TabNet - training and evaluation
TabNet is an "interpretable canonical deep tabular data

learning architecture."[2] The parameters that influence the
training process of the model are: optimizer and learning
rate, hyper-parameter tuning, training process. We used
Adam optimizer and exponentially decreasing learning rate
of first value 2e-2.

After choice of the optimizer and the learning rate we could
turn to hyper-parameters tuning. For the training process we
selected 4 parameters for testing [8]:

• n_a - "Width of the decision prediction layer. Bigger
values give more ability to the model with the risk of
over-fitting."

• n_b - "Width of the attention embedding for each mask.
According to the paper n_d=n_a is usually a good
choice."

• batch size - "Number of examples per batch. Large batch
sizes are recommended."

• n_steps - "Number of steps in the architecture (usually
between 3 and 10)"

To select the most suitable parameters for our problem,
we have used the technique called Grid Search. To use this
technique, firstly we had to define the range of the parameters
that we wanted to check during testing. Next, we would try
all possible combinations, train the model and evaluate the
performance Selected parameter ranges are: n_a = n_b ∈
{4, 8, 18}, n_steps ∈ {3, 5, 7}, batch size ∈ {1024, 2048},
mask type ∈ {”sparsemax”, ”entmax”}. The table below
represents a subset of results of all performed experiments.
Model consistently has performed better for mask type =
"sparsemax" and only results with such value are presented.

Width Steps Batch RMSE Val RMSE Pre
8 5 2048 0.1634 0.1719
8 5 1024 0.1608 0.1720
8 3 1024 0.1587 0.1734
8 7 1024 0.1757 0.1751
4 7 2048 0.1646 0.1752
8 3 2048 0.1618 0.1772
4 5 1024 0.1661 0.1774
8 7 2048 0.1665 0.1782
4 3 1024 0.1687 0.1779
4 3 2048 0.1667 0.1875
4 5 2048 0.1670 0.2387
4 7 1024 0.1647 0.2704

TABLE I
RESULTS OF HYPER-PARAMETER TESTING, TABNET

Width - n_a, n_b
Steps - n_steps
Batch - batch_size
RMSE Val - RMSE value, calculated on the validation set
RMSE Pre - RMSE value, calculated on the preliminary testing set

The training data set has been sorted first based on the unix
epoch value of route_start_datetime column. The validation
set consists of the last 10% of the sorted rows of the data set.
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The sorting took place because we want our model that has
been trained on the archived records to perform well on the
incoming data. The main goal is to predict future values.

This exactly describes the training process that took place.
In the first iteration we trained our model only on the first
10% of the data set and evaluated it on the following 10%.
Therefore, only 20% has been used at this step. In the next
iteration we have moved the 10% used for evaluation into the
training set, on which model has been additionally trained.
Then the following 10% has been used for evaluation purposes.
This process was taking place incrementally, till the moment
in which the model was trained on 90% of the data and
evaluated on the last 10%. The RMSE value evaluated at
this step is denoted as RMSE Val. However, for our model
to perform well on the test data set, the model should be
trained on almost all available records. For that reason, we
have moved the following 8.5% from the local validation set
used for evaluation and additionally trained the model, which
was then evaluated on the last 1.5% of the ordered training data
set. Then we considered a TabNet model trained on 98.5% of
the data set as a fully trained model, which then was evaluated
on the preliminary testing set, supplied by the FedCSIS 2022
competition, which is the subset of the full testing data set.
The results are available in I. Hyper-parameters of the model
that performed best are:
n_a = n_b = 8, n_steps = 5, batch size = 2048, mask type =
"sparsemax"

The results of evaluation are: local validation = 0.1634,
preliminary validation = 0.1719, final result = 0.1713.

The results obtained for the model with default hyper-
parameters are: local validation = 0.1587, preliminary val-
idation = 0.1733, final result = 0.1735

We can see that the model has improved, but not in a signif-
icant manner. In comparison to the model which obtained the
best results on the preliminary test data set, both models differ
by the batch size, and n_steps which are respectively 1024
and 3 for the model trained with default hyper-parameters.

E. XGBoost - training and evaluation

XGBoost "is an optimized distributed gradient boosting
library"[3]. XGBoost model consists of two steps: training
and evaluation. Those processes are quite similar to the
processes that were described in the TabNet section of this
paper. The training process is similar to the TabNet training
process with a subtle differences. Similarly we use Grid
Search technique for finding the optimal hyper-parameters for
our model. The hyper-parameters that were tuned are:

• learning rate - "Step size shrinkage used in update to
prevents over-fitting." [12]

• min split loss - "Minimum loss reduction required to
make a further partition on a leaf node of the tree."[12]

• max depth - "Maximum depth of a tree. Increasing this
value will make the model more complex and more likely
to over-fit."[12]

• colsample by tree - "The subsample ratio of columns
when constructing each tree"[12]

The defined ranges of interest are: learning rate ∈
{0.05, 0.85, 0.15}, min split loss ∈ {0, 0.1, 0.2},
max depth ∈ {3, 4, 5}, colsample by tree ∈
{0.55, 0.65, 0.75}.

Rate Loss Depth Colsample RMSE Val RMSE Pre
0.085 0.2 5 0.65 0.1511 0.1617
0.150 0.2 4 0.65 0.1555 0.1623
0.150 0 4 0.75 0.1561 0.1623
0.085 0.2 4 0.75 0.1536 0.1626
0.085 0.1 5 0.65 0.1519 0.1628
0.085 0.2 5 0.75 0.1523 0.1629
0.150 0.2 4 0.75 0.1523 0.1632
0.085 0.1 4 0.75 0.1536 0.1633
0.085 0.1 4 0.65 0.1527 0.1636
0.05 0.2 5 0.75 0.1527 0.1636
0.05 0.2 5 0.65 0.1523 0.1653

TABLE II
RESULTS OF HYPER-PARAMETER TESTING, XGBOOST

*Results were sorted by RMSE Pre value
Rate - learning rate
Loss - min split loss
Depth - max depth
Colsample - colsample by tree
RMSE Val - RMSE value, calculated on the validation set
RMSE Pre - RMSE value, calculated on the preliminary testing set

The training process is quite like TabNet’s training process
described earlier. In the first iteration XGBoost model is
trained only on 10% of the training data, and then evaluated
on the following 10%. In the next iteration XGBoost model is
trained on the 20% of the training data set and then evaluated
on the following 10%. This process takes place till the model
is trained on 90% of the data set. Then the model is trained
enough that we can calculate RMSE Val value, evaluating the
model on the last 10% of the training data set. Afterwards
XGBoost model is trained on 100% of the training data set,
and then model is evaluated on the preliminary testing data
set and full testing data set. It is worth mentioning that in
each iteration like in the last stage of training (training on the
100% of the data set) model is basically trained from zero
- created is new instance of the model, and the model gets
trained. In comparison to TabNet that makes a significant
difference as TabNet model uses warm training (with use
of already pretrained weights as a baseline for the model
training). The XGBoost model that performed best:

Type Learning Rate Loss Depth Colsample
Best 0.085 0.2 5 0.65

Default 0.3 0 6 1

TABLE III
HYPER-PARAMETERS - BEST AND DEFAULT MODELS XGBOOST

We can notice that the default model has performed signif-
icantly worse than tuned model.

F. Combination of XGBoost and TabNet models

The final model is a combination of XGBoost and TabNet
models both.
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pre: 0.1719
full: 0.1713
0% XgBoost
100% TabNet
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20% XgBoost
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30% XgBoost
70% TabNet

pre: 0.1587
full: 0.1581
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Fig. 1. Training results of XGBoost model depending on the used hyper-parameters

Type Local Val Preliminary Val Final Result
Best 0.1511 0.1617 0.1608

Default 0.1739 0.2365 0.2362

TABLE IV
RESULTS - BEST AND DEFAULT MODELS XGBOOST

Results are generated independently for each one of the
models. Then we use the assigned weights to generate the
final results. The main problem at this stage was finding the
right weights. For simplicity we have decided to check 10
different pairs. Starting with XGBoost being assigned 0 and
TabNet 1, incrementing the weight assigned to the XGBoost
by 0.1 and decreasing the weight assigned to TabNet by 0.1.
Ultimately Fig. 1. depicts the preliminary and final evaluation
of the generated results. We can notice that the best RMSE
is generated for 0.6 assigned to XGBoost and 0.4 assigned to
TabNet with final results of 0.1565 for preliminary validation
and 0.1559 as a final result. It is worth noticing that XGBoost
has significantly outperformed TabNet, with TabNet’s results
of 0.1719 and 0.1713 and XGBoost 0.1617 and 0.1608 as
preliminary and final results respectively.

III. CONCLUSIONS

In this paper, we have introduced the approach that we have
used for FedCSIS 2022 Challenge. We have described the data
pre-processing, handling the missing data and two models that
we have used for our solution: XGBoost and TabNet. It is
also worth noticing that the process of training the XGBoost
model takes much less time in comparison to the process of
training the TabNet model. Although the result is worse than
the baseline solution, we can notice how the combination
of both models can outperform those two models working
separately. Although XGBoost has significantly outperformed
the TabNet model itself, the combination of both models has
quite significantly outperformed both models working alone.
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Abstract—When selling goods abroad or bringing them into the
country from foreign partners, we face the problem of delivery.
The division of responsibilities related to this between the manu-
facturer and the recipient sometimes varies. In such a situation, it
is reasonable to use the services of a forwarding company. Then
a forwarding contract is concluded, which specifies the details of
the service, but the most important issue remains the selection
of its price. In this paper, we present results obtained using the
LightGBM method on the forwarding contracts pricing challenge
held as part of the FedCSIS 2022 conference.

Index Terms—data mining competition, LightGBM, forward-
ing contracts

I. INTRODUCTION

AFORWARDING contract is a contract in which one of
its parties – the forwarder undertakes to perform various

services related to transportation in the course of his own
business, such as sending or receiving a shipment, and the
other party – to pay remuneration in return. A good forwarder
will not only efficiently organize transportation but will also
help reduce the cost of the transaction. However, to remain
price competitive and still make a profit, he must have an
good tool for predicting the cost of executing such a contract.

To predict forwarding contract costs based on tabular data
we can use various machine learning methods [1]. We decided
to use a gradient boosting algorithm, especially LightGBM,
because of its speed and accuracy.

The rest of this paper is structured as follows. We first
present the related work and then we give a short description of
FedCSIS 2022 challenge. In Section IV we describe the data
processing steps. Section V contains the description of the
model used in our experiment. Next section presents results.
Finally, in Section VII we summarize the findings and discuss
possible future work.

II. RELATED WORK

Gradient boosting is a machine learning technique, which
produces a prediction model in the form of an ensemble of
weak prediction models, mainly decision trees. It creates the
model like other boosting methods do, but it generalizes them
by allowing optimization of an arbitrary differentiable loss
function. Gradient boosting was first presented in 1997 [2],

and has been refined over the last decade. There are many
different implementations:

• XGBoost – an algorithm written by Tianqi Chen [3].
Probably the best known and most used implementation.

• LightGBM – Microsoft’s algorithm [4].
• Catboost – an algorithm by the Russian company Yandex,

designed to deal with categorical data [5].
LightGBM has many of XGBoost’s advantages, including
sparse optimization, parallel training, multiple loss functions,
regularization, bagging, and early stopping. A main difference
between the two lies in the construction of trees. LightGBM
does not grow a tree level-wise – row by row. Instead it grows
trees leaf-wise. Besides, LightGBM does not use the sorted-
based decision tree learning algorithm as XGBoost. Instead, it
implements a highly optimized histogram-based decision tree
learning algorithm, which yields great advantages on both ef-
ficiency and memory consumption. The LightGBM algorithm
utilizes two novel techniques called Gradient-Based One-Side
Sampling and Exclusive Feature Bundling which allow the
algorithm to run significantly faster while maintaining a high
level of accuracy.

We can find many examples of LightGBM being used in
machine learning competitions [6].

III. FEDCSIS 2022 CHALLENGE

A. Data

The available training data set [7] contains a five-year
history of contracts accepted by a Polish company. It consists
of two main tables. The first one contains basic information
about the contracts (36 features), and the second one describes
the main sections of the planned routes associated with each
contract (60 features). In the train set, we have 330 055
contracts and in the test set, we have 72 452 contracts.
In addition, participants had an additional table (4 features)
containing historical wholesale fuel prices.

B. Task

The theme of the competition was to forecast the costs
associated with the execution of forwarding contracts, based
on data from contracts and planned routes. The goal of the
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competition was to prepare and develop a model that forecasts
the costs of individual orders as accurately as possible.

C. Evaluation

The solutions were assessed by the root mean square error:

RMSE =

√√√√ 1

n

n∑

i=1

(yi − ŷi)2,

where yi is an observed value, ŷi is a predicted value and n
is the number of data records in the data set.

Initial scores were evaluated via the KnowledgePit online
platform [8] and published on a challenge leaderboard calcu-
lated on a small subset of the test set fixed for all participants.
The final score was published after the challenge using the
remainder of the test data set.

IV. DATA PROCESSING

Data from both main tables were used for training. Since
the data in the second table contains at least 2 rows for
each contract (one row for each route step), it needs to be
processed accordingly. In this case, the choice was made to
include information for step two of the planned route with each
contract. In addition, average monthly fuel prices are added for
each contract, calculated from an additional third table, based
on the month the route began. This resulted in a training data
size of 330 055 × 98. Descriptions of each column can be
found on the competition page [8].

A. Adding new features

Intuitively, an important factor affecting the price of the
contract is the route duration, so a new column was created:
hours_diff – the difference between route_end_datetime and
route_start_datetime expressed in hours. The natural loga-
rithms (with a lower bound equal to −1) of the following fea-
tures were then created: hours_diff, km_total, km_nonempty,
km_empty, train_km. Pearson correlation coefficients in-
creased significantly for the first three characteristics listed.
For example, for hours_diff it is 0.63, but for its logarithmic
version, we get 0.89.

The numerical columns train_intervals and ferry_intervals
were transformed into categorical variables with values of "0",
"1", and "2+", which correspond to their numerical values.

At this point, it is worth mentioning that we used the
Microsoft’s FLAML library [9] (version 1.0.1). It contains
many facilities, one of which is the automatic generation of
the following numeric features for each datetime feature: year,
month, day, minute, second, day of the week, day of the year,
and quarter.

B. Repairing route datetime data

Real-world data from companies typically contains human
errors. This case is no different. By checking in how many
cases route_start_datetime is later than route_end_datetime we
get 47 (0.01%) samples in the training set and as many as 405
(0.56%) in the test set. We see that for the training set, this is a

very small number of examples that could easily be removed.
However, in the case of the test set, this could determine the
outcome of the competition.

Unfortunately, we don’t know what this data should look
like. Nevertheless, in reviewing this data, there are two types
of errors:

1) Dates are in the wrong order.
2) The month or day was entered incorrectly.
The route_start_datetime and route_end_datetime are based

on the estimated_time column from the second table, which
contains information about the planned time of arrival at a
given route step point, so it was the values from this column
that were corrected. This was done with a simple script and
then verified manually. Incorrect datetimes typically occurred
for the first 2 or 3 steps within a given contract and were
the same with date accuracy (no time information). For each
contract, initial datetimes equal in date were selected. For
simplicity, we will use a single date. In the first case the
difference between the selected date with the last date was
checked, if they were less than 14 days then selected datetimes
were moved to the last places. If a type 1 error was not
detected, the presence of a type 2 error was checked. Here
we compared the number of days for the selected date and the
next date after it (let’s call it a comparison date). Assuming we
have 1 after 31 and each month has 31 days, then if all we had
to do was increase the number of days of the selected date by
a maximum of 7 to get the number of days of the comparison
date, we set the month and year of the selected datetimes to the
largest possible so as not to exceed the comparison date. Any
other instances, e.g., incorrectly entered days, were corrected
manually through individual decisions.

C. Deleting some data

Often, some of the data we have is unnecessary and may
even degrade the performance of the model. By comparing
the values of the id_currency column, we can see that the
training set has 6 unique additional values than the test set.
Similarly, for the step_type feature from the second table, we
obtain one unique redundant value in the training set. The
temperature column, which reports the temperature level in a
refrigerated trailer, was removed due to the high percentage
of missing values (89% in both the training and test sets)
and the way the values in it were recorded. This is string-
type data with individual temperatures, temperature ranges, or
additional information about the cooling mode. We have 760
unique values in the training set, 194 in the test set, and 99
values common to both sets.

After removing such contracts from the training set, and
after removing the id_contract and temperature columns, we
obtain a data set of size 329 349 × 102. These operations
did not result in a large reduction of the data set, as the
number of rows decreased by only 0.21%, but we still got
rid of unnecessary data.

FLAML automatically discards features with constant val-
ues during training. In this case, we had 5 such features, all
from the second table: step, train, train_km, train_line, tail_fin.

422 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Fig. 1. Relationship between km_total and hours_diff (test set).

V. MODEL

A. Training strategy

LightGBM models, among other things, automatically per-
form feature selection and handle missing values. So what
remains is the selection of appropriate hyperparameters. The
FLAML library has solutions for this purpose. It offers two
methods to optimize hyperparameters: CFO [10] and Blend-
Search [11]. Both methods require a low-cost initial point from
which the search begins if such a point exists. In the case of the
former, the search gradually moves toward higher-cost regions
if needed. It is a local search. The latter method combines the
local with global search, i.e., it starts checking new starting
points before the local search reaches full convergence. We
used the “auto” mode to select the method, which should result
in the selection of the CFO.

B. Output scaling

Since the training set contained data from 2016-01 to 2020-
10 and the test set from 2020-09 to 2021-11, we decided to
scale the model output. Outputs for the 2020 test data were
multiplied by 0.998, while outputs for subsequent months of
2021 were multiplied by 1.001, 1.002, up to 1.011.

A measure like RMSE is sensitive to single, large errors.
Thus, model errors for outliers can significantly degrade the
final result, and the occurrence of outliers can be easily
observed in Fig. 1. Hence, the idea was born to additionally
scale values for samples that may be outliers. Thus, in the
next step, for the selected points suspected of being outliers,
the corresponding model results were multiplied by 1.01.

C. Outlier detection

Some of the most popular methods for finding outliers are
isolation forest [12] and local outlier factor [13]. An isolation
forest was chosen because of its shorter operating time.

In this case, it is necessary to pass only numeric type
features to the model. The datatime type features have been
removed and the corresponding year, quarter, month, and day
of week features have been added in their place. In addition,
the data set was expanded to include values for step one and
last step from the second table (in some cases step two =
last step). Next, columns with constant values and categorical
features with more than 5% of missing values were removed.
In other cases, they were imputed with the most frequent value.
2 of them were two-valued, so they were mapped to binary
values. The Target Encoder was then fitted on the training set,
i.e. the average target value for each class was taken.

The popular open-source machine learning library scikit-
learn [14] (version 1.0.2) was used to train the model (with
default hyperparameters). Mentioning this is important for the
interpretation of the results since in this implementation the
scores returned by the isolation forest can take negative values.

For points for which the isolation forest score was less than
-0.05, were from 2021, and hours_diff was greater than 50 the
final values were increased an additional 1%.

VI. EXPERIMENTAL RESULTS

A. Hyperparameter tuning

The final solution was created using an Intel Core i5-
8300H processor and 16 GB of RAM (DDR4, 2400 MHz)
on Microsoft Windows 10. It was found after 1617 seconds,
with the search time set at 1800 seconds. During this time, the
model scored 12 times better on the validation set (10% of the
training set). To evaluate the quality of the model, we used
the same measure as in the competition, the RMSE. After 33
seconds, we reached an RMSE of 0.1438, and the final model
obtained an RMSE of 0.1298. Increasing the search time to
2700-3600 seconds can achieve an RMSE of 0.1265, but such
models gave very poor results on the public competition test
set, for instance: RMSE = 0.1530.

B. Obtained model

The selected model consists of 5243 trees, with a maximum
number of 509 leaves in a single tree, the exact values
of all tuned hyperparameters [9] can be found in Table I.
Unfortunately, due to the size of the trees, we cannot visualize
them in a meaningful way, but for practical reasons, the
importance of individual features during prediction is useful.
For this purpose, we will use total gain [3]. The features with
the highest values are shown in Fig. 2. Unsurprisingly, we see
that the distance traveled and the route time have a very large
impact on the final prediction result.

On the public part of the test set, the model achieved a
score of 0.1458. Here we can see that correcting the dates in
Section IV-B was the right thing to do, because without it we
achieved a score of 0.1469.
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TABLE I
FINAL HYPERPARAMETERS (TO FIVE DECIMAL PLACES).

Hyperparameter Value

n_estimators 5243
num_leaves 509
min_child_samples 8
learning_rate 0.01079
log_max_bin 6
colsample_bytree 0.34362
reg_alpha 0.00198
reg_lambda 0.01343

Fig. 2. The 15 features with the highest value of total gain. The features in
the first table have been colored in blue, and those in the second in green.

C. Model output handling
The scaling idea was born out of the large discrepancy

between the results on random subsets of the training data
and the public portion of the test set. After using scaling of
the model output described in Section V-B to the model from
Section VI-B, our result improved. In this configuration, the
RMSE on the public part of the test set is 0.1438. As can
be seen, the intuition was correct, since linear dependencies
with a precision of one month should be easily learned by
the model, so they were not present in the training data. The
reason may have been inflation was not openly recorded in
the data.

Since such simple scaling does not exhaust the possibilities
for improving the score, we used the isolation forest to look
for values worth further improving. As a result, the RMSE
changed from 0.1438 to 0.1434.

VII. CONCLUSIONS

This paper presents a powerful regression model that can
deliver excellent predictions of the costs of forwarding con-
tracts. We chose the LightGBM, because of its simplicity and

speed. The model achieved the performance of the RMSE
score of 0.1420 on a test set placing fourth (out of more
than 50 teams that added a total of nearly 2 000 correctly
formatted solutions) in the FedCSiS’2022 competition. Our
model lost by only 2.606% to the best solution and lost only
0.9155% to third place. At the same time, it was better than
the baseline model (baseline model placed fifth) by 3.873%.
Worth adding, that the model got better final results than the
results on the preliminary data set (0.1434). In addition, it is
worth emphasizing that all calculations were performed in less
than an hour on the average CPU.

The solution is pretty simple, so we have a lot of options
here in terms of future work. For example, the topic of scaling
model output is not exhausted. The idea of scaling outputs
for points suspected of being outliers came up on the last
day of the competition, so this was tested very briefly. So it
is worth checking the outputs for other points suspected of
being outliers and other multipliers. Taking it a step further, it
is possible to see if the multiplier can be calculated for each
point separately depending on some features.
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Abstract—This article presents an application of an XGBoost
and deep neural network ensemble as a solution for a task
assigned at the FedCSIS 2022 Challenge: Predicting the Costs of
Forwarding Contracts. We demonstrate that prediction quality
can be improved by combining the two approaches. We present
a neural network architecture based on three independent flows.
We then discuss the influence of long short-term memory units on
the risk of overfitting. Finally, we show that the static XGBoost
model can complement a neural network that processes dynamic
data.

Index Terms—XGBoost; deep neural network; LSTM; Costs
of Forwarding Contracts

I. INTRODUCTION

COST estimations are an imperative factor in business de-
cisions in the transport sector. Researchers have demon-

strated that due to a variety of dependencies, the price es-
timation of shipments in the shipping industry is frequently
complex. Based on these studies, shipment pricing methods
can be classified into two major classes: scenario-based pricing
methods and algorithmic pricing. This article focuses on the
former.

We concentrate on the logistical problem of predicting the
costs of executing forwarding contracts. Our work relates
closely to the FedCSIS 2022 Challenge: Predicting the Costs
of Forwarding Contracts1, which was organised in association
with the Conference on Computer Science and Information
Systems (https://fedcsis.org/). The competitors were tasked
with designing high-quality methods for predicting the costs
associated with forwarding contracts based on many features
that describe key contract data and planned routes.

The competitors’ task involved developing a predictive
model that assessed the actual costs of individual orders as
accurately as possible. Such models will be used in the future
to support freight forwarders in the selection of profitable
contracts.

II. RELATED WORK

The need for transportation arises from the need to move
goods from one place to another in line with consumer
demand. Sea transportation is one of the cheapest and oldest
modes of transportation of goods. During the last twenty years,
seabourne trade has accounted for approximately 80% of the

1https://knowledgepit.ml/fedcsis-2022-challenge/

world’s and 90% of developing countries’ total trade volume.
According to recent statistics, since the 1980s, global seaborne
trade has increased in size almost threefold, and containerised
trade has increased also [1]. The goods delivered to major sea
ports are next distributed by road or by rail. The global weight
of loads in ports and the density of road/railway link networks
continues to increase steadily. This means that the problem of
optimal planned deliveries has become a significant challenge.

The article of Joo, Min, and Smith [2] presents an entire
framework for benchmarking freight rates based on current
and historical data. This is one of the first articles to examine
shipping cost differentials between different shippers and to
determine their causes.

The authors of [3] address the research gap of optimal spot
shipment price calculation based on current shipment demand
and available shipping capacity. The authors gathered data
from various sources to generate a shipping dataset for 2016–
2018. They use regression and correlation analysis to quantify
their research outcomes.

A fuzzy regression forecasting model was introduced in
[4] to forecast demand by examining the current international
air cargo market. The difficulty of such forecasting derives
primarily from individuals’ differing perceptions of their so-
cioeconomic environments and their competitiveness when
evaluating risk. The main purpose of using fuzzy regression
is to resolve these uncertainties and specificities while accom-
modating individuality.

Many long-term and long-distance transportation services
are offered now via various types of auction; firms in the
sector must deliver competitive prices if they want to win
the competitions. The article of Nataraj et al [5] explores
the application of forecasting and statistical learning methods
to enhance the competitiveness of firms when applying for
tenders. The authors use time series analysis to: (i) forecast
the long-term cost of logistics services; and (ii) construct ‘risk-
aware’ intervals for the prices to be offered in bids.

Yang and Mehmed [6] adopt an artificial neural network
to forecast shipping freight rates. The key objective of their
work is to improve the forecasting accuracy of traditional time
series analysis. They evaluate the accuracy of their forecasting
models using the mean square error with historical data. The
authors used two different dynamic artificial neural network
models, NARNET and NARXNET, and compared their per-
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formance. The experimental results suggest that, in general,
NARXNET outperforms NARNET in all forecast horizons.
This reveals the importance of the information contained in
forward freight agreements in improving forecasting accuracy.

In 2022, Adrian Viellechner defended his PhD disser-
tation [7] on the application of machine learning models
to transportation forecasting. First, Viellechner analyses the
container shipping industry to predict delays of vessels. In
his second study, he presents how machine learning methods
can be applied to predict spot rates in container shipping.
With accuracy of 89%, his forecasts support the decision-
making of various shipping players in the negotiation of
transportation contracts. By proposing prediction solutions that
feature high accuracy, robustness, and applicability in practice,
Viellechner’s dissertation demonstrates that machine-learning-
based solutions enhance effectiveness in transportation.

III. PROBLEM DESCRIPTION

The problem involves predicting the current costs of individ-
ual orders using detailed information, such as the type of order,
the basic characteristics of the shipped goods (e.g. dimensions,
special requirements), and the expected route that a driver
would traverse. Using machine learning approaches, our goal
is to create an accurate regressive method for predicting the
costs associated with forwarding contracts; one that is based on
contract data and planned routes. We evaluate the regression
models using the root mean square error measure.

IV. DATA

The accuracy of the forwarding contract cost prediction
method depends heavily on the quality and quantity of the
training data.

The datasets made available to the competitors contained
six years of order history that appeared on the transport
exchange, along with details such as the type of order, the
basic characteristics of the shipped goods (e.g. dimensions,
special requirements), and the expected route that a driver
would traverse. More details about competition and data are
presented in [8].

V. DATA PROCESSING

A. Data preprocessing

The initial step of the data’s preprocessing involved trans-
lating categorical features into one-hot encoding. We set the
minimum threshold for any categorical value at 2,500; if the
value occurred fewer times than this threshold, we translated
it as ’unknown’. We used a regex-based method to extract
minimal and maximal temperatures. When information about
temperature was unavailable, we filled it in with a constant
value of 35. We assumed that high temperatures did not in-
crease contract costs, and that 35 was a neutral value. Since the
dataset does not contain this value in the temperature column,
it allows the model to handle situations when the absence
of temperature data is relevant for undisclosed reasons. Our
future experiments showed temperature information increased
prediction quality. Based on date information associated with

journey start dates, we matched fuel prices and added them as
an additional column to each row.

We will refer to the dataset outlined above as our base
set. We adopted a different approach for the neural network
and XGBoost models to use the additional data included in
the sequences of steps corresponding to each row from the
base set. For XGBoost, we aggregated additional information,
such as how many times an external fleet was used in the
transport process, or how many times a specific country was
visited. For the neural network, we removed some columns
from the sequence data, such as cargo hold height and width,
and treated this data as a fixed-size window of twelve steps.
Approximately 0.4% of the sequences included in training set
were longer, which forced us to cut off the sequences’ tails to
a fixed twelve-length size. Approximately 99.6% of sequences
were shorter; to solve this difficulty, we padded the sequences
with zero vectors. We choose sequences size respect to balance
between computation complexity and prediction quality. We
found out based on the cross-validation that lower sequence
size increased prediction error.

Our first experiments revealed large differences between
the cross-validation results and the preliminary scores. This
led us to the conclusion that our models were overfitted.
These differences disappeared, however, after we disabled the
shuffling of the data during the cross-validation procedure. We
supposed that the dates included in the training set could lead
to the model becoming overfitted.

We assumed that date relations with target values would
suppress the recognition of other patterns. To avoid this situa-
tion in our subsequent experiments, we prepared an additional
set with the date information removed to make it more difficult
for the model to build a relation between start times and
predicted expenses.

VI. PREDICTION MODELS

We used two different models: XGBoost and a deep neural
network(DNN). We intended to compare the approaches and
to verify whether the two models could be complementary in
the regression problem embedded in sparse space. Significant
differences exist in the training data prepared for each model.
XGBoost naturally models static data and cannot handle
dynamic data directly. For this reason, all information from
the sequences is aggregated then presented as scalar values for
each row from the base set. This method introduces the risk
of eliminating important information from the data included
in the order of steps in a sequence.

The deep neural network can handle dynamic data using a
recurrent approach. We used popular long short-term memory
units, which are known for their high efficiency and have
proved their worth in a wide range of fields, including machine
translation [9], financial market forecasting [10] and air quality
prediction [11].

Long short-term memory is commonly used with one-hot
encoding in various problems, such as electric load forecasting
[12] and the construction of intelligent agents that play video
games [13]. We used long short-term memory to enable the
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models to extract important information from the order of
sequences, encode it in a static space, and use it with the
static data included in the base set.

We encoded the date as a number of minutes starting from
1st January 2016. We allowed XGBoost to operate on date
information; we removed this information from the dataset of
the deep neural network, however. For the final prediction, we
used the strategy of split data set into 75% train and 25% test.
For XGBoost this split was done randomly but for a DNN we
used the oldest 25% of data as a validation set.

A. XGBoost

From a theoretical perspective, tree-based methods should
naturally fit to data with mixed domain values. This sug-
gests that any ensemble of trees is an effective choice for
concatenate categorical features with other domains, such as
the distance between two cities or temperature. Tree-based
methods are limited to static data, which could lead to the loss
of important information from the sequences. We accepted that
risk and selected XGBoost as our base model.

Our first experiments were based on a fourfold cross-
validation method. We achieved an impressive root mean
square deviation of 0.1324. However, our preliminary result,
evaluated on a small part of the test set, was 0.4047, which
was significantly worse. In this paper we call this model
XGBoost CV-optimized. We observed that the root mean
square deviation based on cross-validation increased to 0.158
when we disabled data shuffling. This suggests that the data
contained some undisclosed information associated with time,
which led to overfitting. From this point, we based each step
only on 75% of the data; we used the remainder as a validation
set for the training procedure. The experimental values are
presented in Table I.

To prevent overfitting, we explored the possibility of in-
creasing the model’s regularisation parameters. We decreased
subsampling to 0.8, which forced the model to randomly
skip some rows in training iterations. We also increased
the regularisation λ parameter, which corresponds to L2
regularisation. This approach forced our model to become
more conservative and less likely to overfit. Adjusting both
parameters decreased the gap between the final score and the
cross-validation result. Our experiments failed to reveal any
opportunity to increase the α parameter, which corresponds to
L1 regularisation without significantly lowering the quality of
the model’s predictions.

To find a reason for the high error of XGBoost CV-
optimized predictions, we compared feature importance tables
of our models. We recognized that the CV-optimized model
increased the importance of specific categorical values. The
biggest difference was the importance of the ’unknown’ prim
ferry line value generated by the procedure described in V.
Importance for this value increased from 0.0001 to 0.08.
We also noticed that XGBoost CV-optimized tended to be
more confident on every localization feature corresponding to
country code like route start country or first unload country.

B. Deep neural network
Our second model was based on a neural network. We

decided to allow fully-connected layers to encode the inputs
before we concatenated them into fully-connected layers op-
erating on the whole data. The input was divided into three
independent flows:

1) localisation data: static data from the base set, including
all information about geolocalisation associated with route
starts and ends, as well as first loadings and last unloadings.
These vectors contained latitudes, longitudes, and country
codes.

2) general data: static data from the base set, including all
information not included in the localisation data.

3) sequence data: vectors that represent fixed-size se-
quences of route steps. Applying long short-term memory units
enabled us to handle dynamic data and to transform sequences
to static fully-connected rectifier layers.

To prevent overfitting and the local minima trap, we added
small Gaussian noise layers to the inputs. These layers guaran-
tee the training process to be out of balance, which prevents the
local minima trap.’The amount of information in a weight can
be controlled by adding Gaussian noise and the noise level can
be adapted during learning to optimise the trade-off between
the expected squared error and the information in the weights’
[14]. Adding noise to the input also enabled us to control the
degree of fitting to the data. Additionally, we used dropout
with p = 0.4 to each layer, which decreased the probability
of the model’s overfitting [15]. The network architecture is
presented in Figure 1.

For the training network, we used the Adam optimiser
[16]. Adam automatically adapts parameters to training, which
enabled us to avoid the arduous process of training tuning on
the mixed domains. We repeated the training process after
the competition ended to gain greater insight into the deep
neural network’s results. For this training, we used all of the
testing data as a validation set. We present a chart of root mean
square errors during the training process in Figure 2. We can
observe that the training process is highly chaotic initially, and
that the validation root mean square errors rapidly reduce to
0.158− 0.16 before stabilising. It is noteworthy that the chart
begins from the twentieth epoch. The best result achieved in
this experiment was 0.1564.

To analyse the influence of the sequential data flow pro-
cessed using long short-term memory units, we prepared an
additional deep neural network with similar architecture, but
without the sequential data flow. The error observed in the
training process is presented in Figure 3. We made two key
observations associated with the overfitting risk:

• The deep neural network with long short-term memory
tends, as it continues to train, to enlarge the gap between
training and the validation data much faster than the
network without sequential data flow. This could be
the result of the network’s increased capacity, or could
suggest that information about the order of the sequences
misdirects the training process. Both reasons lead easily
to overfitting.

ŁUKASZ PODLODOWSKI, MAREK KOZŁOWSKI: PREDICTING THE COSTS OF FORWARDING CONTRACTS USING XGBOOST 427



Input size: 48 Input size: 42 Input size: 12x118

ReLU x1024

ReLU x256

ReLU x1024

ReLU x256

x256

ReLU x512

ReLU x256

ReLU x1024

ReLU x512

ReLU x256

Output: Sigmoid x1

Fully connected layer

LSTM layer

Gaussian noise layer

Fig. 1. The architecture of the deep neural network used as one of the
solutions to a defined problem.

• The deep neural network without long short-term mem-
ory tends to gain and lose the optimisation target in
each epoch in an increasingly synchronised manner. The
shapes of the training and validation error curves correlate
more closely on this network.

We conclude that long short-term memory would extract
important information from the dataset and increase prediction
quality but should be used carefully because of the overfitting
problem.

VII. RESULTS

To generate the final prediction, we used an ensemble of the
XGBoost and deep neural network models as the arithmetic
mean of both predictions. As illustrated in Table I and Figure
4, this ensemble reaches the best result of 0.1498. This root
mean square error value is significantly better than the results
of the individual models, demonstrating clearly that the deep
neural network and XGBoost extracted different information
from the complementary data. In the training process, we used
the splitting data strategy described in VI. This strategy lets
us have better control over the overfitting.

Fig. 2. The root mean square errors during the deep neural network’s training
process. The blue series represents error on the training data; the orange series
represents error on the whole validation set—which corresponds directly to
the final scores of the competition.

Fig. 3. The root mean square errors during the training process of the neural
network without sequential data flow. The blue series represents error on the
training data; the orange series represents error on the whole validation set—
which corresponds directly to the final scores of the competition.

Our cross-validation-optimised XGBoost model reaches a
root mean square error of only 0.404, which is significantly
worse than the other models. We failed to identify precisely
which factor caused the overfitting. Future experiments that
focus on the analysis of smaller parts of the dataset should be
performed to gather detailed information on this problem.

VIII. CONCLUSIONS

This article presents our solution to the FedCSIS 2022 Chal-
lenge: Predicting the Costs of Forwarding Contracts. During
our experiments, we identified an overfitting problem, which
had a significant impact on subsequent steps. We prepared
two approaches: XGBoost and a deep neural network. We
demonstrated that the application of a long short-term memory
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TABLE I
EXPERIMENTAL RESULTS: PREDICTION QUALITY ROOT MEAN SQUARE

ERRORS BASED ON CROSS-VALIDATION AND PRELIMINARY SCORES

Model CV Preliminary Final score

XGBoost 0.153 0.1522 0.15252

XGBoost CV-optimized 0.1324 0.4047 0.40394

Deep Neural Network 0.1581 0.1585 0.15815

Ensemble - 0.1500 0.14978

XGBoost DNN Ensemble

0.148

0.15

0.152

0.154

0.156

0.158

0.16

R
M

SE

CV Preliminary Final score

Fig. 4. Root mean square errors based on three experiments: fourfold cross-
validation (blue), preliminary scores, and final scores.

layer to sequential data improves the results; however, it also
increases the probability of overfitting. We demonstrated that
combination of the deep neural network and XGBoost is
potentially complementary, significantly increases prediction
quality, and serves as a possible solution for mixing dynamic
data with the static XGBoost approach.

REFERENCES

[1] Z. H. Munim and H.-J. Schramm, “Forecasting container shipping
freight rates for the far east–northern europe trade lane,” Maritime

Economics & Logistics, vol. 19, no. 1, pp. 106–125, 2017.
[2] S.-J. Joo, H. Min, and C. Smith, “Benchmarking freight rates and procur-

ing cost-attractive transportation services,” The International Journal of
Logistics Management, 2017.

[3] A. Ubaid, F. Hussain, and J. Charles, “Modeling shipment spot pricing
in the australian container shipping industry: case of asia-oceania trade
lane,” Knowledge-based systems, vol. 210, p. 106483, 2020.

[4] T.-Y. Chou, G.-S. Liang, and T.-C. Han, “Application of fuzzy regression
on air cargo volume forecast,” Quality & Quantity, vol. 45, no. 6, pp.
1539–1550, 2011.

[5] S. Nataraj, C. Alvarez, L. Sada, A. Juan, J. Panadero, and C. Bayliss,
“Applying statistical learning methods for forecasting prices and en-
hancing the probability of success in logistics tenders,” Transportation
Research Procedia, vol. 47, pp. 529–536, 2020.

[6] Z. Yang and E. E. Mehmed, “Artificial neural networks in freight rate
forecasting,” Maritime Economics & Logistics, vol. 21, no. 3, pp. 390–
414, 2019.

[7] A. M. Viellechner, “The new era of predictive analytics in container
shipping and air cargo,” Ph.D. dissertation, WHU-Otto Beisheim School
of Management, 2022.

[8] A. Janusz, A. Jamiołkowski, and M. Okulewicz, “Predicting the costs
of forwarding contracts: Analysis of data mining competition results,”
in Proceedings of the 17th Conference on Computer Science and
Intelligence Systems, FedCSIS 2022, Sofia, Bulgaria, September 4-7,
2022. IEEE, 2022.

[9] G. Tiwari, A. Sharma, A. Sahotra, and R. Kapoor, “English-hindi neural
machine translation-lstm seq2seq and convs2s,” in 2020 International
Conference on Communication and Signal Processing (ICCSP), 2020.
doi: 10.1109/ICCSP48568.2020.9182117 pp. 871–875.

[10] A. H. Bukhari, M. A. Z. Raja, M. Sulaiman, S. Islam, M. Shoaib,
and P. Kumam, “Fractional neuro-sequential arfima-lstm for financial
market forecasting,” IEEE Access, vol. 8, pp. 71 326–71 338, 2020. doi:
10.1109/ACCESS.2020.2985763

[11] J. Wang, J. Li, X. Wang, J. Wang, and M. Huang, “Air quality prediction
using ct-lstm,” Neural Computing and Applications, vol. 33, pp. 1–14,
05 2021. doi: 10.1007/s00521-020-05535-w
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Abstract—A common business practice for transportation for-
warders is to bid for shipping contracts at the transport or
freight exchanges. Based on the detailed contract requirements
they try to estimate the total expected cost of its execution and
accordingly bid with the fixed price in advance for delivering
such shipping service at the prescribed specification and schedule.
The capability to accurately predict the cost of contract execution
is the critical factor deciding about the profitability of offered
shipping services as well as the amount of business drawn from
freight exchanges. However, given highly volatile nature of the
transport services ecosystem, it is difficult to simultaneously
account for countless dynamically changing factors like fuel
prices, currency exchange rates, temporal and spatial multitude
of routing and implied traffic risks, the properties of cargo and
shipping vehicles etc., which leads to big cost under- or over-
estimation resulting with loss-making contracts or equally painful
missed revenue opportunities. In the context of FedCSIS 2022
data mining competition we propose an accurate and robust
predictor of the cost of forwarding contracts built upon the
detailed contract data using the ensemble of the state-of-the-
art gradient boosting-based regression models. Our established
feature engineering framework combined with deep parametric
optimization of the individual models and multi-faceted diversi-
fication techniques guiding hybrid final model ensembles were
instrumental to outperform all the competitive predictors and
win the FedCSIS 2022 contest.

Index Terms—Cost Prediction of Forwarding Contracts, Gra-
dient Boosting Trees, CatBoost, XGBoost, LightGBM, Stacking,
Diversity, Model Diversification, Ensemble Learning.

I. INTRODUCTION

W ITH the development of IoT (Internet of things), e-
commerce and continuous globalization, the business

providing logistics service and involving supply chain for
supply chain planning functions or transport management
has become increasingly important. Big data analytics for
intelligent transportation and prediction analysis with machine
learning techniques have boosted management of transporta-
tion and logistics by providing intelligent solutions aiming for
more efficient and safer transportation at cheaper cost. In the
recent years, the technologies of data mining and machine
learning have been applied to investigate a range of issues in
international freight transportation, supply chain and logistics
management, e.g. driver behavior analysis [2], [3], origin-
destination parameter estimation [4], pavement maintenance
[5], traffic control and forecasting [6], [7], [8], freight logistics
[9], air traffic management [10], vehicle classification [11],
travel time prediction [12], traffic pattern analysis [13], freight

demand prediction [14], traffic volume forecasting [15], trans-
portation cost forecasting [16], etc. A good literature review
regarding utilizing machine learning on freight transportation
and logistics applications has been published in [18].

The objective of the FedCSIS 2022 challenge [1]1, which
is in cooperation with PTI and QED Software and sponsored
by Control System Software2, is to forecast the costs of
forwarding contracts, which are, although rather useful in
the business providing logistics service or involving supply
chains, quite challenging since it can be affected by many
static/dynamic and internal/external factors. Besides contract
nature and transportation arrangement, the actual transporta-
tion cost is constrained by the factors such like fuel prices,
currency exchange, drivers behavior, weather, traffic, market
demand, etc [16]. There is quite little work published in the
literature on cost prediction of forwarding contracts. In [17],
AI based models were developed to predict the long-term cost
of the logistics service, and attempted to construct a risk-
aware interval for the prices to be offered in the bid, aiming
to boost competitiveness in the application for tenders. In
addition, historical data was used to develop statistical learning
models for predicting the success likelihood of a tender based
on the actual data and predicted service prices achieved from
previous stage. The work proposed in [16] identified the most
significant predictive criteria by a trapezoidal neutrosophic
fuzzy analytical hierarchy process (TNF-AHP) and based on
the criteria found the transportation cost was predicted with an
artificial neural network (ANN) model, which, claimed by the
authors, can also be employed in supply chain management
and inventory control management.

In this paper, an ensemble learning model based on gra-
dient boosting decision trees together with efficient feature
engineering and model hyper-parameter optimization has been
developed for predicting the costs of forwarding contracts to
complete the task given in FedCSIS 2022 challenge. Gradient
boosting decision trees (GBDT), developed in the late nineties,
is a commonly used boosting methods for solving regression
and classification problems in the form of an ensemble of
decision trees as weak prediction model, which achieves state-
of-the-art results for many commercial and academic appli-
cations [19], [20]. In the GBDT, each new model correlates

1https://knowledgepit.ai/fedcsis-2022-challenge/
2https://controlsystem.com.pl/
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to the negative gradient of the system’s loss function that is
minimized by using the gradient descent method, which is
successively fitted to delivery better estimation of dependent
variables via training, resulting in gradual improvement of
prediction accuracy. Three efficient GBDT implementations,
i.e. XGBoost, CatBoost, and lightGBM, which have shown
their powerful learning capabilities by many winning teams in
a number of machine learning competitions, are employed to
construct the ensemble learning model for forecasting the cost
of contract forwarding in our method.

The remainder of the paper is organized as follows. The
FedCSIS 2022 Challenge is briefly described in Section II.
Data transformation and feature engineering is presented in
Section III, followed with the description of the gradient
boosting models, model diversity, and ensemble learning in
in Sections IV, V and VI, respectively. The experimental
results in Section VII. Concluding remarks are provided in
Section VIII.

II. FEDCSIS 2022 CHALLENGE

The FedCSIS 2022 data mining competition focused on
the prediction of the costs of forwarding contracts’ execu-
tion based on 6 years of detailed history of orders on the
European transport exchange. The data contained both the
general information about the contracts as well as detailed data
of planned routes’ segments including geo-located and timed
path, specification of shipping vehicles and cargo and even
financial details including daily currency rates and wholesale
fuel prices. The objective of the competition was to develop
a prediction model to accurately estimate the total cost of the
contract execution based on all available data. The competitors
were provided with the training data from 330055 contracts
along with the true realized cost, as well a the testing data
from 72452 contracts but without the realized cost. The
knowledgepit.ai platform 3, on which the competition was
hosted operated a leaderboard, which provided the feedback to
the competitive model prediction submissions in a form of the
preliminary RMSE score 4 computed over the unknown 10%
of the testing set, while the final RMSE score for the complete
testing set - constituting the final results, were provided after
the submissions’ closure.

III. DATA TRANSFORMATION AND FEATURE ENGINEERING

The data provided by the competition organizers included
already a well curated, cleaned and carefully selected set
of features, however only main dataset providing general
contract details was organized in a tabular format of one raw
(record) per forwarding contract. The extended route data,
on the other hand, contained detailed records of between 1
and 31 subsequent steps of the planned route segments of
the same contract and hence it became immediately clear
that in order to build a competitive cost prediction model
all the individual steps data would have to be incorporated
hence eventually somewhat aggregated per each contract. We

3https://knowledgepit.ai/
4https://en.wikipedia.org/wiki/Root-mean-square_deviation

have developed a generic aggregation filter and applied it
all useful columns of the detailed route segments dataset to
achieve per-contract aggregates. For numerical columns eleven
self-explanative aggregators were applied: ’first’, ’last’, ’min’,
’max’, ’argmin’, ’argmax’, ’mean’, ’mode’, ’sum’, ’range’,
’std’. For categorical columns the aggregation treatment was
made dependent on the number of unique values. For more
than 100 unique values the occurrence of each value was
considered sparse enough to limit the aggregation to just the
four operators of ’first’, ’last’, ’mode’, ’nuq’, where ’nuq’
simply denotes the number of unique elements. For categorical
columns with fewer than 100 unique values aside of the above-
mentioned 4 categorical aggregators we have also applied one-
hot-encoding on the original feature and with thereby up to
100 new numerical columns we have applied again all the
11 above-mentioned numerical aggregators to receive quite
a large number of final features in the order of thousands.
To avoid redundancy and wasteful poor quality features we
have automatically eliminated duplicate features and removed
features with at most one unique value different than nan/null,
which typically resulted in the final set of up to 2000 features.

We have also included features that measured country
disagreement between the origin and destination, extracted
days of the week, various expected segment duration and the
prices of different type of fuel during the trip segment days.
Among the alternative but less successful data preprocessing
techniques we have explored flattening all trip segments along
the single contract record of up to 31 possible segments as
well as organizing the data as sequences of consistent route
step segments.

IV. GRADIENT BOOSTING MODELS

Preliminary experiments on the main dataset very clearly
revealed that gradient boosting models performed by far
the best in terms of the reference predictive accuracy and
actually quite well in terms of the computational cost, even
comparing to simple linear regression and by far comparing
to deep networks. Among gradient boosting models XGBoost,
LightGBM, CatBoost were used and subsequently optimized
throughout the competition. Their variants trained on different
parameters were utilized for second level ensembles both
executed by simple aggregation and by stacked retrained
ensemble of gradient boosting model versions.

A. Individual models’ parametric optimization

Current state of the art Machine Learning models are highly
customized and flexible to accommodate a very wide range
of different options, versions and parametric settings during
the model build. Gradient boosting models are good examples
of such models with tens of algorithmic, representational,
modelling and statistical parameters available to tune in to
best fit or represent the data and ultimately to learn robust
regression function between the inputs and the continuous
output that generalizes well on the previously unseen data.

Given a set of distinct models each with a large numbers
of parameters to tune we have decided to apply fast greedy,
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rotational grid search for each of the gradient boosting mod-
els: XGBoost, CatBoost and LightGBM. Each optimizable
parameter, whether numerical or categorical is assigned up
to 5 unique values comprehensively covering the domain of
this parameter. Contrary to the exhaustive parametric grid
search, which given the numbers of parameters in our case
would prove intractable, our method incrementally finds local
optimum of a specific parameter with remaining staying fixed,
before rotationally progressing to the next until no improve-
ment can be found from any local change. To further boost the
reliability of the best found configurations of parameters we
have applied 5-fold cross-validation to rule out accidentally
high performance, yet as a consequence to limit an additional
cost of cross-validation the process of local optima search for
each parameter was reduced to just a pair of neighbouring
checks: above and below the current value per turn and shifting
the current optimal to the value for which the maximum
performance improvement was reported.

This parameters optimization process is terminated when
no improvement in cross-validated RMSE performance was
found from any local changes of parameters.

V. MODEL DIVERSIFICATION TECHNIQUES

Well performing but diverse models produce diverse outputs
which after aggregation produce significant reduction of both
variance and bias error components. The critical challenge here
is how to develop diverse but well performing models and also
to which degree worse performing but quite diverse models
are still worth combining to achieve the performance gain. We
have developed two generic diversification methods applicable
to gradient boosting models. The first method focuses on
maximizing the number and magnitude of differences between
as many parameters as possible of the same model. The second
method takes specific categorical focal feature with a few
unique values and proceeds with training an array of models
specific to each of the unique value of the focal feature. Both
method yield good results with parametric-diversity achieving
lower levels of output decorrelation but higher individual per-
formances, while decompositional-diversity achieving higher
diversity but lower performance mainly due to smaller number
of training examples to train on.

A. Parametric model diversification

Parametric model diversification method was developed in
conjunction with the parametric model optimization discussed
above. The method simply retains model parametric configura-
tions and the corresponding regression accuracy throughout the
optimization process and tries to establish the the population of
the best performing model versions with the most diverse con-
figurations of the parameters. To assess the level of diversity
among model versions’ parametric configurations we devel-
oped a simple disagreement measure adding up the differences
in grid positions of all parameters conceptually similar to the
City Block (Manhattan) distance metric. Once all parameter
configurations encountered throughout the optimization are
evaluated in terms of their performance P and the diversity

measure D, the final step involves selecting k best model
versions from the performance-diversity profile which could be
associated with the normalized ratio of D/RMSE assuming
our performance measure is P = 1/RMSE. Selected models
versions outputs are then subsequently aggregated using the
simple average operator.

B. Decompositional model diversification

It is known that certain level of model diversity, seen as
the level of disagreement among model outputs, could be
achieved by the training on mutually exclusive data sets. This
effect can be further reinforced if the instead of training
on random partitions of the training set, model versions
are trained on partitions associated with the different values
of certain categorical variables as they typically represent
significantly different subsets of the available data. It can be
justifiable argued, though, that any limitation or reduction
of the training set size exposed to the model is likely to
reduce its predictive performance. While it indeed could be
the case, particularly for the small training data sets, we argue
and have experimentally verified that when the data set is
large enough and the categorical variable has only very few
unique values, the benefits from combining the outputs from
that way diversified model versions outweigh the negligible
reduction in performance of a single model trained on the
whole set. Given all our models utilize the decision tree
construction mechanism in the back end, such guided data
partitioning could be considered as a forced first splits that
branch out into several categorical-variable-value specific tree-
based model versions. Given 300k+ size of the training set we
have identified several suitable categorical variables with only
a few unique values and trained boosting models on subsets
corresponding to specific values of these variables obviously
without this variable included in the training process. Trained
model versions were then applied separately to the testing
sets to generate the outputs which were finally combined with
the simple mean operator to produce a single output. Figure
1 comparatively illustrates how the decompositional model
diversification differs from the traditional individual model
build along the training and testing processes.

VI. ENSEMBLE MODEL

In the construction of the final ensemble, we have uti-
lized 3 baseline gradient boosting models: XGBoost (XGB),
LightGBM (LGBM), and CatBoost (CatB) subjected to both
parameteric (DivP) and decompositional (DivD) diversification
filters. Diversification techniques are designed to improve the
classifier generalization performance by first expanding it into
a number of diverse versions, train them on a whole or subsets
of the training set and apply them to the testing set before
merging the model versions’ outputs back together by a simple
aggregation. To further boost diversity but also in a search for
better complementary predictive performance we have trained
all baseline regression models with their DivP/D filters on
two different subsets of features generated by our feature
engineering engine. The only difference between these two
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Figure 1. Decompositional model diversification compared to traditional individual model training and testing flow chart.

feature subsets were that the second set included many more
sparse columns extracted from much more prolific application
of one-hot-encoding to categorical features.

Moreover, in a search for further performance gains we have
added another stacked layer of simple linear regression trained
on the outputs from diversified baseline models. To properly
accommodate stacking layer the training data were split into
two parts, one used for building the baseline models and their
diversified versions, while the other for learning the parameters
of the linear regression in the stacking layer.

Eventually all diversified individual model outputs along
with the outputs from linear regression based stacking were
averaged together. The architecture or rather flow chart of the
final ensemble is depicted in Figure 2.

VII. EXPERIMENTAL RESULTS

To establish a baseline predictability for the presented prob-
lem of forwarding cost prediction we first optimized individual
gradient boosting models: XGB, LGBM and CatB on two
above-mentioned subsets of extracted features and received
the following RMSE results along with the optimal parameters
returned by the optimization process.

1) Feature set 1 with 894 features:
• CatB (learning rate 0.05, depth 8, iterations 2000):

0.1442
• LGBM (learning rate 0.02, depth 8, iterations 2000):

0.1444
• XGB (learning rate 0.02, depth 1000, iterations

1000): 0.1496

Figure 2. Flowchart of the final ensemble model.

2) Feature set 2 with 3431 features:
• CatB (learning rate 0.05, depth 8, iterations 2000):

0.1513
• LGBM (learning rate 0.02, depth 8, iterations 2000):

0.1494
• XGB (learning rate 0.02, depth 1000, iterations

1000): 0.1640
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Secondly, linear regression stacking models were trained on
the outputs from the diversified individual models and reported
the preliminary RMSE performance of:

• Stacking model with 894 features: 0.1441
• Stacking model with 3431 features: 0.1465
The final predictions are achieved by ensemble averaging of

the outcomes from both stacking models along with diversified
individual baseline models, yielding the RMSE around 0.141.

A. Visual efficient performance-diversity horizon method for
a robust ensemble composition

Even though the ensemble model illustrated in Figure 2
resulted with the best preliminary performance, the journey of
incremental model build and performance improvement led to
hundreds of model output submissions as potential solutions
each with different performance and mutual dependency with
the other solutions. Given the submissions represented the
outputs from multiple different models with many different
versions of the training data, parametric setups and model de-
sign choices we have considered them as a final-stage resource
for potential further performance improvement through simple
aggregation. The question posed in this stage was: given n
model outputs with preliminary RMSE scores is it possible to
improve the best model result and if so how to achieve the
biggest possible improvement.

The intuition backed by the bias-variance error decomposi-
tion theorem suggested that the best results should be achieved
by combining the outputs from the best performing (model)
solutions that differ the most from each other, inline with the
diversification techniques discussed in section V. At the final
stage when only model outputs and their preliminary scores
were available the natural disagreement or resultant diversity
measure that could be computed upon the model outputs
was an average from the correlation coefficients between the
specific model output and all the rest in the considered pool
of solutions. After computing such outputs’ diversity ci for
all solutions with the preliminary RMSE scores ei < 0.152
we have plotted all such best solutions from our submissions
as points (ci, ei) on the 2-dimensional diagram depicting
dependency e = f(c), as shown in Figure 3.

The points stretching along the bottom horizon approxi-
mately marked by the dashed line represent the continuum
of the best performing and at the same time the most di-
verse solutions and are expected to be the most promising
choices for final stage combination to achieve the performance
improvement. Rather than arbitrarily take some solution for
combination along such horizon we have developed a simple
greedy algorithm to choose the best solution candidates from
around the the horizon for final combination. The greedy
sequence in our case is starting from the best performing
model in the bottom right corner and then adding the next best
model but only out of the more diverse solutions, i.e. from the
top solution as a pivot the next solution added is represented
by the lowest point to the left from the current pivot. Then the
pivot is shifted to the newly added point and process repeats
until no more points can be added. Such greedy sequential

addition leads to the staircase connected set op points marked
in black along the diversity horizon. The final stage is testing at
what point such greedy sequence does not improve the overall
ensemble performance any more.

Such method of output-level ensemble combination is par-
ticularly effective when a large number of black-box models
are suddenly at the disposal and a quick decision is needed on
which models’ outputs are best to aggregate to maximally re-
duce the overall predictive error. In our cases the team merger
pose an exact situation as described above and following a
quick testing a final ensemble output has been generated by
aggregation of the outputs from the first 11 models along the
diversity horizon, and yielded the top predictive RMSE error
below 0.14 and even better result on the full testing set, thereby
securing the first place in the FedCSIS 2022 competition.

VIII. CONCLUSIONS

We have attempted to improve predictive performance of
the already highly robust regression models from the gradient
boosting family: XGBoost, LGBM, CatBoost. To achieve that
we have proposed a range of model diversification methods
coupled with various ensemble combination schemes. Decom-
positional diversity forced by training on significantly differ-
ent input data subsets, combined with actively encouraged
parametric diversity led to an improvement in performance
achieved from aggregation of the expanded diverse model
versions, additionally boosted with linear regression based
stacking and output level selection of the most efficient
ensemble candidates in terms of the performance-diversity
trade-off. The proposed ensemble has been applied to the
complex problem of advance prediction of the total realized
cost of forwarding contracts’ based on a variety of data
coming in different forms and types, in the competitive setup
of the FedCSIS 2022 data mining challenge. Our proposed
solution scored the first place in this challenge producing
the lowest (RMSE) error below 0.14, which corresponds to
only 2% in relative cost in monetary units. The proposed
solution can enable forward contractors to better estimate their
expected shipment cost, further reducing their business risks
and boosting the efficiency across transport services domain.
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Abstract—Finding an optimal machine learning model that
can be applied to a business problem is a complex challenge
that needs to provide a balance between multiple requirements,
including a high predictive performance of the model, continuous
learning and deployment, and explainability of the predictions.
The topic of the FedCSIS 2022 Challenge: ‘Predicting the Costs
of Forwarding Contracts’ is related to the challenges logistics and
transportation companies are facing. To tackle these challenges,
we established an entire Machine Learning framework which
includes domain-specific feature engineering and enrichment,
generic feature transformation and extraction, model hyper-
parameter tuning, and creating ensembles of traditional and
deep learning models. Our contributions additionally include an
analysis of the types of models which are suitable for the case
of predicting a multi-modal continuous target variable, as well
as an explainable analysis of the features which have the largest
impact on predicting the value of these costs. We further show
that ensembles created by combining multiple different models
trained with different algorithms can improve the performance
on unseen data. In this particular dataset, the experiments
showed that such a combination improves the score by 3%
compared to the best performing individual model.

Index Terms—Costs of Forwarding Contract, explainability,
prediction ensembles, Diversified Ensemble Learning

I. INTRODUCTION

TO BE competitive in the market, companies need to be
able to utilize all available data and perform analytics to

identify hidden patterns [1]. This can allow them to improve
their processes, better understand their customers, and make
predictions (e.g. churn prediction, service-outage prediction,
fraud detection, etc.). To achieve such goals, companies are
facing a variety of challenges, ranging from data integration
from a variety of sources [1] and finding suitable machine
learning models that are both performant but also practical
and explainable [2], to maintaining the corresponding infras-
tructure. To perform such analytical data processing and ma-
chine learning on a large scale, companies require a complex
computing infrastructure and methods that will minimize their

*These authors contributed equally to this work.

total cost of ownership [3], and yet scale the computation to
multiple nodes [4].

In this paper, we focus on the problem of finding an
optimal machine learning algorithm that can be easily applied
in a real-life business domain, meaning it should achieve
high predictive performance, continuous learning and deploy-
ment, and explainability of the models and their predictions.
The topic of the FedCSIS 2022 Challenge, hosted on the
KnowledgePit portal is ‘Predicting the Costs of Forwarding
Contracts’ [5]. The competition addresses the challenges of
transportation, shipping, and logistics companies related to
their digital transformation. Particularly, the benefits of the
research boosted by this competition for such companies can
be multi-fold:

• Identify reasons and circumstances that lead to increased
transportation costs.

• Improve companies’ planning to lower the costs, and
generally, improve their investment strategy.

• Help companies in selecting contracts that maximize
their profits by predicting the forwarding (i.e., delivery)
contract cost.

Similar real-world challenges were addressed at previous
competitions on the KnowledgePit platform, such as predicting
escalations in customer support [6], network device workload
prediction [7], suspicious network event recognition [8], and
predicting victories in video games [9], to name a few. These
papers also demonstrate how predictions from individual solu-
tions could be integrated into diversified ensembles to create
more powerful and more robust models.

For the case study on which we focus in this paper, we
choose to use the XGBoost model with a grid search with 5-
fold cross-validation [10], due to its extensive use in retail
sale predictions [11]. We also use Random Forest models
with grid search, as well as deep learning models that are
commonly used in demand forecasting in multi-channel retail
[12]. Finally, the Linear Regression models are one of the most
commonly used simple models for price prediction in industry
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settings [13]. All hyper-parameter tuning is done via exhaus-
tively searching a specified subset of the hyper-parameter
space of the given model. The validation is performed using
a 5-fold cross-validation, which balances validation speed and
metric accuracy of the test data.

The rest of the paper is structured as follows. Section II
reviews the most important related works. Section III describes
the experimental setup and multiple validation procedures
we used to evaluate each model we have developed in this
study. Section IV describes the preprocessing of the data,
including data transformations and aggregations. Subsection
IV-A contains information on the preprocessing implemented
over the main table training and testing data, and subsection
IV-B includes the preprocessing information for the routes
table training and testing data. The section V describes the
implemented feature selection methods. The experiments, in-
cluding model hyper-parameter tuning, training, and evaluation
techniques are described in section VI, along with an overview
of the final scores of the implemented models. The paper
concludes with section VIII where we give a brief overview
of the entire Machine Learning workflow, limitations to the
study, and opportunities for further work and improvement of
the methods.

II. LITERATURE REVIEW

Even though similar challenges have been extensively stud-
ied in other industries, this problem is fairly new in the
logistics sector. Authors of [14] analyze the shipping cost
differences between various carriers, and attempt to identify
opportunities for reducing transportation costs.

Similarly, in [15], authors utilize neural networks to forecast
shipping freight rates and compare them with traditional time
series analysis models. The key objective of their work is
to improve the forecasting accuracy of traditional time series
analysis. In relation to the competition task, this article also
highlights the importance of the information contained in for-
warding freight agreements in relation to predictive accuracy.

Another interesting approach is presented in [16], where
the impact of the demand and cargo capacity on the shipping
price is identified. Forecasting of the long-term cost of logistics
contracts is particularly important in long-term agreements
with upfront-defined prices, such as in various types of tenders
and auctions. On one hand, the bids should be attractive so
that the contract can be won, while still being profitable for
the logistic company. This challenge was researched in [17],
which utilized historic data to train the models.

On a related topic, Men et al. [18] use an ensemble of
mixture density neural networks for the purpose of short-
term wind speed and power forecasting. They show that
this methodology works well for multi-step ahead prediction.
Additionally, [19] illustrates the use-case of multi-observation
and multi-dimensional data cleaning methods for applying
machine learning algorithms. In this study [19], the authors
use transactions from the Lending club data set for training
tree-based models to predict peer-to-peer (P2P) loan default
and observe that the LightGBM algorithm, using multiple

observational data, has the best performance. In many cases, it
has been shown that decision tree-based methods significantly
outperform linear models for predicting complex response
variables, such as the example of predicting accrual expenses
in a balance sheet by utilizing the unused vacation time of
employees [20].

The scientific community has placed a massive effort into
studying individual algorithms (e.g. ensemble algorithms, var-
ious deep learning architectures, etc.). Additionally, some
studies also focus on finding ways to utilize the diverse
algorithms and integrate their predictions. This process is often
referred to as diversified ensemble learning and aims to find
the best classification algorithms (out of many heterogeneous
classification algorithms) and an optimal method to combine
them [2]. Note that the individual algorithms used in a diversi-
fied ensemble could be ensembles on their own (e.g., XGBoost
[21] or Random Forest [22]), so the term diversified ensemble
learning refers to another layer of integration. Some methods
train another classifier whose inputs are the predictions of
the individual classifiers [23] or use other ways of voting.
In this paper, algorithms perform weighted voting based on
empirically identified weights.

III. VALIDATION PROCEDURE

As in all practical machine learning problems, the ex-
perimental setup concerning the training/validation/test split
should resemble the natural chronological and logical process
as closely as possible, so that the models built are valid
and robust over time. In that regard, we attempted to split
the training dataset into two subsets, one for training and
one for validation, in a way that we thought would most
resemble the natural setting in which the data was collected.
Considering that this is a very practical problem coming from
the industry, any results of the transformation and validation
methods should be applicable in a production setting.

That being said, we considered the id payer column, the
client identifier, as special because it gave us the ability to
use it primarily for splitting the original training set into
our training and validation subsets. For this purpose, we
first analyzed the frequency of rows in the main table per
id payer, dubbing it number of contracts. We noticed the
huge discrepancy in the frequency of contracts, ranging from
just a few to upwards of thousands. Therefore, we tried several
approaches in how we considered this fact:

• Split by alternating frequency of records per
id payer. In this approach, we ordered the id payer
records by the number of contracts, and we assigned
them to our training or validation split in alternating
order. The idea was that roughly 50% of the records
will be our training set, and the other 50% will be the
validation set. One additional benefit of this approach
was that it made sure that the id payer column would
not have an effect on the prediction. With this approach
we are very conservative to overfitting, trying to train
the models on one subset of the data, and applying the
models to a completely new set of data. Indeed, our
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first submissions showed that our own validation results
were considerably worse than the leaderboard results, but
were still consistent when comparing different algorithms
or feature subsets (the better models per our internal
evaluation were also better on the leaderboard).

• Time-sensitive split. We also tested splitting the data in
such a way that the older contracts (records with an earlier
start date) were in the training set, while newer records
were in the validation set. This approach mitigates the
previous conservativeness, by allowing the same clients to
be in the training and validation set, while also allowing
some new clients to appear in the validation set.

After the initial testing of the previous approaches, we
noticed that the hyper-parameter tuning procedures performed
on our hold-out training set (a subset of the competition
training set) were not fully applicable when we used the whole
training dataset provided in the competition. Namely we used
our hold-out training set and the remaining of the training set
to learn the hyper-parameters. Then, we compared two models
trained with the same hyper-parameters – one using the hold-
out training set, and another trained on the full training dataset.
The former performed significantly better on the leaderboard
result, even though it was trained on smaller data set. With this
counter-intuitive finding that contradicts the common principle
that more training data is better, and having a very limited
time for this competition, we decided to use 5-fold cross-
validation in the remaining experiments so that we can use
the full training dataset for making the final test predictions.
Despite that, we strongly believe that further experiments in
the validation procedure are needed to properly tackle the
problem.

IV. DATA PREPROCESSING

After the initial data exploration phase, we decided to
primarily focus on the main table and extract whichever
knowledge we can from it, before proceeding with utilizing
the detailed table of expected routes.

A. Main Table

Firstly, the prim train line and prim ferry line fea-
tures were not used, due to the high missing data ratio
(between 80% and 90% missing from the total number of
observations). Additionally, these columns had unstandardized
data (e.g., temperature ranges or temperature and unit com-
bined strings in the same column as a descriptive field, etc.)
For the remaining columns which had missing data, we applied
mean (for continuous columns) or median filling (for nominal
data).

The transformations done on the Main Table were split into
two major types:

• One-hot encoding of categorical (nominal) data. We con-
sidered utilizing the Weight of Evidence [24] approach,
but considering that the categorical features had a rel-
atively small number of different values, the one-hot
encoding technique was considered sufficient.

• Combinations of two or more features to create a new
meaningful feature. Such features were a result of cal-
culations based on the columns that contain date or
timestamp information.

1) Nominal to numeric features with one-hot encoding: The
one-hot encoding was done to maximize data balance while
minimizing the loss of information. Binary features or features
with a few different values were transformed with classic one-
hot encoding. The features with over 15 values were split into
3 major categories: low-frequency categories (those that had
appeared under 1000 times in the data set), high-frequency
categories (those that had appeared over 1000 times in the
data set), and the highest frequency category of the feature
was separated as an individual category.

2) New domain-specific features based on other features:
a) Date-time related features: A combining of two or

more features was done for the route start numeric and
time taken minutes features. The route start numeric is
the difference in days between the minimum date found in
the dataset (i.e., 1/1/2016), and the start date of the specific
route. This was done by using the route start datetime
feature, and finding the number of days between it and
1/1/2016. Similarly, the time taken minutes is the time
the complete route is estimated to take in minutes. This is
calculated by finding the difference in minutes between the
route start datetime and route end datetime features.

b) Geo-spatial features: To enhance the geo-spatial in-
formation about the routes, we created a new feature, using the
Euclidean distance [25] between the route starting point
and route ending point. This calculation uses the latitude
and longitude values of the original points. Additionally, we
used the geo-spatial (Haversine) distance [26], given in the
competition dataset.

B. Routes table

The initial experiments were conducted using only data
from the Main Table. To further improve model performance
in later experiments, we enriched the dataset with aggregate
features extracted from the Routes Table.

The columns which had missing data were very sparse in the
general case. Moreover, the lack of entries seemed correlated
in most cases. For this reason, we decided to ignore such
columns and do not create features based on them, especially
considering the limited time we had for experiments. Still, we
believe that more sophisticated data imputation methods could
be explored in the future, or at least to prepare some bins
of values in cases when such data is available. The ignored
columns for this reason were: ferry line, train line, and
another 17 columns whose names started with vehicle or
id vehicle .

We have extracted the aggregate features by grouping the
dataset based on the column id contract. Before the aggre-
gation, one-hot encoding was performed on the step type
feature with the goal of extracting the number of steps of
each type that were taken in one route. The following features
were extracted for each route:
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• num steps with vehicle - the number of rows having
id vehicle equal to 1

• num steps with trailer - the number of rows having
id trailer equal to 1

• num steps - the maximum from the step column values
within one id contract partition

• num steps A - the number of steps of type A
• num steps B - the number of steps of type B
• num steps D - the number of steps of type D
• num steps F - the number of steps of type F
• num steps K - the number of steps of type K
• num steps N - the number of steps of type N
• num steps O - the number of steps of type O
• num steps P - the number of steps of type P
• num steps R - the number of steps of type R
• num steps S - the number of steps of type S
• num steps W - the number of steps of type W
• num steps Z - the number of steps of type Z
• num steps A - the number of steps of type A
• num steps empty - number of the steps in which the

if empty flag was equal to 1
• num external steps - the number of the steps in which

the flag external fleet was 1
• max loaded kg - the maximum kg load unload
• max unloaded kg - the minimum of kg load unload
• average load step - the mean of the feature

kg current
• max load step - the maximum of the feature

kg current
• min load step - the minimum of the feature

kg current
• num steps ferry - the number of steps in which the

flag ferry was equal to 1
• num steps train - the number of steps in which the

flag train was equal to 1
• total km train - the sum of train km for each step
• max time - the maximum of the feature

estimated time in each step
• min time - the minimum of the feature

estimated time in each step
• km per step - the mean value of the feature km in each

step
• km nonempty max - the maximum value of the feature

km nonempty
• km nonempty total - the sum of km nonempty in

each step
• average time per step minutes - the average of the

time difference in minutes for each step

V. FEATURE SELECTION METHODS

A. Manual Filtering of Correlated Features

This method was used for training the Linear Regression
models. Since the Maximum likelihood (MLE) estimations
[27] can be highly disturbed by correlated features, we decided
to manually remove features with correlations greater than 0.6
in absolute value. For this purpose, we calculated the Pearson

Correlation [28] between each pair of continuous variables in
the main dataset. We only calculated the correlations between
the continuous features from the main dataset in order to
exclude the features that have a high correlation from the
feature engineering step for training the linear regression
models.

The linear regression models were only trained using the un-
correlated features from the main dataset, plus higher degrees
of some of the most important features chosen by applying
domain knowledge. These features include the total kilometers,
the time taken and the maximum weight. This was done in
order to use the results of the most basic linear regression
models as an internal evaluation baseline for all the other
trained models.

Fig. 1. Main table extracted continuous features correlation. This figure
presents the Pearson Correlation coefficients calculated between each pair of
continuous features from the main table.

The experiments for the Linear Regression models were
conducted using only the Main Table data. The correlation map
of the continuous features is displayed in Figure 1. As it is
evident from the figure, a lot of features have high correlations
(positive and negative), so removing these dependencies was
one of the feature selection methods we implemented.

B. XGBoost Feature Importance

Another method for feature selection was using the built-in
feature importance metric from the Extreme Gradient Boosting
model (XGBoost) for regression. The process of optimizing
this model is detailed in section VI.

Figure 2 represents the feature importance obtained from
XGBoost on the full dataset (containing the main table and
routes table data). As we can see from the figure, only one
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feature, namely direction d (a binary feature stating whether
the direction is d or not) dominates the rest of the features in
the dataset.

Sometimes, these built-in feature importance estimates can
be inaccurate, as we suspected in this case. The reason
behind this is that XGBoost weights the features based on the
frequency of splitting, gain and coverage metrics. In the case
of categorical variables, the frequency of splitting can be very
low, since there are few possible split points, contributing to an
overall lower importance than the actual one for categorical
variables. Additionally the gain for continuous features can
be lower than that of the categorical ones since more split
points are possible to be made which in turn can rule out fewer
examples in each split compared to the categorical features.

In our case we are creating shallow individual decision trees
as weak learners. This means that we have fewer levels in each
tree, thus splitting by a binary (or categorical) feature, which is
correlated with the target variable, can have a higher value for
the gain compared to a continuous feature which is correlated
with the target variable because the continuous feature might
rule out fewer examples in each split. In turn, this can result in
inaccurate calculations of the overall feature importance when
using a mix of categorical and continuous features.

For this reason, we further try to extract the important fea-
tures using wrapper methods [29] over the XGBoost algorithm,
which is explained in the following subsection.

C. Boruta search with Shapley values

Boruta search [30] is a wrapper algorithm originally built
over the Random Forest classification model, but further
extended for all types of decision tree-based models and re-
gression. The method implements feature selection by creating
copies of the original features and shuffling them to remove
any correlation with the target variable. These features are
called shadow features. The algorithm then compares the
shadow features’ Z-scores [31] to the original features’ Z-
scores. Each feature that fails a two-sided test for significant
difference of importance with the shadow feature with max-
imum importance is removed from the dataset. The feature
importance, in this case, was measured using Shapley values
[32]. The Shapley values are often used as a method for
explainable AI (XAI) because they reveal the average marginal
contribution of a feature value across all possible coalitions.

The results of implementing this feature selection method
over the XGBoost algorithm are shown in Figure 3. A total of
48 features were identified as important, and their importance
compared to the shadow features is displayed in the figure.

From the figure, we can again see that the features
euclidean distance, direction d, and km total dominate in
their importance for the algorithm compared to all of the other
features in the dataset, which means that their impact is most
significant in determining the expenses variable’s values.

VI. RESULTS

A. Linear Regression

The Linear Regression models were first experimented with
by using the features in the main table and standardizing them
according to the needs of the algorithm. The ferry intervals,
train intervals, and id service type features were scaled
using the Min-Max scaling, while all other features that were
continuous were scaled using the Standard scaling [33]. The
root mean squared error (RMSE) of this primary model, using
the train/validation split for validation, was 0.6703. The RMSE
of this model on the leaderboard was 0.4598.

The same model was later modified to include only the
features that are not correlated, according to the OLS [34]
statistical test for feature relationships and the correlations
represented in Figure 1. Using only those features, the model
had a RMSE of 0.6942 on the validation data set, and a RMSE
of 0.5027 on the leaderboard.

Finally, the squared values of the features km total,
max weight and time taken minutes were added to the
model. This improved the model’s RMSE on the validation
set to 0.5713, and the RMSE of the test set to 0.4309. The
coefficients and their significance are shown in Figure 4.

We can see that all of the features have significant coeffi-
cients according to the reported p-value. In this case, the total
number of features for training the model was 15. Since linear
regression might not estimate the coefficients right in the case
of a large number of features, we decided to further go with
other non-linear models that better handle a large number of
features.

Moreover, we examined that the target variable is multi-
modal, meaning that any model which expects a Gaussian
distribution of the target variable will not be suited well
in this scenario. For this reason, we mainly focus on tree-
based models and ensembles. We further try Gaussian Mixture
distributions with neural networks, but due to the time limit,
we did not have the resources to optimize these types of
models.

B. Extreme Gradient Boost Regression

The first XGB Regressor model that was built only on
the main table dataset included alpha booster, eta, lambda,
and max depth as hyper-parameters in the tuning job, using
Bayesian Search [35] to find the optimal values. This resulted
in an average of 0.34 RMSE on the 5-fold cross-validation,
and a 0.1735 RMSE on the leaderboard.

The model was later improved with the addition of the
routes table, as well as the selected features from the Boruta
Shap search, which resulted in improving the RMSE of the
CV to approximately 0.18 and 0.15, respectively on the 5-
fold cross-validation and improving the test RMSE on the
leaderboard to 0.1649 and 0.1622 respectively.

C. Random Forest

The first Random Forest model was built on the trans-
formed features of the main table. Hyperparameter optimi-
sation was done on the max depth, min samples leaf and
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Fig. 2. XGBoost built-in feature importance for the merged dataset. This figure represents the feature importance of the main table and the routes table.
The horizontal axis represents the features, while the vertical axis represents their corresponding impact on the prediction of the target variable. Only features
having an importance greater than 10−5 are shown.

Fig. 3. Extracted features using Boruta search with Shapley values as an evaluation metric. The green rectangles represent the original features, while
the blue rectangles represent the min, max, mean, and median shadow features. The vertical axis represents the Z-score for each feature.

max features hyper-parameters. All Random Forest models
in this competition had n estimators set to 200. This resulted
in a RMSE of 0.0476 on the 5-fold cross-validation, and a
RMSE of 0.1726 on the test data.

The model was later improved by using a deeper grid
search on all features from the merged main and route tables.
This time, max depth, max features, min samples leaf
and min samples split were optimized using 5-fold cross-
validation, which resulted in the validation RMSE being
0.0234. The test results had a RMSE of 0.1625.

Both Random Forest models were clearly over-fitted, how-
ever, we tackled that issue with the different Ensembles of
models later on.

D. Deep Learning Models

A few feed-forward neural networks were implemented us-
ing different configurations. The neural networks were trained
on the full dataset. The networks only included dense layers
and the main activation function used in the hidden layers
was ReLU [36]. We experimented with a few regularization
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Fig. 4. Coefficients and significance of manually selected features for
the linear regression algorithms including squared features. This figure
represents the coefficients of the variables included in the linear regression
estimation, along with confidence intervals and p-values. All features have
significant coefficients.

techniques including dropout, batch normalization, and kernel
regularization with L2 [37].

From the conducted experiments, we concluded that adding
regularization caused the model to underfit the training data.
Moreover, batch normalization caused a significant perfor-
mance degradation in this case.

For the output layer, we tried two activation functions,
namely softplus [38] and linear. In this case, the same net-
work configuration had better performance using the linear
activation instead of softplus.

The model which obtained the best results had the following
configuration:

• Dense(128, activation=relu)
• Dense(64, activation=relu)
• Dense(64, activation=relu)
• Dense(1, activation=linear)
The results of this model were RMSE of 0.1683 on the

random validation split of 20% training data and RMSE of
0.1775 on the leaderboard, respectively.

Adding more layers results in better model performance,
however, it also causes the model to overfit the data in the
early stages of training.

Since the neural networks approximate a Gaussian-like
distribution, they are not quite suitable for the multimodal
target in this case. We additionally tried Mixture Distribution

networks but did not have the resources to optimize these
models. A basic model with the following configuration of
two dense layers with 100 neurons and ReLU activation each
for approximating the parameters of the distribution, resulted
in a RMSE of 0.1868 on the leaderboard.

E. Diversified Ensemble Models
Ensemble methods [39] were used in order to compensate

for models which might be overfitted or underfitted in the data,
and further use the errors the models make in a way to further
tune the final predictions.

One of the ensemble methods used was model stacking. For
this type of ensemble, we used the best performing XGBoost
model using the features extracted with the Boruta search
method and additionally re-trained a Bagging model of 100
linear regressions with the same features.

The outputs from these models were then fed to another
linear regression model, which learned the weights to assign
to each individual model, thus creating a weighted ensemble.
This approach resulted in a 0.1631 RMSE on the leaderboard
and a RMSE of approximately 0.06 on the validation data.
This means that the stack resulted in obvious overfitting.

We further experimented with the same approach using a
decision tree in the last layer instead of a Linear regression,
for learning the weights in the ensemble, however, this resulted
in a more overfit model, with a RMSE of 0.1805 on the
leaderboard.

Since this approach resulted in fast overfitting, we decided
to abandon it.

The other method of ensembling the models that we at-
tempted was a simple weighted Ensemble. Using a combina-
tion of the Linear Regression models, the XGBoost models,
the Random Forest models, and the feed-forward neural net-
work models, we attempted to manually adjust the weights that
these models had on the final outcome. The best Ensemble was
found to be an equal weights Ensemble between the highest-
scoring Random Forest model, and highest scoring XGBoost
model, which had a validation RMSE of 0.1318, and a test
RMSE of 0.1586.

We then tried another ensemble, which used the under-
fitted feed-forward neural network with a weight of 0.2, the
highest-scoring XGBoost model with a weight of 0.4, and
the highest-scoring Random Forest model with a weight of
0.4, all trained on the features chosen with the Boruta search
method. We expected that the feed-forward neural network
would generally make mistakes in the opposite direction of the
Random Forest and XGBoost models, and therefore contribute
to the reduction of the average mistake. The weight of the
feed-forward neural network model is low, however, due to
its larger average errors. This resulted in an Ensemble with a
validation RMSE of 0.1856, and a test RMSE of 0.1567, our
best score in this competition.

F. Model evaluation
In this subsection, we present the results of the individual

models which were optimized and chosen for creating ensem-
bles in the final stage of experimentation. Table I shows the
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models, their training configurations, the features they used,
and their validation and leaderboard RMSE scores.

The final 3 models which were chosen for the competition
include:

• Ensemble using the best performing feed-forward neural
network, Random Forest, and XGBoost models

• Ensemble using only the best performing Random Forest
and XGBoost models (excluding models which expect
Gaussian distributions of the target variable)

• The best performing Random Forest which uses the
features chosen with the Boruta search method to avoid
over-smoothing or overfitting the ensemble methods

VII. DISCUSSION AND FUTURE WORK

The top-performing models were the XGBoost and Random
Forest models, strongly outperforming the Linear Regression
models and slightly outperforming the feed-forward neural
network models. This was expected, due to the multi-modal
nature of the target variable, which is hard to estimate using
models that expect a Gaussian distribution of the target.

Moreover, the ensembles of diverse models performed the
best out of all the predictive options. They used weights that
were calculated using the inverse of the RMSE scores of
the cross-validation of the models they were composed of.
The singular Linear Regression models were not used in the
Ensembles due to their massive underperformance compared
to the other three model types. However, they were used with
the bagging regressors, but this approach also underperformed
compared to the non-linear approaches.

Hyper-parameter optimization on all models was performed
using the grid search algorithm, with 5-fold cross-validation,
and RMSE as a metric to evaluate performance. Grid search
was used because it is one of the most thorough hyper-
parameter tuning algorithms. Given more time, we would have
expanded the search space of the grid search of all models.

According to the Boruta search for feature importance, the
euclidean distance, direction id, and km total columns
were considered the most important for determining the
expenses value, with starting and ending locations of low-
frequency destinations being some of the least important
features. This further implies that the distance of the route
is the most important deciding factor in the final expenses of
forwarding contracts.

The main challenge in working with this dataset was the
limited information we had on the meaning of some of the
given features. With better information on the features, the data
engineering process, as well as the model building process,
would have been more specific and exhaustive.

While experimenting with the aforementioned validation
procedures in section III, we noticed that some additional
features could be extracted from the id payer column, consid-
ering that it, in its original form, is not applicable as a feature.
Such derived features could be:

• num previous contracts - the number of previous
contracts (before this contract date) for the same client
(id payer)

• average cost previous contracts - the average cost of
previous contracts (before this contract date) for the same
client (id payer)

• average duration previous contracts - the average
duration of previous contracts (before this contract date)
for the same client (id payer)

• average length previous contracts - the average
length of previous contracts (before this contract date)
for the same client (id payer)

• ratio length previous contracts - the ratio of current
length divided by the average of previous contracts (be-
fore this contract date) for the same client

• cost most similar contract - the cost of the previous
contract with the most similar length, adjusted by the
difference in exchange ratios

Considering that computation of such features should be
properly handled and should be closely integrated with the
training-validation split process, we did not utilize them.
Despite that, we believe that there is merit in further experi-
menting with them.

Although it was considered, fuel prices were ultimately not
used in the prediction of the target variable. This was due to
the uncertainty of the availability of current fuel prices, making
using them a potential data leak.

Finally, the usage of external public datasets could have
vastly improved the predictions of all models. Unfortunately,
due to time restrictions, we were unable to properly search
for, test, and use any relevant public dataset.

VIII. CONCLUSION

The original goal of the challenge was to use preprocess-
ing methodologies, Machine Learning algorithms and feature
selection methods, in order to most accurately predict the
costs related to the execution of forwarding contracts in a
transporting company. Using feature engineering techniques,
as well as a weighted diversified ensemble of XGBoost,
Random Forest, and deep learning models (a feed-forward
neural network), we were able to predict the expenses of the
forwarding contracts with a RMSE of 0.1573.

In this paper, all missing data was imputed using mean
filling and median filling. However, in the future, more sophis-
ticated methods for data imputation can be utilized, such as
Multiple Imputation by Chained Equations [40] or Regression
Imputation [41].

In a broader context, we can conclude that in real-life
business problems, domain knowledge and information are es-
sential. With manual feature extraction that reflects the domain
knowledge, valuable features could be created that improve the
model performance. Likewise, without the domain knowledge,
the model validation from a practicality and explainability
perspective could be limited.

ACKNOWLEDGEMENT

This work was partially financed by the Faculty of Com-
puter Science and Engineering at the Ss.Cyril and Methodius
University, Skopje, Macedonia.

444 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



REFERENCES

[1] E. Zdravevski, P. Lameski, C. Apanowicz, D. Slezak, From big data
to business analytics: The case study of churn prediction, Applied Soft
Computing 90 (2020) 106164. doi:https://doi.org/10.1016/
j.asoc.2020.106164.

[2] J. Bi, C. Zhang, An empirical comparison on state-of-the-art multi-class
imbalance learning algorithms and a new diversified ensemble learning
scheme, Knowledge-Based Systems 158 (2018) 81–93. doi:https:
//doi.org/10.1016/j.knosys.2018.05.037.

[3] M. Grzegorowski, E. Zdravevski, A. Janusz, P. Lameski, C. Apanowicz,
D. Slezak, Cost optimization for big data workloads based on dynamic
scheduling and cluster-size tuning, Big Data Research 25 (2021) 100203.
doi:https://doi.org/10.1016/j.bdr.2021.100203.

[4] E. Zdravevski, P. Lameski, A. Kulakov, S. Filiposka, D. Trajanov,
B. Jakimovski, Parallel computation of information gain using hadoop
and mapreduce, in: 2015 Federated Conference on Computer Science
and Information Systems (FedCSIS), IEEE, 2015, pp. 181–192.

[5] A. Janusz, A. Jamiołkowski, M. Okulewicz, Predicting the costs of
forwarding contracts: Analysis of data mining competition results, in:
Proceedings of the 17th Conference on Computer Science and Intelli-
gence Systems, FedCSIS 2022, Sofia, Bulgaria, September 4-7, 2022,
IEEE, 2022.

[6] A. Janusz, G. Hao, D. Kaluza, T. Li, R. Wojciechowski, D. Slezak,
Predicting escalations in customer support: Analysis of data mining
challenge results, in: 2020 IEEE International Conference on Big Data
(Big Data), IEEE, 2020, pp. 5519–5526.

[7] A. Janusz, M. Przyborowski, P. Biczyk, D. Slezak, Network device
workload prediction: A data mining challenge at knowledge pit, in:
2020 15th Conference on Computer Science and Information Systems
(FedCSIS), IEEE, 2020, pp. 77–80.

[8] A. Janusz, D. Kaluza, A. Chkadzynska-Krasowska, B. Konarski, J. Hol-
land, D. Slezak, Ieee bigdata 2019 cup: suspicious network event
recognition, in: 2019 IEEE International Conference on Big Data (Big
Data), IEEE, 2019, pp. 5881–5887.

[9] M. Matraszek, A. Janusz, M. Swiechowski, D. Slezak, Predicting
victories in video games-ieee bigdata 2021 cup report, in: 2021 IEEE
International Conference on Big Data (Big Data), IEEE, 2021, pp. 5664–
5671.

[10] P. Refaeilzadeh, L. Tang, H. Liu, Cross-validation., Encyclopedia of
database systems 5 (2009) 532–538.

[11] G. Behera, N. Nain, Grid search optimization (gso) based future sales
prediction for big mart, in: 2019 15th International Conference on
Signal-Image Technology & Internet-Based Systems (SITIS), IEEE,
2019, pp. 172–178.

[12] S. Punia, K. Nikolopoulos, S. P. Singh, J. K. Madaan, K. Litsiou, Deep
learning with long short-term memory networks and random forests
for demand forecasting in multi-channel retail, International journal of
production research 58 (16) (2020) 4964–4979.

[13] A. Dutta, A. Dureja, S. Abrol, A. Dureja, et al., Prediction of ticket prices
for public transport using linear regression and random forest regression
methods: A practical approach using machine learning, in: International
Conference on Recent Developments in Science, Engineering and Tech-
nology, Springer, 2019, pp. 140–150.

[14] S.-J. Joo, H. Min, C. Smith, Benchmarking freight rates and procur-
ing cost-attractive transportation services, The International Journal of
Logistics Management (2017).

[15] Z. Yang, E. E. Mehmed, Artificial neural networks in freight rate
forecasting, Maritime Economics & Logistics 21 (3) (2019) 390–414.

[16] A. Ubaid, F. Hussain, J. Charles, Modeling shipment spot pricing in the
australian container shipping industry: case of asia-oceania trade lane,
Knowledge-based systems 210 (2020) 106483.

[17] S. Nataraj, C. Alvarez, L. Sada, A. Juan, J. Panadero, C. Bayliss, Ap-
plying statistical learning methods for forecasting prices and enhancing
the probability of success in logistics tenders, Transportation Research
Procedia 47 (2020) 529–536.

[18] Z. Men, E. Yee, F.-S. Lien, D. Wen, Y. Chen, Short-term wind speed and
power forecasting using an ensemble of mixture density neural networks,
Renewable Energy 87 (2016) 203–211.

[19] X. Ma, J. Sha, D. Wang, Y. Yu, Q. Yang, X. Niu, Study on a prediction
of p2p network loan default based on the machine learning lightgbm
and xgboost algorithms according to different high dimensional data
cleaning, Electronic Commerce Research and Applications 31 (2018)
24–39.

[20] C.-Y. Wang, M.-Y. Lin, Prediction of accrual expenses in balance sheet
using decision trees and linear regression, in: 2016 Conference on
Technologies and Applications of Artificial Intelligence (TAAI), IEEE,
2016, pp. 73–77.

[21] T. Chen, T. He, M. Benesty, V. Khotilovich, Y. Tang, H. Cho, K. Chen,
et al., Xgboost: extreme gradient boosting, R package version 0.4-2 1 (4)
(2015) 1–4.

[22] S. J. Rigatti, Random forest, Journal of Insurance Medicine 47 (1) (2017)
31–39.

[23] E. Zdravevski, P. Lameski, R. Mingov, A. Kulakov, D. Gjorgjevikj,
Robust histogram-based feature engineering of time series data, in: 2015
Federated Conference on Computer Science and Information Systems
(FedCSIS), 2015, pp. 381–388. doi:10.15439/2015F420.

[24] E. Zdravevski, P. Lameski, A. Kulakov, S. Kalajdziski, Transformation of
nominal features into numeric in supervised multi-class problems based
on the weight of evidence parameter, in: 2015 Federated Conference
on Computer Science and Information Systems (FedCSIS), 2015, pp.
169–179. doi:10.15439/2015F90.

[25] P.-E. Danielsson, Euclidean distance mapping, Computer Graphics and
image processing 14 (3) (1980) 227–248.

[26] N. R. Chopde, M. Nichat, Landmark based shortest path detection by
using a* and haversine formula, International Journal of Innovative
Research in Computer and Communication Engineering 1 (2) (2013)
298–302.

[27] I. J. Myung, Tutorial on maximum likelihood estimation, Journal of
mathematical Psychology 47 (1) (2003) 90–100.

[28] J. Benesty, J. Chen, Y. Huang, I. Cohen, Pearson correlation coefficient,
in: Noise reduction in speech processing, Springer, 2009, pp. 1–4.

[29] G. Chandrashekar, F. Sahin, A survey on feature selection methods,
Computers & Electrical Engineering 40 (1) (2014) 16–28.

[30] M. B. Kursa, W. R. Rudnicki, Feature selection with the boruta package,
Journal of statistical software 36 (2010) 1–13.

[31] P. Crewson, Applied statistics handbook, AcaStat Software 1 (2006)
103–123.

[32] E. Winter, The shapley value, Handbook of game theory with economic
applications 3 (2002) 2025–2054.

[33] T. Jayalakshmi, A. Santhakumaran, Statistical normalization and back
propagation for classification, International Journal of Computer Theory
and Engineering 3 (1) (2011) 1793–8201.

[34] G. D. Hutcheson, Ordinary least-squares regression, L. Moutinho and
GD Hutcheson, The SAGE dictionary of quantitative management
research (2011) 224–228.

[35] H. A. Chipman, E. I. George, R. E. McCulloch, Bayesian cart model
search, Journal of the American Statistical Association 93 (443) (1998)
935–948.

[36] A. F. Agarap, Deep learning using rectified linear units (relu), arXiv
preprint arXiv:1803.08375 (2018).

[37] I. Nusrat, S.-B. Jang, A comparison of regularization techniques in deep
neural networks, Symmetry 10 (11) (2018) 648.

[38] H. Zheng, Z. Yang, W. Liu, J. Liang, Y. Li, Improving deep neural
networks using softplus units, in: 2015 International joint conference on
neural networks (IJCNN), IEEE, 2015, pp. 1–4.

[39] T. G. Dietterich, Ensemble methods in machine learning, in: Interna-
tional workshop on multiple classifier systems, Springer, 2000, pp. 1–
15.

[40] I. R. White, P. Royston, A. M. Wood, Multiple imputation using chained
equations: issues and guidance for practice, Statistics in medicine 30 (4)
(2011) 377–399.

[41] Z. Zhang, Missing data imputation: focusing on single imputation,
Annals of translational medicine 4 (1) (2016).

APPENDIX A
APPENDIX 1: CONFIGURATION FOR THE INDIVIDUAL

MODELS

MILENA TRAJANOSKA ET AL.: APPLICATION OF DIVERSIFIED ENSEMBLE LEARNING IN REAL-LIFE BUSINESS PROBLEMS 445



TA
B

L
E

I
R

E
S

U
LT

S
A

N
D

C
O

N
FI

G
U

R
A

T
IO

N
F

O
R

T
H

E
IN

D
IV

ID
U

A
L

M
O

D
E

L
S
.

Id
A

lg
or

ith
m

Pa
ra

m
s

Fe
at

ur
es

/
pr

ep
ro

ce
ss

in
g

To
ta

l
Fe

at
ur

es
Tr

ai
n

co
nfi

g
R

M
SE

va
l

R
M

SE
le

ad
er

bo
ar

d

1
L

in
ea

rR
eg

re
ss

io
n

/

[e
u
r
o

ex
ch

a
n
g
e
r
a
te

,f
ir
st

lo
a
d

la
t,
la
st

u
n
lo
a
d

la
t,

f
ir
st

lo
a
d

lo
n

,l
a
st

u
n
lo
a
d

lo
n

,r
o
u
te

st
a
r
t
la
t,

r
o
u
te

st
a
r
t
lo
n

,r
o
u
te

en
d

la
t,
r
o
u
te

en
d

lo
n

,
k
m

em
p
ty

,k
m

n
o
n
em

p
ty

,t
r
a
in

k
m

,
f
er

r
y

d
u
r
a
ti
o
n

,k
m

to
ta
l,
m
a
x

w
ei
g
h
t,

r
o
u
te

st
a
r
t
n
u
m
er

ic
,t
im

e
ta
k
en

m
in

u
te
s]

-
ST

A
N

D
A

R
D

IZ
E

D
[f
er

r
y

in
te
r
v
a
ls

,t
r
a
in

in
te
r
v
a
ls

,i
d

se
r
v
ic
e
ty
p
e]

-
M

IN
M

A
X

SC
A

L
E

D

43
va

lid
at

io
n

sp
lit

ba
se

d
on

id
p
a
y
er

0.
67

03
01

28
07

0.
45

98

2
L

in
ea

rR
eg

re
ss

io
n

/

se
le

ct
fr

om
ab

ov
e

pr
ep

ro
ce

ss
ed

fe
at

ur
es

[e
u
r
o

ex
ch

a
n
g
e
r
a
te

,f
ir
st

lo
a
d

la
t,
f
ir
st

lo
a
d

lo
n

,
r
o
u
te

en
d

la
t,
la
st

u
n
lo
a
d

lo
n

,k
m

em
p
ty

,
k
m

to
ta
l,
tr
a
in

k
m

,f
er

r
y

d
u
r
a
ti
o
n

,m
a
x

w
ei
g
h
t,

r
o
u
te

st
a
r
t
n
u
m
er

ic
,t
im

e
ta
k
en

m
in

u
te
s]

12
va

lid
at

io
n

sp
lit

ba
se

d
on

id
p
a
y
er

0.
69

42
58

41
57

0.
50

27

3
L

in
ea

rR
eg

re
ss

io
n

/
ad

d
k
m

to
ta
l
sq

,m
a
x

w
ei
g
h
t
sq

an
d
ti
m
e
ta
k
en

m
in

u
te
s
sq

to
ab

ov
e

fe
at

ur
es

15
va

lid
at

io
n

sp
lit

ba
se

d
on

id
p
a
y
er

0.
57

13
36

92
16

0.
43

09

4
L

in
ea

rR
eg

re
ss

io
n

/
ad

d
k
m

to
ta
l
cu

be
,m

a
x

w
ei
g
h
t
cu

be
an

d
ti
m
e
ta
k
en

m
in

u
te
s
cu

be
to

ab
ov

e
fe

at
ur

es
18

va
lid

at
io

n
sp

lit
ba

se
d

on
id

p
a
y
er

0.
50

92
78

47
26

1.
01

27

6
X

G
B

oo
st

Pr
ed

ic
te

d
us

in
g

X
G

B
R

eg
re

ss
or

w
ith

hy
pe

r-
pa

ra
m

et
er

tu
ni

ng
on

al
ph

a,
bo

os
te

r,
et

a,
la

m
bd

a
an

d
m

ax
de

pt
h.

43
va

lid
at

io
n

sp
lit

ba
se

d
on

id
p
a
y
er

0.
34

0.
17

35

7
X

G
B

oo
st

m
ax

de
pt

h
=

10
,o

th
er

de
fa

ul
t

E
xt

ra
ct

ed
ag

gr
eg

at
e

fe
at

ur
es

fr
om

ro
ut

es
ta

bl
e

73
5-

fo
ld

cv
R

M
SE

av
er

ag
ed

0.
18

0.
16

49
8

X
G

B
oo

st
m

ax
de

pt
h

=
10

,n
-e

st
im

at
or

s
=

10
00

Fe
at

ur
e

se
le

ct
io

n
w

ith
B

or
ut

a
sh

ap
48

va
lid

at
io

n
sp

lit
ba

se
d

on
id

p
a
y
er

0.
15

0.
16

22

9
Fe

ed
Fo

rw
ar

d
N

et
w

or
k

D
en

se
(6

4,
ac

tiv
at

io
n=

re
lu

)
D

ro
po

ut
(0

.2
)

B
at

ch
N

or
m

al
iz

at
io

n(
)

D
en

se
(1

28
,a

ct
iv

at
io

n=
re

lu
)

D
ro

po
ut

(0
.2

)
B

at
ch

N
or

m
al

iz
at

io
n(

)
D

en
se

(1
,a

ct
iv

at
io

n=
so

ft
pl

us
)

M
in

/M
ax

sc
al

in
g

al
l

fe
at

ur
es

ex
ce

pt
bi

na
ry

48

B
A

T
C

H
SI

Z
E

=
32

E
PO

C
H

S
=

50
0

L
E

A
R

N
IN

G
R

A
T

E
=

10
e-

3
O

PT
IM

IZ
E

R
=

A
da

m
E

A
R

LY
ST

O
PP

IN
G

on
va

lid
at

io
n

R
M

SE
pa

tie
nc

e
3

VA
L

ID
A

T
IO

N
SP

L
IT

=
0.

2

0.
29

11
0.

28
95

10
Fe

ed
Fo

rw
ar

d
N

et
w

or
k

D
en

se
(1

28
,a

ct
iv

at
io

n=
re

lu
)

D
ro

po
ut

(0
.2

)
B

at
ch

N
or

m
al

iz
at

io
n(

)
D

en
se

(6
4,

ac
tiv

at
io

n=
re

lu
)

D
ro

po
ut

(0
.2

)
B

at
ch

N
or

m
al

iz
at

io
n(

)
D

en
se

(6
4,

ac
tiv

at
io

n=
re

lu
)

D
ro

po
ut

(0
.2

)
B

at
ch

N
or

m
al

iz
at

io
n(

)
D

en
se

(1
,a

ct
iv

at
io

n=
so

ft
pl

us
)

M
in

/M
ax

sc
al

in
g

al
l

fe
at

ur
es

ex
ce

pt
bi

na
ry

48

B
A

T
C

H
SI

Z
E

=
16

E
PO

C
H

S
=

50
L

E
A

R
N

IN
G

R
A

T
E

=
10

e-
4

O
PT

IM
IZ

E
R

=
A

da
m

E
A

R
LY

ST
O

PP
IN

G
on

va
lid

at
io

n
R

M
SE

pa
tie

nc
e

3
VA

L
ID

A
T

IO
N

SP
L

IT
=

02
.

0.
18

3
0.

19
3

11
Fe

ed
Fo

rw
ar

d
N

et
w

or
k

D
en

se
(1

28
,a

ct
iv

at
io

n=
re

lu
)

D
en

se
(6

4,
ac

tiv
at

io
n=

re
lu

)
D

en
se

(6
4,

ac
tiv

at
io

n=
re

lu
)

D
en

se
(1

,a
ct

iv
at

io
n=

lin
ea

r)

M
in

/M
ax

sc
al

in
g

al
l

fe
at

ur
es

ex
ce

pt
bi

na
ry

48

B
A

T
C

H
SI

Z
E

=
16

E
PO

C
H

S
=

50
L

E
A

R
N

IN
G

R
A

T
E

=
10

e-
4

O
PT

IM
IZ

E
R

=
A

da
m

E
A

R
LY

ST
O

PP
IN

G
on

va
lid

at
io

n
R

M
SE

pa
tie

nc
e

3
VA

L
ID

A
T

IO
N

SP
L

IT
=

0.
2

0.
16

83
0.

17
75

12
R

an
do

m
Fo

re
st

m
ax

de
pt

h
=

10
,m

in
sa

m
pl

es
le

af
=

5,
m

ax
fe

at
ur

es
=

40
A

ll
fe

at
ur

es
us

ed
40

5-
fo

ld
cv

R
M

SE
av

er
ag

ed
0.

16
62

0.
17

26

13
R

an
do

m
Fo

re
st

m
ax

de
pt

h
=

10
,m

in
sa

m
pl

es
le

af
=

5,
m

ax
fe

at
ur

es
=

40
,

n
sa

m
pl

es
=

20
0,

m
in

sa
m

pl
es

le
af

=
1

Fe
at

ur
e

se
le

ct
io

n
w

ith
B

or
ut

a
sh

ap
40

5-
fo

ld
cv

R
M

SE
av

er
ag

ed
0.

15
94

0.
16

25

446 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Key Factors to Consider when Predicting
the Costs of Forwarding Contracts

Quang Hieu Vu
ZaloPay, VNG Corporation, Vietnam

hieuvq@vng.com.vn

Ling Cen, Dymitr Ruta, Ming Liu
EBTIC, Khalifa University, UAE

{cen.ling,dymitr.ruta,liu.ming}@ku.ac.ae

Abstract—Predicting the cost of forwarding contracts is a
typical problem that logistics companies need to solve in order
to optimize their business for a better profit. This is the
challenge defined in the FedCSIS 2022 Competition where a five-
year history of contract data and their delivery routes from a
large Polish logistics company are provided to train a Machine
Learning model. In addition to the contract data, historical
wholesale fuel prices and euro exchange rates at the contract time
are also provided. To address this challenge, we first designed a
basic solution where we focused on feature engineering to find
good impact features for the model. After that, the same set
of features were used to train two different models: one using
XGBoost and the other using LightGBM. The average predictions
of the two boosting models were then used as the predictions
for the next post-processing step. Finally, in the post-processing
step, we designed and trained a simple linear regression model
to capture the average monthly changes of the contract cost,
given the changes of the fuel prices and euro exchange rates.
These captured changes were used to post-process (adjust) the
predictions in the previous step to address the issue that tree-
based models could not predict the value that they did not see
before. While the basic solution with careful feature selection
gave us a place in the top-5, our post-processing strategy in the
last step helped us win the 3rd prize in the competition.

Index Terms—Logistics, Forwarding Contract Cost Prediction,
Gradient Boosting Trees, XGBoost, LightGBM, Linear Regres-
sion, Feature Engineering, Post-Processing.

I. INTRODUCTION

MANY logistics companies are on the road to digital
transformation and employ AI/Machine Learning tech-

nologies to support and optimize their daily business. One
of the key challenges that these companies are facing is to
predict to cost of a delivery/forwarding contract in which an
accurate prediction result can help the logistics companies in
many aspects of which three typical ones are listed below:

• To maximize revenue by selecting profitable contracts.
• To identify issues and optimize operations to reduce costs.
• To get better planning in contract execution.
The challenge of predicting the cost of forward contract is

exactly the objective of the FedCSIS 2022 [1] competition 1,
which is in cooperation with PTI and QED Software and spon-
sored by Control System Software 2 – a software company that
has been delivering solutions for the Transportation, Spedition,
and Logistics industry for 20 years. In this competition, a

1https://knowledgepit.ml/fedcsis-2022-challenge/
2https://controlsystem.com.pl/

five-year history of contract data and their delivery routes
together with wholesale fuel prices and euro exchange rates
at the contract time are provided. Specifically, two types of
data sources are provided. While the first data source contains
basic information about the contracts, the second one describes
the main sections of the planned routes associated with each
contract. Given the data, when we performed exploration data
analysis (EDA), we could see that the amount of data is
not big, there are not much information in the contract to
analyse, and the number of provided features in the contract
data is small. As a result, we believed that the most important
factor to design and train a good prediction model is in the
feature engineering process where (1) We need to generate
extra features to be used, in addition to the existing provided
features and (2) useful features should be carefully selected for
the model. With respect to this point, our first contribution in
this paper is in this feature engineering process. Once we got
the selected features, we then simply trained two boosting tree
models: XGBoost and LightGBM and obtained the average
predictions from the two models as the forecast.

Our second contribution in this paper is a simple and
effective approach to post-process the predictions to capture
the trends in contract costs. Basically, it is well-known that
using tree-based models in the presence of trends over time can
lead to inaccurate results. The reason is in the way tree-based
models make predictions. For example, Decision Trees make
regression predictions by seeing which “leaf” the data point
belongs to and assigning the average of the target variable from
the training set to that point. In this case, they fail to accurately
predict values they have not already seen, and values from
a significantly different population (perhaps after some trend
in time) will cause the model to make inaccurate predictions.
Random Forests and Gradient Boosting Tree algorithms suffer
the same problem because their results are averages results of
Decision Trees. In this competition, when we performed EDA,
we could see the fuel prices have steadily increased in the
past couple of years. Euro exchange rates have also increased
during the time of the test set. As a result, there should be
an increase trend in the average cost of the contracts in the
test set, which may not be well captured by the models in the
previous step. Therefore, we designed and trained a simple
linear regression model to capture the trend in the average cost
of forwarding contracts and use this model’s result to post-
process the predictions from tree-based models. This post-
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processing step did help to uplift our prediction model and
brought us to the 3rd position in the final ranking list.

To summarize, our contributions are twofold:
• We present our feature engineering process in which we

first share how to generate extra features using route
information and then select good features having impacts
to the forecast model from a set of candidate features.

• We introduce a simple linear regression model used in the
post-processing step to overcome an issue of tree-based
models in capturing trends in contract costs.

For the rest of the paper, we organize the content as follows.
The background and related work are introduced in Section II.
An overview of the competition challenge is described in
Section III. The details of the proposed method are presented
in two sections, where Section IV is dedicated for feature
engineering and feature selection while Section V shows
details of the model design, focusing on the linear regression
model used in the post-processing step. Finally, conclusions
are given in Section VI.

II. RELATED WORK

The costs of forwarding contracts can be affected by many
factors, which, besides contract nature and transportation ar-
rangement, fuel prices, currency exchange trends are decisive
too. The actual transportation cost is also constrained by
some factors such like behavior of drivers, weather, traffic,
market demand, etc., accurately forecasting the cost is, thus,
challenging, but critical in the business providing logistics
service or involving supply chains [5].

Artificial intelligence techniques empowered solutions have
been investigated to solve transportation problems in both
industry and academy. A logit neural network (NN) based
mode selection model was developed to address border trans-
portation in [11]. Freight demand was predicted for inter-
modal terminals by NNs in [12]. Traffic volume in non-urban
highways under heterogeneous conditions and vehicle counts
were predicted by developing a NNs based model in [13].

There is, however, quite little work published in the litera-
ture on cost prediction of forwarding contracts. The work in
[14] developed AI based models to predict the long-term cost
of the logistics service, and attempted to construct a risk-aware
interval for the prices to be offered in the bid, aiming to boost
competitiveness in the application for tenders, and in addition,
historical data was used to develop statistical learning models
for predicting the success likelihood of a tender based on the
actual data and predicted service prices achieved from previous
stage. In [5], a trapezoidal neutrosophic fuzzy analytical hier-
archy process (TNF-AHP) was proposed to determine the most
significant criteria that were used to predict transportation cost
by an artificial neural network (ANN) model, which, claimed
by the authors, can be also used in supply chain management
and inventory control management.

Boosting is a popular technique used in machine learning to
reduce errors in predictions from which to improve the accu-
racy of machine learning models. The basic idea of boosting
approach is to combine a set of weak models into a strong

and robust model, which is able to reduce the prediction bias
[6], [7]. Gradient boosting (GB) is an extension of boosting,
in which the process of additive generation of weak models
is based on a gradient descent algorithm over an objective
function [8]. Gradient boosting decision tree (GBDT) is an
ensemble model of decision trees, used as weak learners in
the gradient boosting ensemble model. In each iteration of its
training process, a new decision tree is added to the pool,
which tries to increasingly learn on mistakes of decision trees
already in the pool by fitting the negative gradients (or residual
errors) [9], [10].

III. COMPETITION DESCRIPTION

The challenge of the FedCSIS 2022 [1] is to predict the
cost of forward contracts, using five-year history of contract
data and their delivery routes together with wholesale fuel
prices and euro exchange rates at the contract time. The data
is provided in three different files as follows:

• Main contract data: contain general information of for-
ward contracts that are ready to be used as features
to train a model. The data is stored in two .csv files:
“css_main_training.csv” and “css_main_test.csv”.

• Contract route data: provide detailed information about
routes of forward contracts, which can be used to generate
extra features (note that some basic route features are
already created in the main contract data). The data is
stored in two .csv files: “css_routes_training.csv” and
“css_routes_test.csv”.

• Wholesales fuel prices: store average fuel prices at
monthly level throughout the time of forward contracts
in a single .csv file, “fuel_prices.csv”.

The accuracy of the prediction model is measured by
the Root Mean Square Error (RMSE) metric. Note that the
purpose of using RMSE is to give higher penalty for large
errors compared to smaller ones because the errors are squared
before they are averaged.

IV. FEATURE ENGINEERING

The process of feature engineering, which typically includes
feature generation at first, followed by feature selection using
Greedy Forward Search, Greedy Backward Search, and finally
SHAP analysis [15] for feature importance, is clearly presented
in this paper [16]. Thus, in this section, we simply discuss
which sources we used to generate our features as well as the
list of our selected features.

In general, the features that were used to train our models
to predict the cost of forward contracts were generated in
the two basic steps. In the first step, we executed “feature
generation” during which extra features are generated from
the first two data sources: “main training data” and “contract
route data”. After that, we performed “feature selection” to
determine the usefulness of generated features based on their
impact on the performance of our models and finally chose
which are the features that should be included in training
our final models. In general, our features could be classified
into “basic features” which are available in the “main contract
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data” and “extra features” which are generated in the feature
generation process.

A. Basic features

We use all available features in the “main training data”
but one and they are all good features in the top-20 important
features returned by our model. The only exception is from the
“euro_exchange_rate”, which we thought to be an important
feature, but the model told us otherwise. We tried a number of
ways to utilize the “euro_exchange_rate” such as using it as
a single feature, identifying trend up or down in the exchange
rates, or converting it into a mean-encoding feature. But, none
of the above approaches was succeeded. As a result, we did
not use the “euro_exchange_rate” in the main model. However,
it turned out that this feature was still useful in the linear
regression model that we employed later in our post-processing
step presented later in Section V.

B. Extra features

Extra features are mainly generated from “css_routes” files.
These features help to identify special properties of the routes
from which giving the model better forecast accuracy. They
include the following sets of features:

• The route statistics features: include the number of route
segments, the number of route segments with and without
cargo, and the number of route segments where starting
and ending points are in the same country (or in different
countries). These features give us extra information on
how big or complexity the forward contract is, in addition
to the existing “km distance” feature.

• The gap feature between “km distance” and “Haversine
distance”: this feature provides us how easy or hard a
contract forward can be executed. Picture that if the
“Haversine distance” is short while the “km distance”
is long, the implication is that it is not easy or straight-
forward to move directly from the start to the end of the
contract as some detour may be required in the trip.

• The statistics of vehicles and trailers used in the trip:
include the average of axle counts from all vehicles and
trailers, the average of kerb weight from all vehicles and
trailers, the average of vehicle engine capacity and the
average of trailer payload. These features tell us how
heavy the cargo is in the trip, in addition to the “max
weight” feature in the main contract data.

• The features about distance between the route start and
the point where the cargo is loaded first as well as
distance between the route end and the point where the
cargo is last unloaded. These features tell us the percent
utilization of vehicles in the contract.

In addition to route features, as we have a text describing
the temperature requirement in the main contract data, we gen-
erated the following temperature requirement features, which
are good features for the model because the forward contract
cost should be higher if there are special requirements for the
temperature such as frozen or automatic. Specifically, these
features include:

• The range of temperature (low and high) if they are
mentioned in the text field. Otherwise, they are left with
NULL values. In some cases, where a fixed temperature is
required, we set equal values for both the low temperature
and high temperature.

• One-hot encoding features for the top-5 important words
detected from the text such as frozen, continuous, or
automatic. These words are created simply by getting
the top-5 words returned from “CountVectorizer” after
removing stop words.

Finally, as we have the time when the trip starts and ends
in the main contract data, we generate these following extra
time related features:

• The weekdays where the trip starts and ends as the cost
could be different if we start or end the trip at different
days of the week. For example, the trip starts or ends
during the weekend may lead to a higher contract cost.

• Similar to the above case, the hour of day where the trip
starts and ends also have impacts on the contract cost. A
night time start or end is expected to have a higher cost
compared to other time of the day.

• Finally, the day of month where the trip starts and ends
and the duration (in terms of hours and days) of the trip
also contribute to changes in the contract cost.

C. Model design and implementation

Given the list of good features obtained in the above feature
engineering step, we simply designed and trained two boosting
trees: XGBoost and LightGBM, using the same set of features
and the final prediction is the average predictions returned
from the two models. As you can expect, the combination of
the two models using the same set of features does not help to
make much improvement in the model accuracy. Instead, we
employ this strategy simply to get a stable prediction result
as our main concern is always the overfitting issue given the
small amount of data used for the public leaderboard, which
we experienced in the past two competitions of 2020 [2], [3]
and was presented in the paper [4].

V. FORECAST POST-PROCESSING WITH LINEAR
REGRESSION

As discussed in Section IV, we could not utilize the euro
exchange rates in the main model. Similarly, when we tried to
add wholesale fuel prices to the main model, it does not have
a positive impact. However, when we looked at the changes
in both euro exchange rates and fuel prices, we could see that
during the period of testing, there was a significant increase
in both euro exchange rates and fuel prices. As discussed in
Section I, since using tree-based models in the presence of
trends over time can lead to inaccurate results, this section
introduces our solution to address this issue. Specifically, we
will present a design and implementation of a simple linear
regression model to predict monthly changes in the average
contract costs in Section V-A and then use the predicted
result to adjust the predictions returned by the main model
in Section V-B.
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A. Forecasting trend in contract costs

To detect trend in contract costs, we built a simple model to
detect the correlation between changes in euro exchange rates
and fuel prices and changes in the average contract cost at
the monthly level. Note that here we assume that the types of
executing contracts each month follow a similar distribution.
As the impact of euro exchange rates and fuel prices could
be different given different trip distance (e.g., short distance
trip may be more or less sensitive to the euro exchange rates
and fuel price changes compared to long distance trip) and
whether train routes or ferry routes are involved in the trip,
we need to consider this factor into the model. In the end, we
trained a linear regression model using the following features
aggregated at the monthly level:

• The minimum, mean, and maximum of euro exchange
rates as well as fuel prices.

• The distance group which we defined based on the total
km of the trip. In our solution, we split contracts equally
into 4 groups having total km greater than 820, between
430 and 820, between 230 and 430, and less than 230.

• The last features are indicators of whether the trip has
train routes or ferry routes.

The training target of the model is the average contract
costs each month obtained from the training data set. Once
the model is trained, we use it to predict the average contract
costs for months in the test data set.

B. Post-processing predictions

Given the predicted average contract cost of a month
returned from the above linear regression model (let’s call
it A), we compare it against the average predicted contract
costs returned from our main model trained with boosting
trees presented in Section IV (let’s call it B), three cases may
happen:

• If A is equal to B, our two prediction models are aligned.
It is good and we should not do anything for post-
processing.

• In cases A is less than B, there could be a down trend
in the average contract costs that fail to be captured by
our tree-based models, and hence the models generate
over-forecast. In this case, we first compute δ = B − A
and then subtract δ from all predictions returned from the
main model.

• In cases A is greater than B, it is opposite as there could
be an up trend that the tree-based models fail to capture,
and hence we need to add in a δ = A − B for all
predictions made by the main model.

It is interesting to note that in our case, the linear regression
model always returned a higher prediction for the average con-
tract costs. It means that there should be an expected increase
in the contract costs, given the hike of the euro exchange rates
and the fuel prices during the period of time used for testing. In
our solution, by applying this post-processing step, we could
see a score improvement of 0.006 in the Public Leader Board,

which is a good improvement, given that even good features
could only help to improve score of 0.002 to 0.003.

VI. CONCLUSIONS

In this paper, we presented our solution to win the 3rd prize
of the FedCSIS 2022 Challenge. There are two key factors
leading to the effectiveness of our solution. The first one is a
process of feature engineering to generate extra useful features
and then carefully select features for the model. The second
one is a solution for post-processing the predictions in order to
capture changing trends in the forward contract costs, which
otherwise are failed to get in the main tree-based models. They
were both discussed in the paper.
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Abstract—Predicting the cost of forwarding contract is a
severe challenge to road transport management system. The
transportation cost of a forwarding contract often depends on
many factors. It is hard for humans to evaluate the various
factors in transportation and calculate the cost of forwarding
contract. In this paper, we propose an approach to address such
a problem by following the sequence of machine learning steps
which consist of data analysis, feature engineering and model
construction. First, we conduct a detailed analysis of the given
data. Then, we generate effective features to characterize the
cost of forwarding contract and eliminate redundant features.
Finally, in the model construction phase, we propose a gradient
boosting decision tree based method to train and predict the cost
of forwarding contract. The proposed approach achieves RMSE
scores of 0.1391 on the test set, which is the 2nd final score in
the competition.

Index Terms—cost prediction, gradient boosting, model ensem-
ble

I. INTRODUCTION

COST PREDICTION is widely used in various fields, such
as transportation[1], cybersecurity[2], construction[3],

and healthcare[4]. Cost prediction is generally a method of
studying historical data and predicting future costs. Effective
cost prediction can help businesses better control costs and
adjust management strategies for the future in a timely manner,
allowing them to gain a competitive advantage. Transportation
cost prediction is one of the aspects of cost prediction. Anitha
and Patil [1] predicted the transportation costs using a regres-
sion algorithm, which assisted the retail sector predict the cost
incurred for logistics. In the freight company, predicting the
costs of freight forwarding contracts by using historical data
can help freight companies better understand the causes of
costs and select profitable contracts. Thus, from both academia
and industry, predicting transportation costs has drawn a lot
of attention. Accurate transportation cost prediction is still a
challenging problem.

Based on the same background, the FedCSIS 2022 Chal-
lenge: Predicting the Costs of Forwarding Contracts[5] re-
leased the task to develop a predictive model that assesses
the actual costs of individual orders as accurately as possible.
In this challenge, six years of history of contract data and
planned routes are provided. The key to the problem is to find
the factors related to the cost.

* Corresponding author

In this paper, we propose an approach for predicting the cost
of forwarding contracts using the gradient boosting method.
First, we analyse the data given in this challenge and have a
clear understanding of the meaning of each feature. The data
analysis step also provides guidance for the following feature
engineering. Then, in feature engineering, we generate the fea-
tures that can effectively characterise the costs of forwarding
contracts from contract data, planned routes, and historical
wholesale fuel prices. We also remove redundant features
after feature generation. The redundant feature elimination
can reduce training time and the impact of noise on the
training model. Finally, in the model construction phase, we
propose a gradient boosting based method to train and predict
the costs related to the execution of forwarding contracts.
We introduce the model stacking mechanism as an ensemble
method to enhance generalisation performance, which is a
frequently used strategy in machine learning competitions.
The experiments and competition results have both shown the
effectiveness of the proposed approach.

In summary, this paper makes the following contributions:

• We analyse the given data and provide guidance for
the following feature engineering. The guidance helps to
generate effective features in feature engineering.

• We generate effective features from contract data, planned
routes, and historical wholesale fuel prices for cost pre-
diction. The generated features can improve the pre-
diction performance significantly. And we also remove
redundant features to reduce training time and the impact
of noise on the training model.

• We propose an effective stacking approach using a gradi-
ent boosting based method to train and predict the costs
of forwarding contracts, which achieves RMSE scores of
0.1402 on the preliminary testing subset and 0.1391 on
the complete testing set. And we get the 2nd final score
in the competition.

The remainder of this paper is structured as follows: Section
II introduces the FedCSIS’22 challenge. Section III provides
the analysis of the data and the details of our proposed
approach. Section IV shows the results of the experiments.
Finally, conclusions are drawn in Section V.
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Fig. 1. Overview of proposed approach

II. FEDCSIS 2022 CHALLENGE

In this section, we will briefly introduce the FedCSIS
2022 Challenge, titled as Predicting the Costs of Forwarding
Contracts.

The task in this challenge is to predict the costs related to
the execution of forwarding contracts based on contract data
and planned routes. Accurate cost prediction of forwarding
contracts can support freight forwarders in selecting profitable
contracts. The data provided in the challenge is collected by
Control System Software, which is a software company that
has been delivering solutions for the transportation, spedition,
and logistics industry for 20 years[6].

The data set provided in this challenge contains a six-year
history of orders appearing on the transport exchange. Details
of the dataset are presented in the Section III. The aim of
the competition is to develop a predictive model using the
training set that assesses the actual costs of individual orders
as accurately as possible.

The preliminary scores of submitted solutions are computed
on a small subset of the testing data and published on the
public leaderboard. The final evaluation is published using all
of the test records after the competition ends.

III. METHODOLOGY

In this section, we describe in detail our proposed approach
for predicting the cost of forwarding contracts. An overall
framework of our proposed approach is provided in Figure 1.
The approach includes data analysis, feature engineering, and
model construction.

A. Data Analysis

TABLE I
BRIEF VIEW OF THE COMPETITION DATA

Data Format Size (train/test)

Main Table csv 69.9 MB / 14.2 MB
Routes Table csv 204 MB / 58.2 MB
Fuel Prices csv 68.1 KB

There are two data tables and an additional set of data
provided in this competition. A brief view of the data is shown
in Table I. The main table contains basic information about
the contracts, and the routes table describes the main sections
of the planned routes associated with each contract. The main
table and routes table are linked by “id_contract”. One contract
usually consists of several route sections. The additional set

of data is fuel prices, which contains historical wholesale fuel
prices for the period of training and test data.

The main table records the details of individual contracts.
The main table contains unique contract ids and their related
information, as well as the expenses of each contract. The
associated information of a contract id includes 1) the general
information of contract such as payer, currency, direction,
contract type, service type, duty count, planned time. 2) the
basic characteristics of the shipped goods, such as refriger-
ation, temperature, and maximum weight. 3) expected route
information, such as longitude and latitude of loading and
unloading positions, longitude and latitude of route start and
end positions, kilometers to be covered according to the route
plan, ferries and trains usage. As these data are important to
predict the cost of forwarding contract, they form the core set
of features used to train our model.

The route table records the main sections of each contract’s
planned route. The route table has more detailed information
about the planned route, which contains all route steps of each
contract. The associated information of a route step includes 1)
general information of route step such as the sequence number,
step type, latitude and longitude of the end route step point,
city, address, and estimated time. 2) information of ferry and
train usage. 3) the vehicle and trailer status information. These
data contain information about all of the route steps, which can
help our model understand the specific route composition in
a contract and assess the cost of a contract at the granularity
of route step.

The fuel price table records historical wholesale fuel prices
from 2016-01-01 to 2021-11-30, which covers the period of
training and test data. This table describes three different types
of fuel price information. The cost of transportation can be
directly affected by the price of fuel. Thus, it is also an
important component of freight forwarding contract costs.

Among these data tables, the main table provides the base
information for the competition task. We can explore the
properties for further feature engineering when we have a clear
understanding of the meaning of the data and features. First,
we analyse the expenses column, which is a continuous value
to indicate the cost of forwarding contract. The min value of
expenses is 2.879139, and the max value is 9.598065. It can be
regarded as a regression task. Then, we find that the route table
contains information about all route steps, and the fuel price
table can indicate the fuel price at the time of the contract.
The route table and fuel price table can provide more specific
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information for predicting the cost of forwarding contract.
Thus, it is necessary to extract more information related to
the cost from the route table and fuel price table. This makes
for more targeted feature engineering and more representative
extracted features.

B. Feature Engineering
Following the data analysis phase described above, we

generate three types of new features from the main table,
route table, and fuel price table. We remove redundant features
after all new features have been generated. In the following
subsections, three types of new features and the process feature
selection are comprehensively presented.

1) Main Table Features: Main table features are mainly
generated from the main data table summarizing contract’s
definition and can indicate the transportation costs. As the
temperature feature is quite messy, we perform a simple data
clean to correct the temperature in different formats. Then, we
generate a series of new features to characterise the cost of
contract. The generated features of main table can be divided
into three parts: 1) basic features such as duration time, the
haversine distance from route start to end location and load to
unload location, the ratio of kilometers to be covered with
empty trailer and so on. 2) cross features such as “direc-
tion×contract_type”, “first_load_country×last_unload_country,
and so on. The cross features can characterize the links
between different category features. 3) time features such as
the year of route start time, the quarter of route start time, and
so on. The time features can characterize the impact on costs
at different times.

2) Route Table Features: Route table features are mainly
generated from the route data table based on “id_contract”.
Each contract has a different number of route sections. We
aggregate the section attributes of each contract in different
ways. For numerical attributes, we aggregate them by count,
sum, and ratio operations. We also use statistical methods
like mean, max, min, and median to summarise the numerical
features of each contract. For category attributes, we aggregate
them by counting their occurrences. Moreover, we count
top 1000 cities and address to characterize the geographical
situation of each contract.

3) Fuel Price Features: Fuel price features are mainly
extracted from the fuel price data table. As it is generally
to assess the cost before the contract starts, we directly merge
the fuel price into each contract that matches the route start
time. The merged fuel prices can represent current fuel price
levels at the beginning of the contract.

4) Feature Selection: The feature set has over 2600 features
after all the new features generated. We remove any features
that are redundant or duplicate. A redundant feature is defined
as the percentage of the value of a particular feature that is
greater than 99.9%. Finally, we get 1092 features after simple
feature selection.

C. Model Construction
Gradient boosting decision tree[7] is an model which uses

decision tree as weak learner and improves model quality with

a boosting strategy[8]. The gradient boosting based method
has been shown to achieve superior performance in various
machine learning tasks, such as prediction[9] and ranking[10].
Due to its excellent performance and high accuracy, we
choose the gradient boosting based method as our base model.
There are multiple implementations of gradient boosting based
method, like XGBoost[11], LightGBM[12], and CatBoost[13].

In model construction, we try various gradient boosting
based methods to train the selected features and select the
best method as the base model of our final solution. We
finally choose LightGBM as our base model for its ability
to handle the high dimensions of features and high efficiency.
We also propose an ensemble approach, which introduces the
model stacking mechanism, to improve the generalisation per-
formance. The generalisation ability of an ensemble approach
is usually much stronger than that of base learners[14].

Fig. 2. The framework of proposed ensemble approach

The proposed ensemble approach can be separated into two
levels, as shown in Figure 2. First, the training set is split
into two parts, one part is used for first-level model training
which is LightGBM, the other part, along with the test set,
is used for prediction by the trained first-level model. Then,
we use the predicted results from the first-level model to train
the meta classifier. Typically, the meta classifier is a simple
linear model. Therefore, we choose ridge regression as the
meta classifier. The predicted result of the meta-classifier is
our final result.

IV. EXPERIMENT AND RESULT

A. Experiment Setup

1) Environment: The operating environment is Ubuntu
21.10, memory at 128GB, an Intel Xeon Silver 4210 CPU
@ 2.20GHz, with 40 physical processors.

2) Toolkit: For feature engineering implementation, we use
Pandas 1.2.4, Numpy 1.20.1 to generate new features. We also
use LightGBM 3.3.2 as the implementation of our base model.

3) Evaluation Metric: We take the root mean square error
(RMSE) as the evaluation measurement, which is exactly the
same as the evaluation criterion used for the competition.

B. Experiment Result

To ensure the scores between the local validation and the
actual testing results remain within a certain range, it is
important to have a good validation strategy. Cross-validation
is a resampling method that uses different portions of the data
to test and train a model on different iterations. In typical
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cross-validation, the training and validation sets must cross
over in successive rounds such that each data point has a
chance of being validated against[15]. Since the labels are
continuous values, we use the standard k-fold cross-validation
as our local validation strategy. To determine the value of k, we
tried different values of k and eventually found that the gap
between local validation and online validation was smallest
when k = 3. Thus, we set k = 3 and the gap between our
local validation score and the public leaderboard score was
less than 0.014.

In the experiment, we use different feature sets to evaluate
each set’s performance and the improvement of the model
stacking. The experimental results are shown in Table II. In
this table, “Baseline” represents the feature set contained
in the original main data table, “FeatureSet1” represents
the merging feature set of the original main data table and
generated main table features, “FeatureSet2” represents the
merging feature set of FeatureSet1 and generated route
table features, “FeatureSet3” represents the merging fea-
ture set of FeatureSet2 and generated fuel price features,
and “Stacked” represents the model stacking based on the
FeatureSet3.

TABLE II
THE EXPERIMENTAL RESULTS OF DIFFERENT FEATURE SETS

Feature Set RMSE Score(Local Validation)

Baseline 0.1463
FeatureSet1 0.1398
FeatureSet2 0.1276
FeatureSet3 0.1275

Stacked 0.1267

From Table II, it can be derived that: 1) From the result
of training each feature set, the RMSE score get smaller and
the performance gets better as the feature increase. The local
validation result of FeatureSet3 is 0.1275, which improves
0.0188 RMSE scores compared to the Baseline. The experi-
mental results prove the effectiveness of our proposed feature
engineering. 2) Comparing the base model and stacked model,
the stacked model “Stacked” has 0.1267 RMSE scores, which
improves by 0.0008 RMSE scores compared to the base model
FeatureSet3. The results of the comparison show that the
model stacking strategy can improve the generalisation perfor-
mance of the base model. Both the results of local validation
and the public leaderboard can prove the effectiveness of our
proposed approach.

V. CONCLUSION

In this work, we propose a gradient boosting based approach
to predict the cost of forwarding contracts. We first analyse
the data related to the freight forwarding contracts and provide
the gudiance for the feature engineering. Then, we focus on
the feature engineering step to generate new features from
the given data which can effectively characterise the cost
of contracts. Finally, we present an ensemble approach that
introduces the model stacking mechanism to improve the
generalisation performance of base models. Both the results
of our self-validation and the competition have shown that our

proposed approach is competitive. Future work can focus on
trying a deep learning model as the base model for modelling
the contract data and considering time as a trend factor for the
features.
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Abstract4The block subspace iteration method for problems

of  structural  dynamics  oriented  on  multi-core  computers  is

presented  to  extract  the  natural  vibration  frequencies  and

modes.  The  investigation  is  focused  on  multithreaded

parallelization of all principal stages of the method allowing to

determine up to several  thousand eigenpairs  even for design

models with a lot of very close or multiple eigenfrequencies.  

I. INTRODUCTION

ODERN design  finite-element  models  of  buildings

and structures usually have a dense spectrum of natu-

ral vibration frequencies. Mathematically, the problem is re-

duced to solving a partial generalized algebraic eigenvalue

problem of a large dimension

M

Kv
i
2»

i
Mv

i
=0 , i∈ [1 , n ] . (1)

Here K is a sparse symmetric positive definite stiffness ma-

trix,  M 3 diagonal or sparse symmetric semi-definite mass

matrix, {»i,  vi} 3 eigenpair,  N 3 dimension of the problem

(1), n 3 number of required eigenpairs.

Requirements  of  seismic  norms  to  determinate  such  a

number of eigenpairs, which will provide a sufficiently high

percentage of modal masses [1], [2] for each of the seismic

input directions, leads to the fact that for many design mod-

els, with dimensionality,  N = 2,000,000 ÷ 6,000,000 often

has to obtain several thousands of eigenpairs [3].

The vast majority of such calculations are carried out by

small and medium-sized design bureaus, so the main tool for

numerical solutions of such problems are multi-core comput-

ers with shared memory, on which the solution of such prob-

lems by conventional methods can take from several hours

to several days. Thus, increasing the performance of numeri-

cal methods for solving problem (1) for large design models

with a large number of required eigenpairs is of great impor-

tance.

Both  the  Lanczos  method  and  the  subspace  iteration

method can be seen as varieties of the Arnoldi method [4].

However, within the framework of this article, we will con-

fine ourselves to treating these methods as a kind of inverse

matrix iteration method.

In the existing FEA software for the problems of struc-

tural  dynamics,  various  versions  of  the  block  Lanczos

method with spectral transformations  [5],  [6], etc. are very

popular. The block version of the Lanczos method allows us

to confidently solve problems for  which there  are a large

number of multiple or almost multiple eigenfrequencies, in

other words, the spectrum of eigenfrequencies has the area

of condenses. Spectral transformations of type      

Mv
i
2

1

»
i
2Ã

(K2ÃM ) v
i
=0 , i∈ [1 , n ] , (2)

where  Ã - shift, first, allow us to better separate the close

eigenfrequencies,  which speeds up the convergence of the

method, and secondly, divide the desired frequency interval

to relatively small sub-intervals,  limiting the dimension of

the reduced  problem on the Krylov  subspace  even  in  the

case  when  we need  to  determine  several  thousand  eigen-

pairs. At the same time, the maximum dimension of the re-

duced problem on the Krylov subspace does not depend on

the number of required eigenpairs, which provides a quasi-

linear computational complexity of the method instead of the

quadratic computational complexity typical  for versions of

the method operating on the single frequency interval.

With  the  development  of  multi-core  computers  with

shared memory, it turned out that existing implementations

of  the  Lanczos  method  face  difficulties  in  multi-threaded

parallelization. One of the reasons that reduce the effective-

ness of parallelization is the dimensionality of Krylov's sub-

space  changing  from step  to  step.  Our  observations  have

shown that while the dimension of the Krylov subspace is

approximately within the first third of the maximum dimen-

sion in the current frequency interval, it is not possible to ef-

fectively use all the cores of the processor.

The disadvantage of a simple version of the subspace iter-

ation method  [1] (section 14-6) is the quadratic increase in

the time of solving the problem with an increase in the num-

ber of required eigenpairs, which makes it practically unac-

ceptable for the class of problems presented here.

The block version of the shifted subspace iteration method

[7] corrects many shortcomings of the previous version of

the  algorithm.  The  essence  of  the  method  is  that  the

iterations  are  performed  in  a  block of  a  fixed  dimension,

which  is  much  smaller  than  the  number  of  required

eigenpairs.   As  soon  as  converged  eigenpairs  appear  in

the  block,  the  corresponding  eigenvectors  are  placed  in

the  special  storage,  excluded  from  the  block,  and  in

their  place  are  created  new  start  vectors  that
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are linearly independent of each other and orthogonalized 
both to the remaining vectors in the block and to the 
previously converged eigenvectors. At each step of the 
method, all the vectors in the block are orthogonalized to the 
previously converged eigenvectors in order to avoid 
duplication of eigenpairs. At each step of the method, all the 
vectors in the block are orthogonalized to the previously 
converged eigenvectors in order to avoid duplication of 
eigenpairs. These orthogonalization procedures are a 
bottleneck that limits the use of this method for problems in 
which several thousand eigenpairs need to be extracted. 

A similar drawback is the version of the method of 
conjugated gradients with preconditioning and spectral 
transformations [3].  

In this article, we present a block version of the subspace 
iteration method with spectral transformations as an 
alternative to the block Lanczos method. The dimensionality 
of Krylov's subspace remains constant all the time, which 
makes it possible to effectively use the capabilities of modern 
multi-core computers. Spectral transformations accelerate the 
convergence of the method by dividing the close natural 
frequencies, and most importantly, they make it possible to 
divide the frequency interval into computationally 
independent sub-intervals and provide a quasi-linear 
dependence of the solving time of the problem on the number 
of required eigenpairs. 

II. PARALLEL BLOCK SUBSPACE ITERATION METHOD WITH A 

SPECTRAL TRANSFORMATIONS 

A. Foundation 

Before proceeding to the presentation of the proposed 
method, let us first give a simple algorithm of the subspace 
iteration method, corresponding to the one described in [1], 
but at the same time, we will take into account the impact of 
the shift Ã. Let the approximation of the eigenvectors vi

k , 
forming a rectangular matrix be known at step k 

û ýk

m
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·ij is a Kronecker symbol, m 3 block dimension (Krylov 
subspaces dimension). Perform an iteration step with the 
inverse matrix for the expression (2): 

ø ù kk
MQQMK ýóý û1 .                                        (5) 

Matrix 1ûk
Q  contains improved approximations of 

eigenvectors compared to the matrix Qk, but K 3 ÃM and M 

orthogonality of vectors û ými
k

i ,1,1 þû
v  is lost. Therefore, 

the next step is to orthogonalize the column vectors of the 

matrix 1ûk
Q : 
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Substituting (6) in (2), we get an algebraic generalized 
eigenvalue problem in the subspace Sm formed by the vectors  

1ûk
Q : 

û ý û ýø ù û ý û ýmiii

i

,1,0
1

þýýóý
óýü

qmqmk ,            (7) 

where {k} = QTKQ, {m} = QTMQ,  qi = {qi,1, qi,2, & , qi,m}T 

is a vector of dimension m containing the expansion 
coefficients (6). Here, the upper subscript k + 1 is omitted for 
the sake of brevity. Problem (7) is equivalent to a simpler 
problem: 

û ý û ý û ýmiiii ,1,0 þýüý qmqk ,                               (8) 

which is solved by using the LAPACK procedures 
implemented in the Intel Math Kernel Library  [8]. Having 
determined at step k + 1 the approximations of eigenvalues 
and eigenvectors in subspace Sm, we obtain approximations of 
eigenvectors (Ritz vectors) in the source space of dimension 
N: 

û ý111 ûûû ý kkk
qQQ .                                   (9) 

where {q} =  {q1, q2, & , qm}. This ensures the 

K 3 ÃM and M orthogonality of the vectors û ými
k

i ,1,1 þû
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where KÃ = K 3 ÃM, {kÃ}={k} 3 Ã{m}.  

Here, the central moment that ensures the convergence of 
the method is the expression (5). Stages (6) to (9) provide the 
orthogonality of the improved Ritz vectors and prevent 
duplication of eigenpairs. Let's expand the expression (5) 
according to the eigenvectors of the problem (2) and multiply 
left by vj

T:  
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vv , vi
k  is an approximation of  eigenvector 

vi in the iteration step k. Taking into account the orthogonality 
of eigenvectors and the norming conditions with respect to the 
matrix M, and also applying the expression for Rayleigh's 
quantity »i = vi

TKvi  for the problem (1), we get: 
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from which it follows that the closer the shift Ã to the 
eigenvalue »i , the faster will be the convergence of the 
iterative process k = 1, 2, &  to eigenpair {»i, vi}. Figure 1 
presents a typical pattern of convergence of eigenvalues 
around the shift Ã: the closer the eigenvalue »i  is to the shift 
Ã, the faster <on average= the Ritz pair {»k

i, vi} converges to 
the corresponding eigenpair {»i, vi} with the required 
precision.  

 
Fig.  1 Typical convergence of eigenfrequencies for 

methods based on shifted inverse iterations 

 

The phrase "on average" should be understood in the 
statistical sense, since the rate of convergence depends not 
only on the difference »i 3 Ã, but also on the selection of the 
initial approximation determined by ³i

0 coefficients. Thus, 
with the help of a proper selection of the shift value Ã, we can 
control the position of the "center of convergence" on the axis 
». The information provided is well known and is presented 
here to facilitate understanding of the further presentation. 

B. Block subspace iteration method 

The disadvantage of the algorithm outlined above is that, 
with an increase in the number of required eigenpairs, the 
dimension m of the subspace increases, which leads to a rapid 
increase in the duration of such an analysis. To overcome this 
drawback, we divide the frequency interval into the 
subintervals, keeping a relatively small value of the parameter 
m, and also use multi-threaded parallelization. Unfortunately, 
the amount of RAM of modern multi-core computers does not 
allow us to concurrently solve the plurality of problems (2) 
for different shift values Ã, as is done for distributed memory 
systems, so we parallelize the separate stages of the method. 

The following Algorithm 1 presents the proposed 
approach. Step 1 performs the starting initialization of the 
method 3 it creates m orthogonal and M 3 orthonormal 
vectors forming the rectangular matrix Q0. LeftMark and 
Rightmark correspond to the left and right borders of the 
subinterval on the axis » (Fig. 2), and no_conv_modes means 
the number of converged eigenpairs.  

 
 

 
Fig.  2 Next frequency subinterval preparation 

 
 

 
 
Algorithm 1. General algorithm of the block subspace 

iteration method with spectral transformation. 
 

1. Creation of m linearly independent vectors Q0 
according (3). Set k = 1; no_conv_modes = 0; 
LeftMark = RightMark = 0; Ã = 0. 

2. while no_conv_modes < nModes do 
3.   Check status of vectors Qk in block. 
4.   Inverse iteration step (5). 
5.   Create subspace matrices {k}k and {m}k. 
6.   Solve reduced eigenvalue problem (8). 
7.   Calculate new Ritz vectors  (9). 
8.   k++. 
9. end while 

 
Algorithm 2. Check status of vectors Qk in block 
 

1. parallel for i = 1; i <= m; ++i do 
2.   ri

k = Kvi
k 3 »i

kMvi
k  

3.   if ||ri
k||2 / ||»i

kMvi
k||2 < tol 

4.    convi = true; 
5.   else 
6.    convi = false; 
7.  end of parallel for  
8. SetShiftProc(); 
9. if Ãnew == Ã then 
10.   return; 
11. else 
12.   Ã = Ãnew; 
13. end if 
14. "»i * [LeftMark, RightMark] store {»i, vi} as a final 

results. Put: list_new_vect ± i. 
15. LeftMark = RightMark; 
16. Parallel for i * list_new_vect do 
17.   Generate new start vectors instead of stored    

  eigenvectors, orthogonalize them against all    
  remaining vectors in the block and normalize   
  vi

TMvi = 1. 
18. end of parallel for 

 
 
Loop while (steps 2 3 9) works until the number of required 

eigenpairs nModes  are defined. 
In step 3, the status of vectors in the block is checked - 

Algorithm 2. In a parallel loop for (steps 1 3 7), the residual 
vector ri

k is determined. If the condition of step 3 is satisfied, 
this means that this Ritz pair has been converged with the 
required precision set by the tol parameter, and the ith element 
of the conv array is assigned to true.  

The SetShiftProc() procedure (step 8) calculates the 
number of converged eigenpairs, starting with LeftMark until 
the first non-converged Ritz pair meets, and the position 
RightMark (Fig. 2) is determined. Thus, segment [LeftMark, 
RightMark] contains only eigenvalues for converged 
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eigenpairs. The transition to a new subinterval (change in the 
value of the shift Ã) is carried out when the following two 
conditions are satisfied: 

÷ The number of converged eigenpairs on the segment 
[LeftMark, Ã] will be equal to NoNegSignes 3 
no_conv_modes. Here, NoNegSignes is the number of sign 
changes on the main diagonal of the factorized matrix K 3 ÃM  
(the number of eigenvalues enclosed in the interval from zero 
to Ã), and no_conv_modes is the number of converging 
eigenpairs, which should be equal to the number of 
eigenvalues enclosed in the interval from zero to LeftMark 
(Sylvester's theorem of inertia).  

÷ The number of converged eigenpairs on the [LeftMark, 
RightMark] segment is not less than the specified IncrEigVect 
value.  

The first condition ensures that there are no skipped 
eigenfrequencies during the transition from one subinterval to 
another, and the second is necessary to ensure a sufficient 
number of iterations of the method for reliable prediction of 
the RightMark value. 

As soon as the above conditions are satisfied, a transition 
to a new subinterval is carried out: a new shift value is 

calculated as ø ù 2úúú üûüýónew , where »* is an 

approximation of eigenvalue locating on a value IncrEigVect 

from rightmost converged eigenvalue belonging to segment 
[LeftMark, RightMark], and »** is the next eigenvalue 3 see 
Fig. 2.  To ensure the computational stability of the proposed 
algorithm, the prediction »** must be made with sufficient 
accuracy, which depends on the dimension of the block m and 
the value of the IncrEigVect parameter. The recommended 
values of these parameters are discussed in section III, E. 

If at least one of the above conditions is not fulfilled, the 
shift value does not change, there is no transition to a new 
subinterval, the exit from Algorithm 2 (step 9) is performed 
and the iterations in this Qk block continue. Otherwise, the Ã 
shift value is changed and the transition to a new frequency 
interval is made (step 12). All converged eigenpairs in the 
[LeftMark, RightMark] segment are the final result and are 
placed in special storage on disk (step 14) and the LeftMark 
value is reset (step 15). Then, in a parallel region (steps 16 3 
18), new starting vectors are generated in the addresses of 
converged eigenvectors, orthogonalized against themselves, 
as well as against the remaining vectors in the block and 
normalized, after which we proceed to step 4 of Algorithm 1. 

If at this step k there is a change in the magnitude of the 
shift Ã, the factorization of the matrix K 3 ÃM is performed. 
Otherwise, the lower triangular matrix with the previous 
factorization is used. Forward-back substitutions are then 
performed. Multithreaded parallelization is used when 
calculating the rectangular matrix of the right parts (5) is 
performed. To factorize the matrix, the PARFES solver [9] 
designed specifically for multi-core computers with shared 
memory is used. Also, a parallel method [10] is applied to 
perform forward-back substitutions. 

 

 
Fig.  3 Subdivision the matrix Q between threads 

Calculation of projection matrices {k}k = (Qk)T K Qk and  
{m}k = (Qk)T M Qk in subspace Sm = span{vi

k * Qk} 
(Algorithm 1, step 5), is produced using multithreading. 
To do this, the matrix Q (the iteration number k is omitted) is 
divided into blocks Q1, Q2 , & , Qnp, where np is the number 
of threads and mloc = m /np is the number of vectors in each 
block Qp, p * [1, np] (Fig. 3).  If the dimension m of the 
iterated block Q is not multiple to the number of threads, then 
for the last block is taken mloc = m 3 (np 3 1);m/np, where (np 

3 1);m/np is the integer part of this expression. The mapping 
of blocks Q1, Q2 , & , Qnp onto threads is shown in Fig. 3. 
Each thread performs a task:  

û ý û ý û ýnpipip

T

ipip

T

ip ,1,, þýý MQQmKQQk .     (14) 

First, the sparse matrix K is multiplied by a dense rectangular 
matrix Bip = K;Qip, and then {kip} = QTBip is calculated. 
Similarly, the dense matrix {mip} is evaluated. 

The generalized eigenvalue problem (8) in the Sm subspace 
(Algorithm 1, step 6) is solved using the LAPACK procedure 
of the Intel MKL library [8], after which the vectors vi

k+1, i * 
[1, m] are determined (9), using a parallel version of the 
dgemm procedure from the Intel MKL library (Algorithm 1, 
step 7).  

III. NUMERIC RESULTS 

Numerical results have been obtained on computer with 12-
core Intel® Core# i939920X CPU 3.50 GHz processor, 128 
GB RAM, 64-bit Windows 10 Pro OS. This processor 
supports SIMD instructions AVX512F and FMA, has 512-bit 
registers that allow loading eight double words and 
simultaneously perform 8 multiplications and 8 additions. 

The main attention is paid to the analysis of the time of 
solving the problem and the acceleration of the main stages of 
the proposed approach with an increase in the number of 
threads. The comparison is made with the block Lanczos 
method with spectral transformations [6], developed for the 
SCAD FEA software [11] and using the same PARFES solver 
to solve systems of linear algebraic equations with sparse 
symmetric matrices as the proposed approach. In addition, a 
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multi-threaded parallelization of all the main stages of the 
Lanzos method was performed. 

Design models are taken from the collection of problems 
of SCAD Soft 3 IT company, the developer of SCAD, one of 
the most widespread FEA software for the analysis and design 
of building structures in CIS countries, which has a certificate 
of compliance with regional building codes and a license for 
use in the design of nuclear power facilities. 

A. Example 1 

Figure 4 presents a design model of multistorey building 
comprising 4,262,958 equations. 500 eigenpairs are extracted. 
Such number of eigenpairs ensures the sum of modal masses 
90% for each seismic input direction and satisfies 
requirements of the seismic building codes.  

Dimension of block is accepted as m = 96 and parameter 3   
IncrEigVect = 15. Table I depicts the total duration for the 
entire time of solving the problem of each basis stage of the 
proposed parallel block subspace iteration method (PBSI) 
depending on the number of threads. The number of threads 
does not exceed the number of physical core. This used thread 
binding to logical processors, where only one thread runs on 
each physical core. With the exclusive use of a computer for 
only one computing task, this strategy allows us to achieve 
the greatest performance and speed up the method while 
increasing the number of threads. 

 

Fig.  4 Multistorey building 4,262,958 equations. 

 
 

TABLE I. 

DURATION OF THE BASIS STAGES OF THE PARALLEL BLOCK SUBSPACE ITERATION METHOD, S 

# threads Check status  
of Qk vect. 

Factorization Resolution Subspace 
matrices 

Improved Ritz 
vectors 

Rest Total 

1 1674 4744 5358 1719 284 1568 15347 

2 1028 2386 3014 902 191 802 8323 

4 638 1259 1770 491 123 409 4689 

6 542 878 1342 365 105 298 3531 

8 501 711 1159 310 101 242 3024 

10 488 631 1024 275 92 203 2713 

12 461 544 1013 262 98 206 2584 

S12  3.63 8.73 5.23 6.56 2.89 7.61 5.94 

 
 

TABLE II. 

DURATION OF THE BASIC STAGES OF THE BLOCK LANCZOS METHOD WITH SPECTRAL TRANSFORMATIONS, S 

# threads Generation of Lanczos 
vectors 

Reorthogonalization Subspace eigenvalue 
problem 

Check of precision Total 

1 7516 3769 1230 319 13264 

2 4445 2225 1238 235 8196 

4 2741 1310 1227 214 5472 

6 2655 1374 1218 189 5029 

8 2222 945 1229 192 4480 

10 2208 936 1224 180 4360 

12 2194 937 1256 198 4343 

S12  3.43 4.02 0.98 1.61 3.05 

 
The column «Check status of Qk vect.» shows the duration 

of step 3 of Algorithm 1, the column «Factorization» 3 shows 
the duration of factorization of the sparse matrix K 3 ÃM by 
the PARFES solver [9], and the column «Resolution» depicts 
the time spent on performing multiplication of the mass 
matrix M by a rectangular matrix Qk and on forward-back 

substitutions (5). At least for the diagonal mass matrix used 
in this problem, the main time of this step is forward-back 
substitutions, since the calculation of MQk is performed in 
about 5 seconds. The column «Subspace matrices» presents 
the time of evaluation of matrices {k} and {m} (step 5, 
Algorithm 1). The column «Improved Ritz vectors» depicts 
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the time of the improved Ritz vectors evaluation Qk+1 (step 7, 
Algorithm 1), the column «Rest» demonstrates the time of all 
remaining operations which are parallelized too, and column 
«Total» 3 total time for solution of problem. Reduced 
generalized eigenvalue problem on subspace Sm (step 6, 
Algorithm 1) is solved in sequential mode, and the total 
duration of this stage for the given problem is about 0.2 s. 

The last row shows the speedup for 12 threads: S12 = T1/T12, 
where T1 is the total time of this stage on one thread, and T12 
is on 12 threads.  

The total speedup of the PBSI method is 5.94 on 12 threads, 
with the highest speedup achieved at the matrix factorization 
stage and the lowest 3 at the improved Ritz vector calculation 
stage. Taking into account that the duration of this stage is 
about an order of magnitude less than the duration of forward 
and back substitutions, we conclude that the buttlenecks of the 
proposed method are the stages "Check status of Qk vect." and 
forward-back substitutions, having a speedup 3.63 and 5.23, 
respectively. 

The forward and back substitution algorithms are presented 
in details in [10]. It also shows that the greater the number of 
right-hand sides, the higher the speedup of this algorithm with 
increasing the thread number. In the block Lanczos method 
[6], we usually have 7 right-hand sides and speedup does not 
exceed 2.5. The proposed approach has much more than 7 
right-hand sides, so the speedup of forward-back substitutions 
is higher compared with the block Lanczos method. 

Table II shows the results for the block Lanczos method 
with spectral transformations. The basis stages here are 
"Generation of Lanczos vectors", "Reorthogonalization", 
"Subspace eigenvalue problem", "Check of precision". 
Factorization of the K 3 ÃM matrix is performed with each 
change in the shift Ã. The factorization time of the matrix and 
the time of forward and back substitutions are included in the 
total time of the "Generation of Lanczos vectors" stage. The 
"Subspace eigenvalue problem" stage is executed on a single 
thread. The total speedup of the block Lanczos method was 
almost two times worse than the PBSI method, and the total 
duration of the solution on 12 threads was 1.7 times longer. 

B. Example 2 

Figure 5 presents a design model of a shopping and 
entertainment center (TRK), containing 2,442,846 equations. 
Here we use an abbreviator TRK in the original (Ukrainian) 
language. 

 
Fig.  5 Design model of a shopping and entertainment center (TRK),  

2,442,846 equations. 

Unlike the previous one, this design model, due to its low 
height, has much greater rigidity in the horizontal direction, 
which leads to slow convergence of the corresponding sums 
of modal masses. To achieve 90% of the sums of modal 
masses for each of the directions of seismic excitation, it was 
necessary to extract 2270 eigen pairs. At many parts, the 
natural vibration frequency spectrum undergoes condensation 
3 Table III. In red color, especially close eigenfrequencies are 
highlighted. 

For the PBSI method, the following parameter values are 
accepted: m = 96, IncrEigVect = 15. The duration of solving 
the problem on 12 threads is 6,729 seconds.  

The time to solve this problem by the block Lanczos 
method is 11,883 s. Thus, the proposed PBSI method was 
1.77 times faster than the block Lanczos method. 

 
TABLE III. 

FRAGMENT OF EIGENFREQUENCIES SPECTRUM 
# mode » Ë = :»  1/s f = Ë / (2Ã) Hz 

391    1418.3925    37.6616    5.9940 

392    1421.5990    37.7041    6.0008 

393    1422.8605    37.7208    6.0035 

394    1426.9157    37.7745    6.0120 

395    1427.4229    37.7813    6.0131 

396    1428.8853    37.8006    6.0162 

397    1429.2057    37.8048    6.0168 

398    1430.2163    37.8182    6.0190 

399    1432.9059    37.8537    6.0246 

400    1433.9266    37.8672    6.0268 

401    1437.4244    37.9134    6.0341 

402    1439.1556    37.9362    6.0377 

403    1439.8368    37.9452    6.0392 

404    1441.4548    37.9665    6.0426 

405    1444.9049    38.0119    6.0498 

406    1445.5251    38.0201    6.0511 

407    1450.2098    38.0816    6.0609 

408    1450.8574    38.0901    6.0622 

409    1451.5816    38.0996    6.0637 

410    1452.5786    38.1127    6.0658 

411    1454.6621    38.1400    6.0702 

412    1456.4738    38.1638    6.0740 

413    1459.8107    38.2075    6.0809 

414    1462.4419    38.2419    6.0864 

 415     1464.1232     38.2639     6.0899 
 

C. Example 3 

Figure 6 shows a design model of an industrial building 
comprising 1,807,218 equations. The bearing system of such 
a structure is the cross walls and floors (Fig. 7), which 
generates a huge number of local natural vibration modes, 
which practically do not contribute anything to the sums of 
modal masses both in horizontal directions and in vertical. To 
achieve 90% of the sum of modal masses in all directions, 
20,352 eigenpairs had to be determined for this task. 

For the PBSI method, the following parameter values are 
accepted: m = 96, IncrEigVect = 15. The duration of solving 
the problem on 12 threads is 45,819 s. The duration of solving 
the same problem by the block Lanczos method is 61,910 s. 
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Fig.  6 Design model of industrial building 3 1,807,218 equations. 

 

 

Fig.  7 Fragment of industrial building. 

 

 
Fig.  8 Sum of modal masses in each seismic input direction 

 

Fig. 8 shows the process of increasing the sums of modal 
masses with an increase in the number of eigenpairs taken into 
account in the modal analysis. Here SUM{Mx}, SUM{My}, 
SUM{Mz} are the sums of modal masses in directions OX, 
OY, and OZ correspondingly. This problem is an excellent 
test for checking the computational stability and reliability of 
methods for determining the frequencies and modes of natural 
oscillations since to achieve at least 90% of the sums of modal 
masses in the horizontal and vertical directions, it was 
necessary to extract more than 20,000 eigenvalue pairs. 

D.  Example 4. 

Design model of multistorey building is shown in Fig. 9 and 
Fig. 10. This model comprises 2,002,428 equations and has a 
complex shape of the spatial configuration. 

 

 Fig. 9 Multistorey building of complex shape, 2,002,428 equations 
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Fig. 10 Fragment of multistorey building of complex shape. 

 

 

Fig. 11 Typical natural vibration mode for one from floor slabs. 

 
A lot of local vibration modes (Fig. 11) making a very 

small contribution to the sum of modal masses turn out 
determination a large number of eigenpairs for seismic 
analysis 3 1048 eigenpairs are required to obtain 90 % of the 
modal masses sum in horizontal directions and 75% in 
vertical (Fig. 12).  This problem contains the condensation 
parts of the eigenvalue spectrum, one of which is presented in 
table IV. In red color, especially close eigenfrequencies are 
highlighted. 

Fig. 11 demonstrates typical vertical vibrations of floor 
slabs. There are many such floors in the design model, so 
there are a large number of very close natural frequencies. In 
addition, the corresponding local forms of oscillation give a 
small contribution to the seismic response of the system, so it 
is necessary to determine a large number of eigenpairs to 
obtain reliable seismic response. 
 Fig. 12 demonstrates a slow increase of the sums of modal 
masses. 
 

For the PBSI method, the following parameter values are 
accepted: m = 96, IncrEigVect = 15. The duration of solving 

the problem on 12 threads is 2,687 s. The duration of solving 
the same problem by the block Lanczos method is 4,200 s. 

 
 
 
 

TABLE IV. 

FRAGMENT OF EIGENFREQUENCIES SPECTRUM 

# mode » Ë = :»  1/s f = Ë / (2Ã) Hz 

31 2530.432 50.3034 8.006 
32 2536.1223 50.3599 8.015 
33 2542.0002 50.4183 8.0243 
34 2547.2958 50.4707 8.0327 
35 2556.1409 50.5583 8.0466 
36 2560.5829 50.6022 8.0536 
37 2567.1267 50.6668 8.0639 
38 2567.9224 50.6747 8.0651 
39 2568.2671 50.6781 8.0657 
40 2575.9373 50.7537 8.0777 
41 2580.8602 50.8022 8.0854 
42 2582.9832 50.8231 8.0887 
43 2611.8944 51.1067 8.1339 
44 2634.0931 51.3234 8.1684 
45 2673.8288 51.7091 8.2298 
46 2700.4928 51.9663 8.2707 
47 2713.0356 52.0868 8.2899 
48 2721.6674 52.1696 8.3031 
49 2732.2792 52.2712 8.3192 
50 2752.7392 52.4666 8.3503 
51 2764.7959 52.5813 8.3686 
52 2784.2313 52.7658 8.3979 
53 2789.7365 52.818 8.4062 
54 2791.1561 52.8314 8.4084 
55 2808.2844 52.9932 8.4341 
56 2809.4438 53.0042 8.4359 
57 2836.3514 53.2574 8.4762 
58 2844.4709 53.3336 8.4883 

 

Fig.  12 Sum of modal masses in each seismic input direction 

E. Reasoning about the parameters that control the 

convergence and numerical stability of the PBSI method. 

The convergence rate and computational stability of the 
proposed method are determined by the values of the 
parameters m and IncrEigVect. It is desirable that the value of 
m be a multiple of the number of threads np. Then the number 
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of vectors in each subblock Qp,  p ∈ [1,  np] (Fig. 3) will be

the  same,  which  will  favorably  affect  the  balance  of  the

computational load between threads. If the values of the pa-

rameter m are too small, the Ritz pairs located to the right of

RightMark are determined with insufficient accuracy, which

often leads to an unreliable forecast when choosing a new

value of the shift of the new Ã 3 Fig. 2. In this case, it may

turn out that at the new frequency interval,  the number of

natural  frequencies  of  NoNegSignes 3  no_conv_modes en-

closed  between  the  shift  value  Ã and  LeftMark 3  signifi-

cantly exceeds the  IncrEigVect, which often leads to a loss

of convergence of the iterative process. Another danger of

not having enough iterations in a given frequency interval is

that there will be skipped some of the natural frequencies in

the [LeftMark,  RightMark] segment, and then the condition

that number of converged eigenpairs on the segment [Left-

Mark,  Ã] must be equal to  NoNegSignes 3  no_conv_modes

(see  the  description  of  the  SetShiftProc()  procedure)  will

never be fulfilled 3 there will be an emergency interruption

of the calculations after the control number of iterations ex-

ceeds. 

Too small values of the IncrEigVect parameter lead to in-

sufficient accuracy in determining Ritz pairs (too few itera-

tions in a given frequency interval), and too large 3 to shift

the new Ã to the right boundary of the interval. 

Testing  of  a  large  number  of  different  tasks  from  the

SCAD Soft collection showed that the values of the parame-

ters m and IncrEigVect, close to optimal, are as follows: m ∈

[96, 192], IncrEigVect ∈ [10, 30]. In this case, lower m val-

ues correspond to smaller IncrEigVect values. 

It should be noted that when debugging the block Lanczos

method with  spectral  transformations  [6],  we encountered

similar problems when choosing the values of the parame-

ters that ensure the computational stability and convergence

of the method.

IV. CONCLUSION

The considered class of problems often requires determin-

ing  a  large  number  of  natural  vibration  frequencies  and

modes to satisfy to requirements of seismic codes. In addi-

tion, in many cases, due to the presence of a large number of

local oscillation modes,  there are areas of condensation of

the natural  frequency spectrum. These features lead to the

fact that the considered class of problems requires the devel-

opment of effective numerical methods for their solution.

The parallel block method of subspace iteration proposed

in this paper, designed to solve large-scale problems of de-

termining  the  natural  vibration  modes  and  frequencies  of

buildings,  structures,  and  deformable  solids  on  multi-core

computers with shared memory, demonstrates a shorter anal-

ysis time and greater speedup with an increase in the number

of  threads  than  the  block  Lanczos  method  with  spectral

transformations [6], which has been used in many industrial

software over the years.
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Maria Sklodowska-Curie University in Lublin

Pl. M. Curie-Skłodowskiej 5, 20-031 Lublin, Poland
Email: anna.sasak@umcs.pl

Abstract—This paper concerns speculative query execution
support for RDBMS based on the dynamic analysis of input
(user) query stream. A middleware called the Speculative Layer
is presented. Based on a specific multigraph representation
of groups of consecutive input queries, called the Speculation
Window, the Speculative Layer generates speculative queries
for look-ahead execution. These speculatively obtained results
are then used while executing user queries. This paper shortly
presents the structure of the Speculative Layer and the adopted
graph modelling method. Then, a new strategy of queries in the
Speculation Window is introduced. Depending on the availability
of executed speculative queries results we allow order of user
queries in the Speculation Window changes. If a user query was
to be executed without the speculative support, we prefer to delay
its execution in favour of one of the consecutive user queries,
expecting that speculative results obtained in the nearest future
will by useful for the delayed query. The experimental results
presented in a multithreaded environment, cooperating with a
SQLite database, show that the proposed strategy reduces the
number of user queries executed without the speculative results.
Additional series of experiments verifies that the certain param-
eters describing the speculative support system, like Speculation
Window size, are properly chosen.

I. INTRODUCTION

SPECULATIVE Parallelization, sometimes called Opti-
mistic Parallelization[1] is a technique which allows par-

allel execution of code fragments that were originally intended
for a sequential run. To ensure correctness, speculative results
must be verified to avoid dependence violations. In such case
a violating thread and its results are usually discarded and
restarted with updated data [7][8][9]. The practical use of the
speculative approach in relational databases usually supports
single queries, ranked queries [14] or transactions (speculative
transaction protocols) [12][13] by performing some antici-
pated, potentially useful operations or subqueries out of its
standard order [10] or in advance based on received earlier
tips [11]. There are also papers, like [15][16], which focus on
multiple query optimization although without the concept of
the speculative execution.
Graph structures often used as a formalism helping represent
and analyse queries are very popular as they naturally represent
and model entities and their relationships [17][18].
It should be noted that none of the described above optimiza-
tion methods aims at speculative support which covers need
of many future queries at a time. Saving the results obtained
speculatively reminds caching methods [19][20][21][22], but

instead of history based methods we prefer to analyse queries
which are waiting for execution in the nearest future and
support them with data prepared in advance. The specula-
tive execution model we introduced in our previous papers
[2][3][5][6] focuses on parallelised speculative support for
execution of input (user) query streams. It includes a multi-
threaded middleware called the Speculative Layer, which is
situated between user applications and the RDBMS. The aim
of the Speculative Layer is to choose and execute speculative
queries. These speculative results stored in the main memory
structures called Speculative DB constitute quick access data
set available while executing user queries. The process of
choosing speculative queries to be executed is called the
Speculative Analysis. The Speculative Analysis is performed
continuously for groups of consecutive user queries called the
Speculation Window (SW). For each Speculation Window a
specific graph representations of each user query are created,
which are then combined into one multigraph according to the
defined set of rules.
The Speculation Window (SW) moves over the user query
queue by one query. So far, for each SW, the first in order user
query was executed nonspeculatively with or without the use
of speculative results. In this paper we propose a new strategy
for a nonspeculative query execution which is dependent on
the availability of the speculative results. If a first query in the
SW would have to be executed without speculative results we
allow to replace it with a next query in the SW which has at
least one executed speculative query assigned. We assume that
one of the speculative results obtained in the nearest future will
be useful for the delayed query. Speculation Window moves
after the execution of the nonseculative query and we repeat
the attempt to execute the first user query nonspeculatively.
The remaining text of the paper is composed of 3 parts. In
the first part a general structure of the Speculative Layer is
presented. We describe rules for query graphs creation and
the process of Speculative Analysis resulting in optimally
defined set of speculative queries ready for use. Section III
describes the new strategy for the nonspeculative query execu-
tion. Section IV contains results of two series of experiments.
First series of experiments presents effectiveness comparison
between the Speculative Layer execution with old and new
strategies for the nonspeculative query execution. The second
series of experiments verifies the validity of the parameter
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describing the size of the Speculation Window chosen for the
previous versions of the speculative algorithm.

II. THE SPECULATIVE LAYER

Fast evolution of online activities induced development of
database applications with the specific characteristics. These
applications are intensively used as products browsing tools
and thus execute many queries of a specific structure. Such
queries are created by shop users who define search criteria,
directly influencing attributes and conditions in the SELECT
and WHERE query clauses. Therefore, the consecutive queries
contain some common constituent operations, whose results,
if executed speculatively can be used many times.
The above observations were an inspiration to propose a
dynamic speculative support for execution of sql user queries.
This model is implemented as an additional multithreaded
middleware called the Speculative Layer and is located be-
tween user database applications and the RDBMS. The stream
of user queries forms a queue which is continuously analysed
by the Speculative Layer. The analysis (Speculative Analysis)
is performed for the consecutive user queries grouped in a
structure called the Speculation Window (SW) which slides
on the query stream. Each user query is represented by its
query graph created with a set of defined rules. Then, the
single query representations for each Speculation Window are
merged together to create a joint representation of the whole
query group in the form of query Multigraph (QM ).
The Speculative Layer is implemented to support and analyse
CQAC (Conjunctive Queries with Arithmetic Comparisons)
queries with functionality extended by two more allowed oper-
ators: IN for value sets and LIKE for strings comparisons. Ad-
ditionally we allow a nested query in a WHERE clause return-
ing a value for the attribute condition (...WHERE...attribute
operator (SELECT...FROM...WHERE...)).
The aim of the Speculative Analysis process is to identify
some common constituent operations in user queries which
are then used to generate new queries, called the Speculative
Queries. For this, an extended version of QM is created called
Speculative Query Multigraph (SQM ). It contains speculative
edges which are a special type of edges which mark potential
speculative queries. Based on the speculation result we intro-
duce two types of speculative queries: Speculative Parameter
or Speculative Data Queries. As there is allowed possibility
of the modifying query occurrence in the query stream, and
thus in the Speculation Window, we introduce additional type
of speculative edges called Speculative State. Details of the
strategy for modifying query handling process can be found
in [6]. Fig.1 presents the SQM created for the following
component queries:

(Q1) SELECT A1,2, A1,3 FROM R1 WHERE A1,2 = 4
(Q2) SELECT A2,2, A2,3, A1,3 FROM R1, R2 WHERE

A1,4 = A2,1 AND A2,2 > 7
(Q3) SELECT A1,2, A2,2 FROM R1, R2 WHERE A1,4 = A1,2

AND A1,3 LIKE 2%xx2 AND A2,2 < 2
(Q4) SELECT A2,2, A2,3 FROM R2 WHERE A2,2 > 5

Fig. 1. Query Multigraph representing four user queries.

It has also Speculative Data edges inserted (red stripped lines)
which represent one of 5 possible speculative queries to be
executed for this SW: (sq1) SELECT A2,1, A2,2, A2,3 FROM
R2 WHERE A2,2 > 5. Such speculative query results, if
executed, can be used while executing two user queries from
this SW: Q2 and Q4.
Chosen speculative queries are executed in parallel with the
original user queries and its results are stored in a dedicated
RAM memory database structure called the Speculative DB.
The data from the Speculative DB is ready to be used during
execution of input user queries, called nonspeculative queries,
minimizing disk database reads.
The original user query executed for each Speculation Window
(so far it was always the first query in the SW) is called the
nonspeculative query. If there are executed speculative queries
assigned to the nonspeculative query it is transformed to use
them, otherwise it is executed without the speculative support.
Each user query can be executed with the use of the speculative
results prepared for each relation present in its FROM clause.
More details about algorithms implemented for query graph
manipulation and strategies of multiple speculative queries
results combining for the execution of one user query can be
found in [4] and [3]. After the nonspeculative query’s results
are returned to the user, the SW moves by one query. As a re-
sult, the representation of the executed user query in the QM is
replaced by the representation of the next user query from the
queue, which just entered the Speculation Window. The SW
move is followed by the aforementioned Speculative Analysis
process to generate a new group of speculative queries for
execution. Described operational scheme is repeated until there
are user queries waiting for execution.
Based on previous experiments presented in [2] the Specu-
lation Window size was set to 5 and the number of active
threads for each SW was set to 3 (bigger SW or more
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threads didn’t provide further improvement in user queries
execution). One thread is always dedicated to the execution of
the nonspeculative user query, so the remaining two threads
can execute chosen Speculative Queries. From the group of
awaiting Specualtive Queries generated in the process of the
QM Speculative Analysis, two of them can be chosen for
execution. The highest execution priority is always assigned
to speculative queries which can be used by the highest
number of user queries. Additionally, we consider values of
two defined size reduction metrics for speculative queries -
Vertical and Horizontal Selectivity (for definition see [5]). As
we want to avoid creating full copies of database relations
in the RAM memory we look for speculative queries with
possibly low values of these metrics. If it was not possible for
a particular Speculation Window to choose a new speculative
query for execution, the speculative thread would report a
nojob status for this SW. Executed Speculative Queries are
registered on the list and assigned to user queries which can
then use their results.

III. A NEW STRATEGY FOR THE SW EXECUTION

The old execution strategy for the Speculation Window
(SW) was fixed, id est. the nonspeculative query was always
the first query in the SW. This way, we kept the execution order
of user queries risking that for some of them the speculative
results might not be ready yet.
New strategy allows the nonspeculative query not to be the
first one in the SW. If the first query in the SW would be
executed without the use of the speculative results, then a next
query in the SW which can be executed with already obtained
speculative query results is executed nonspeculatively. This
way, the speculative algorithm has a chance to prepare and
execute new speculative query/queries whose results will be
beneficial for the delayed user query. The expected execution
time reduction provided by the use of the speculative results
should outweigh the potential execution delay.
Such situation is presented in Fig.2. We can see a Speculation
Window containing 5 user queries (Q2-Q6). Below each blue
user query square, there are orange circles containing ids of
the executed speculative queries assigned to a particular user
query for the potential use. The first query in the SW has
no executed speculative queries assigned (no circles below).
Thus, we look for the next query in the SW which could be
executed with the use of the speculative results. The Q3 user
query is then executed nonspeculatively with the use of one of
two assigned speculative queries (in certain cases it is possible
to use more than one speculative result for one user query).
Then SW moves, the nonexecuted Q2 remains in it, while the
Q3 is replaced by the next query from the user query queue.

IV. EXPERIMENTAL RESULTS

A. Test Environment and Queries

The Speculative Layer is implemented in C++ with the
multithreaded execution with the Pthread library. The SQLite
3.8.11.1 engine is used as a database management system.
For the experiments we used the database structure and

Fig. 2. New nonspeculative query execution strategy.

data (8 relations, 1GB data) from the well known database
benchmark TPC-H [23]. Additionally, a set of 8 Query
Templates was prepared and used to generate 3 sets of
1000 input queries each, with random values used in the
attribute conditions in WHERE clauses. Structures of the T1-
T8 templates are listed below with the following notation:
TemplateId:RelationName(number of WHERE conditions re-
ferring to its attributes,...,RelationName(number of WHERE
conditions...)
T1: LINEITEM(1 with a nested query)
T2: LINEITEM(4), PART(2)
T3: PART(3), PARTSUPP(1)
T4: LINEITEM(4), ORDERS(3), CUSTOMER(1)
T5: LINEITEM(3), PART(4), PARTSUPP(1)
T6: LINEITEM(3), ORDERS(1), CUSTOMER(1), PART(2)
T7: LINEITEM(3), ORDERS(1), CUSTOMER(1), PART(2),
PARTSUPP(1)
T8: UPDATE ORDERS
Templates T2-T7 are Select query templates which join from
two to five database relations. Template T1 refers to one
relation but includes a nested query in its WHERE clause. T8
represents modifying queries. Each test queries set contains
approximately 4% of modifying queries and 96% of select
queries with the same density for each of T1-T7 templates.

B. A New Nonspeculative Query Execution Strategy

First, we have compared how the new nonspeculative query
execution strategy for the Speculation Window affects the
execution of user queries. For this, we compare the results
obtained with the old execution strategy (nonspeculative query
is always the first one in the SW) with the new strategy
(nonspeculative query is the first query in the SW which can
use already obtained speculative query results). The experi-
ment was conducted for the Speculation Window size=5 and 3
active threads. Fig.3 presents average execution times obtained
for each query template depending on how many speculative
query results were used (from 0-red bars to 3-yellow bars
speculative queries results for one user query). We can see
that each speculative query used, provides further reduction
in the user query execution time. The highest speedups are
obtained for T5 and T7 templates. These user queries have
considerably longer execution times if executed without the
speculative support (approximately 163 and 181 sec.). With
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Fig. 3. The average execution time for 7 query templates with and without
use of the speculative query results.

three speculative queries results used (one speculative query
for each relation appearing in a query) we managed to signifi-
cantly reduce their execution times (up to 9 times shorter).
For the remaining templates the average time reduction is
approximately 2 times. We have next studied how the new
strategy influenced the general numbers of queries executed
with or without the speculative support. The new strategy
reduced the number of user queries executed without the use
of the speculative result from approximately 113 to 57 (for
1000 user queries), which is almost two times less. The query
order change (id est. as a nonspeculative query was executed
a user query not being the first in the SW), was reported 132
times and concerned 58 user queries. The maximal delay of
the first query in the Speculation Window execution was 4,
with average delay for the whole set equal 2.59.

C. Speculation Window Size

As the implementation of the new strategy for the non-
speculative query choice provided considerable reduction in
the number of user queries executed without the speculative
support, we decided to run a new series of experiments to
verify, if the Speculation Window (SW) size change can
provide any further benefits. Table 1 presents the results we
obtained for the SW sizes from 5 to 15. The size of the
SW equals the number of user queries used to form a Query
Multigraph. We can see that with the growing size of the SW,
the number of nojob reports is also growing significantly, up to
232 for the SW size=15. The reason for this is that with bigger
Speculation Windows (and bigger multigraphs) sizes, each SW
move is still replacing only one user query in the multigraph
structure. Such structure change is not enough to generate new
and unique speculative queries for execution. Thus we can
see, that the total number of executed speculative queries for
the test set is actually decreasing. Even though each executed
speculative query is assigned to more user queries for potential
use (on average 1.98 for SW size 5 to 3.56 for SW size 15)
it doesn’t influence (preferably reduce) the number of user

queries executed without the speculative support. The reduced
number of queries obtained for SW=5 decreases further for
SW size 6 to reach an average value around 33 for bigger
Speculation Windows.
Four bottom rows of Table 1 present results characteristic
for the new strategy of nonspeculative query execution. We
can see that the number of the user queries whose execution
were delayed due to missing speculative query results, varies
around 60 and doesn’t seem to be dependent on the SW size.
However, the bigger SW gets, the execution delay of such
queries grows up to 13 steps for the SW size 15, which is not
an advantageous feature. Too long delays would require a new
mechanism preventing query starvation, when the waiting time
predominate the potential benefits from using the speculative
query results.

D. Modifying Queries

In Section IV(A), it was said that the query test sets
contained approximately 4% of modifying queries. Since
the modifying query enters the Speculation Window until it
reaches its head and is executed as a nonspeculative query,
it endangers all speculative queries to be executed on invalid
data. Just after the execution of a modifying query a validation
process is executed for the queries marked with the Speculative
State. The aim of that process is to save (positive validation)
as many speculative results as possible from being deleted.
For the execution of the whole query test set with the old
strategy an approximate number of 40 speculative results (for
1000 user queries) were saved from being deleted and 22 had
to be deleted due to negative validation. Experiments show,
that the new strategy for the nonspeculative query execution
doesn’t interfere with the strategy for the modifying query
handling presented in [6]. For the SW size 5 numbers of
deleted and saved queries remains almost unchanged. With the
growing size of the Speculation Window the number of deleted
speculative results grows slowly to reach an approximate value
of 36 queries for the SW size 15. The number of queries
endangered with invalid data and saved from being deleted
grows faster and reaches an approximate value of 130 for the
biggest SW, which in general doesn’t seem to have a negative
influence on the speculative execution.

V. CONCLUSION

The paper describes a new strategy for the nonspeculative
query execution in the speculative query execution support
system called the Speculative Layer. We now allow to change
the order of user queries execution, if the first query in the
Speculation Window would have to be executed without the
use of the speculative results. The first series of experimental
results for the test database and three sets of 1000 input
queries each, reduced the number of user queries executed
without the use of the speculative results by approximately
50%, thus in general, almost 95% of user queries were
executed with the use of at least one speculative query results.
The proposed speculative support provides the query average
execution time reduction up to 9 times for long running queries
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TABLE I
EXECUTION RESULTS OBTAINED FOR DIFFERENT SIZES OF THE SPECULATION WINDOW

Speculation Window Size

5 6 7 8 9 10 11 12 13 14 15

Nojob reports 70 85 106 135 142 169 200 186 185 200 232

No Spec. Results Used 57 29 31 35 35 34 39 36 34 32 36

Total Num. of Executed Spec. Queries 1748 1717 1667 1594 1592 1539 1496 1480 1481 1445 1419

Avg. Num. of Spec. Queries Assignment 1.98 2.14 2.25 2.47 2.66 2.81 2.9 3.12 3.29 3.46 3.56

Num.of Nonspec. Queries executed with
changed order

58 61 61 66 66 70 70 66 64 59 66

Num.of User Queries order change 132 180 226 274 300 335 372 383 406 373 402

Max delay in Nonspec. Query execution 4 5 6 7 8 9 11 11 12 13 13

Avg. delay in Nonspec. Query execution 2.59 2.95 3.70 4.15 4.55 4.78 5.46 5.80 6.34 6.32 6.09

(approximately 2 times for the whole test set). The execution
order change was reported for approximately 58 queries, with
the maximal execution delay of 4 queries (average delay 2.59).
With the second series of experiments we have proved that the
SW size equal 5 is a good choice. Changes in the SW size
provided minor changes in the number of queries executed
with the use of the speculative results. On the other hand, the
average delay of a nonspeculative query execution, grew for
the bigger SWs from 2.59 to 6.09.
Further work will focus on the development of an even
more flexible user query execution strategy for a Speculation
Window. A concept of a Variable Shift Speculation Window
will be considered, which includes more than one user query
executed as a nonspeculative query for each SW, depending
on the available speculative results.
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[6] A. Sasak-Okoń, “Modifying Queries Strategy for Graph-Based Specula-
tive Query Execution for RDBMS,” in PPAM 2019, LNCS, Vol. 12043,
pp. 408-418, 2020, https://doi.org/10.1007/978-3-030-43229-4_35

[7] J. Silc, T. Ungerer, B. Robic, “Dynamic branch prediction and control
speculation,” Int. Journal of High Performance Systems Arch., Vol. 1(1),
pp.2-13, 2007, https://doi.org/10.1504/IJHPSA.2007.013287

[8] S. Pan, K. So, J. T. Rahmeh, “Improving the accuracy of dynamic branch
prediction using branch correlation,” in Int. Conference on Architectural
Support for Programming Languages and Operating Systems, Boston,
1992, pp.76-84, https://doi.org/10.1145/143371.143490

[9] A. Moshovos, S. E. Breach, T. N. Vijaykumar, G. S. Sohi, “ Dy-
namic Speculation and Synchronization of Data Dependences,” in 24th

ISCA, ACM SIGARCH Computer Architecture News, 1997, Vol.25(2),
https://doi.org/10.1145/264107.264189

[10] N. Polyzotis, Y.Ioannidis, “Speculative query processing,” CIDR Con-
ference Proceesings, Asilomar, 2003, pp. 1-12,

[11] G. Barish, C.A. Knoblock, “ Speculative Plan Execution for Information
Gathering,” Artificial Inteligence, 2008, vol. 172(4-5), pp. 413-453,
https://doi.org/10.1016/j.artint.2007.08.002

[12] P.K. Reddy, M. Kitsuregawa, “Speculative locking Protocols to Improve
Performance for Distributed Database Systems,” IEEE Transactions
on Knowledge and Data Engineering, 2004, Vol.16(2), p.154-169,
https://doi.org/10.1109/TKDE.2004.1269595

[13] T. Ragunathan T, R.P. Krishna, “Improving the performance of Read-
only Transactions through Asynchronous Speculation,” SpringSim Con-
ference Proceedings, Ottawa, 2008, p.467-474

[14] V. Hristidis, Y. Papakonstantinou, “Algorithms and Applications for
answering Ranked Queries using Ranked Views,” VLDB Journal, 2004,
Vol.13(1), p.49-70.

[15] X.Ge, B.Yao, M.Guo, et al., “LSShare: an efficient multiple query
optimization system in the cloud,” Distrib. Parallel Databases, 2014,
Vol.32(4), pp. 593-605, https://doi.org/10.1007/s10619-014-7150-1

[16] M.B.Chaudhari, S.W.Dietrich, “Detecting common subexpressions for
multiple query optimization over loosely-coupled heterogeneous data
sources,” Distrib. Parallel Databases, 2016, Vol.34, pp.119-143,
https://doi.org/10.1007/s10619-014-7166-6

[17] G.Preti, M.Lissandrini, D.Mottin, Y.Velegrakis, “Mining patterns in
graphs with multiple weights,” Distributed and Parallel Databases,
Special Issue on extending Database Technology, 2019, pp.1-39,
https://doi.org/10.1007/s10619-019-07259-w

[18] O.Goonetilleke, D.Koutra, K.Liao, T.Sellis, “On effective and efficient
graph edge labeling,” Distributed and Parallel Databases, 2019, Vol.37,
pp.5-38, https://doi.org/10.1007/s10619-018-7234-4

[19] H.M. Faisal, M.A. Tariq, Atta-ur-Rahman, A. Alghamdi, N. Alowain,
“A Query Matching Approach for Object Relational Databases Over Se-
mantic Cache,” Chapter in Application of Decision Science in Business
and Management, 2020, https://doi.org/10.5772/intechopen.90004

[20] M. Ahmad, M. A. Qadir, M. Sanaullah, “Query Processing Over
Relational Databases with Semantic Cache: A Survey,” 2008 IEEE
International Multitopic Conference, Karachi, 2008, pp. 558-564,
https://doi.org/10.1109/INMIC.2008.4777801.

[21] F.Wang, G. Agrawal, “Query Reuse Based Query Planning for Searches
over the Deep Web,” Database and Expert Systems Applications. DEXA
2010. LNCS, Vol 6262, 2010, https://doi.org/10.1007/978-3-642-15251-
1_5

[22] P. Cybula, K. Subieta, “Query Optimization by Result Caching in the
Stack-Based Approach,” Objects and Databases. ICOODB 2010, LNCS,
Vol.6348, 2010, https://doi.org/10.1007/978-3-642-16092-9_7

[23] TPC benchmarks, http://www.tpc.org/tpch/default.asp, 2020.
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Abstract—In this paper, we present the application of three
automatic source-to-source compilers to code implementing Mc-
Caskill’s bioinformatics algorithm. It computes probabilities of
various substructures for RNA prediction. McCaskill’s algorithm
is compute and data intensive and it is within dynamic pro-
gramming. A corresponding programming code exposes non-
uniform dependences that complicate tiling of that code. The
corresponding code is represented within the polyhedral model.
Its optimization is still a challenging task for optimizing compilers
employing multi-threaded loop tiling. To generate optimized
code, we used the popular PLuTo compiler that finds and
applies affine transformations, the TRACO compiler based on
calculating the transitive closure of loop dependence graphs, and
the newest polyhedral tool DAPT implementing space-time tiling.
An experimental study fulfilled on two multi-core machines:
an AMD Epyc with 64 threads and a 2x Intel Xeon Platinum
9242 with 192 threads demonstrates considerable speedup, high
locality, and scalability for various problem sizes and the number
of threads of generated codes by means of space-time tiling.

I. INTRODUCTION

McCASKILL’S algorithm is an efficient dynamic pro-
gramming one to return the value of the computed

partition function Z = 3P exp(2E(P )/RT ), where P repre-
sents all possible nested structures formed by a given RNA
sequence S, E(P ) is the energy of structure P , R is the gas
constant, and T represents temperature [1].

The approach computes the structure probabilities of each
individual base pair in the RNA sequence. These probabilities
are used for simultaneous folding and alignment in algorithms
to predict an RNA structure with a maximum expected accu-
racy (MEA) [2].

Each base pair of a structure contributes a fixed energy term
Ebp independent of its context. Under such an assumption,
a partition function for a sub-sequence from position i to
position j is represented with table Qi,j , while table Qbp

i,j holds
the values of the partition function of the sub-sequences for a
base pair or 0 when base pairing is absent.

The following calculations are used to compute the values
of the partition functions and inserted as elements of tables
Qi,j and Qbp

i,j .

Qi,j = Qi,j−1 + 3
i≤k<(j−l)Qi,k−1 ⋅Qbp

k,j ,

Listing 1. Code of the McCaskill partition function computation.
i f (N>5 && l >=0 && l <=5)

f o r ( i =N−1; i >=0; i − −)
f o r ( j = i +1 ; j<N; j ++){
Q[ i ] [ j ] = Q[ i ] [ j − 1 ] ;

f o r ( k =0; k<j − i − l ; k ++){
Qbp [ k+ i ] [ j ] = Q[ k+ i + 1 ] [ j −1] *

ERT * p a i r e d ( k+ i , j − 1 ) ;
Q[ i ] [ j ] += Q[ i ] [ k+ i ] * Qbp [ k+ i ] [ j ] ;

} }

Qbp
i,j =
§««««««««««««
Qi+1,j−1 ⋅ exp(−Ebp/RT ) if Si, Sj can form

base pair

0 otherwise

.

Listing 1 presents the code implementation computing Qi,j

and Qbp
i,j filled with random double values (data in arrays

do not affect the speed of the code). ERT is equal to
exp(−Ebp/RT ). To simplify target tiled code generation, we
replaced k with k+i and the innermost loop boundaries from
0 to j − i − 1.

Many algorithms in bioinformatics are within dynamic pro-
gramming (DP). Programming loop nests implementing those
algorithms can be represented within the polyhedral model.
That model is used in many optimization compilers, which
automatically generate efficient parallel tiled code. However,
the code implementing McCaskill’s algorithm exposes non-
uniform dependences that make it difficult effective paral-
lelization and tiling of that code.

A polyhedral optimizer generally improves code locality by
means of loop tiling, which groups loop statement instances
within smaller blocks (tiles). This allows for reuse provided
that the block fits in cache. In parallel tiled code, tiles are
enumerated as indivisible macro statements. This increases the
granularity of parallel code that often improves the perfor-
mance of that code executed in parallel systems with shared
memory.

Dynamic programming codes expose non-uniform depen-
dences, which limit applying commonly known optimization
techniques such as permutation, diamond tiling [3], or index
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set splitting [4] very well trained, for example, on sten-
cils.

II. OPITMIZING COMPILERS USED FOR EXPERIMENTS

Modern automatic optimizing compilers, for example,
PLuTo [5], demonstrate the success of using the polyhe-
dral model. PLuTo extracts and applies affine functions to
parallelize and tile serial code. Target parallel tiled code
demonstrates good efficiency on modern multi-core computers
with shared memory in particular for stencils.

For a given loop nest statement, compilers based on affine
transformations use the relation [I] → [t = C ∗ I + c], where
I is the loop statement iteration vector; t is the time assigned
to execute iteration I; C ∗ I + c represents the affine function.
When two statement instances get the same execution time,
they can be run in parallel. To extract the unknown matrix C
and unknown vector c, firstly, for each loop nest statement,
time-partition constraints are formed by applying extracted
dependences. Then the time-partition constraints are resolved
for elements of matrix C and elements of vector c.

The PLuTo engine is used in other compilers, for example,
in Apollo[6], PPCG [7], PTile[8], and Autogen framework [9]
as well as in commercial IBM-XL and R-STREAM from the
Reservoir Lab [10].

TRACO is based on the slicing framework introduced in
paper [11]. It calculates the transitive closure of a dependence
graph, which is used to fulfill corrections of original rectan-
gular tiles. The goal of the correction is to eliminate all cycles
among target tiles. This allows us to enumerate target tiles in
lexicographic order.

After tile correction, the inter-tile dependence graph does
not contain any cycle and any technique of loop nest paral-
lelization can be used to generate parallel code, details are
presented in paper [12]. TRACO uses the commonly known
wive-fronting technique for tiled code parallelization. For its
implementation, it applies the ISL library.

PLuTo and TRACO have some limitations. PLuTo may
not find the number of linearly independent solutions to time
partitions constraints that is equal to the number of the loops
surrounding a loop nest statement. This reduces the dimension
of target tiles and as a consequence target code locality may
be low. For example, it is not able to tile each loop nest for the
Nussinov and Knuth algorithms [13], i.e., instead of 3D tiles
it generates only 2D tiles. TRACO, in general, may generate
irregular tiles that reduce code locality and worsen multiple
thread work balance [14].

To generate regular code and increase tile dimension, DAPT
implements space-time tiling. First DAPT generates space tiles
according to the technique presented in paper [15]. Then it
splits each space tile into multiple time slices. Each time
slice is represented with a number of time partitions found
by means of the ISL scheduler. The number of time partitions
within the time slice is defined by the user. As a result, the tile
dimension is increased by one. Target code enumerates smaller
tiles (time slices) within each space tile. This increases code
locality due to increasing the probability of catching all the

data associated with each smaller tile in cache provided that
the number of time partitions forming the time slice is chosen
properly.

However, each of the mentioned above automatic source-
to-source compilers is able to generate tiled code for the
McCaskill algorithm and we conducted a comparison analysis
of the performance of codes generated by them on two modern
multi-core machines.

III. EXPERIMENTAL STUDY

In this section, we present the results of an experimental
study with PLuTo, TRACO, and DAPT codes implementing
the McCaskill partition function computation. All target par-
allel tiled codes were compiled using the Intel C++ Compiler
(icc) and GNU C++ Compiler (g++) with the -O3 flag of
optimization.

To carry out experiments, we used two multi-processor
machines: an 2x Intel Xeon Platinum 9242 CPU (2.30GHz,
2x96 threads, 71,5 MB Cache, compiler icc 21.3.0, 2019), and
an AMD Epyc 7542 (2.35 GHz, 32 cores, 64 threads, 128MB
Cache, compiler g++ 9.3.0, 2019).

The code generated with DAPT is presented in Listing 2,
while the codes generated with PLuTo and TRACO can be
found at https://github.com/markpal/NPDP Bench/blob/main/
mcc/mcc dapt.cpp, they are too long to be inserted in this
paper.

It is worth noting that tiles generated with TRACO are
irregular, they can be fixed or parametric (the size of such
tiles is unbounded). PLuTo generates regular fixed tiles except
from boundary ones.

Space-time tiling implemented in DAPT generates regular
tiles and the tile dimension is one more than that of tiles
generates with PLuTo.

In all examined compilers, for parallelism representation,
the OpenMP standard is used. For different sizes examined
by us, by means of experiments, we discovered that the best
tile size for the TRACO target code is 1x128x16. This means
that the outermost loop in the loop nest should not be tiled.
For the target code generated with PLuTo, the best tile size is
16x16x16. For the DAPT code, the optimal size is 16x16x16
for space slices and the size of the time slice (the number of
time partitions within the space tile) is 2.

The McCaskill code can be tiled by all the compilers used
for us for experiments. However, only TRACO and DAPT
allow us to generate parallel tiled code. The serial code gen-
erated with PluTo is very cache-efficient, but PluTo is unable to
extract any affine schedule allowing for parallelism of target
code. TRACO generates target code applying the transitive
closure of the dependence graph for the McCaskill loop nest,
then it builds a relation representing inter-tile dependences.
Finally, using that relation, it applies the ISL scheduler to
extract a valid tile schedule, which is used to generate parallel
tiled code. DAPT applies the wave front technique to generate
target parallel tiled code.

Tables 1 and 2 hold execution times (in seconds) for the
PLuTo, TRACO, and DAPT codes for various RNA sequence
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Listing 2. Parallel tiled loop nests of the McCaskill algorithm generated with DAPT .
1 i f ( l >= 0 && l <= 5 && N >= 6) {
2 f o r ( w0 = −1; w0 <= (N − 1) / 8 ; w0 += 1) {
3 # pragma omp p a r a l l e l f o r
4 f o r ( h0 = max ( w0 − (N+7) / 8 + 1 , −( (N+5) / 8 ) ) ; h0 <= min ( 0 , w0 ) ; h0 += 1) {
5 f o r ( i 0 = max ( max( −N+2 , −8*w0 + 8*h0 −6 ) , 8* h0 ) ; i 0 <= min ( 0 , 8* h0 + 7 ) ; i 0 ++) {
6 f o r ( i 1 = max (8*w0 − 8*h0 , − i 0 + 1 ) ; i 1 <= min (N−1 , 8*w0 − 8* h0 + 7 ) ; i 1 ++) {
7 Q[ − i 0 ] [ i 1 ] = Q[ − i 0 ] [ i 1 − 1 ] ;
8 f o r ( i 3 = 0 ; i 3 < − l + i 0 + i 1 ; i 3 += 1) {
9 Qbp[ − i 0 + i 3 ] [ i 1 ] = ( (Q[ − i 0 + i 3 + 1 ] [ i1 −1] * (ERT ) ) * p a i r e d ( ( − i 0 + i 3 ) , ( i1 − 1 ) ) ) ;

10 Q[ − i 0 ] [ i 1 ] += (Q[ − i 0 ] [ − i 0 + i 3 ] * Qbp[ − i 0 + i 3 ] [ i 1 ] ) ;
11 }}}}}

TABLE I
EXECUTION TIME OF THE PARALLEL TILED CODES FOR AN INTEL XEON

PLATINUM 9242 USING 192 HARDWARE THREADS.

N Serial PLuTo TRACO Dapt

1000 0,61 0,51 0,14 0,07
2000 8,81 4,73 0,87 0,62
3000 38,63 21,73 3,43 2,22
4000 106,17 58,96 8,58 5,06
5000 227,41 116,75 17,73 9,88
6000 420,26 206,48 29,43 17,45
7000 721,88 333,84 47,61 28,16
8000 1157,84 503,13 69,81 46,41
9000 2575,45 713,69 98,67 71,33
10000 3676,3 1005,44 135,01 105,86

lengths on an Intel Xeon Platinum 9242 (192 hardware
threads) and an AMD Epyc 7542 (64 hardware threads),
respectively. Figures 1 and 3 show the speed-up (a ratio of
T1 over Tn, where T1 and Tn are execution times for one and
n threads used for code running, respectively) of parallel tiled
programs for RNA sequence sizes from 1000 to 10000 for
an Intel Xeon Platinum 9242 (192 hardware threads) and an
AMD Epyc 7542 (64 hardware threads), respectively. Figures
2 and 4 show how target code speed-up depends on the number
of threads for an Intel Xeon Platinum 9242 (192 hardware
threads) and an AMD Epyc 7542 (64 hardware threads),
respectively, for N = 5000 (roughly the size of the longest
human mRNA).

Analyzing the presented results of experiments, we may
state that the DAPT code overcomes considerable those of
PLuTo and TRACO ones. The TRACO code overcomes that
of PLuTo for eight and more threads. The worse efficiency of
the TRACO code for a few thread numbers is caused with the
irregularity of the target code (see the previous section).

IV. CONCLUSION

We presented the results of a comparative performance
analysis of three tiled codes generated with optimizing com-
pilers PLuTo, TRACO, and DAPT for the McCaskill partition
function calculation. The best performance demonstrates the
DAPT code due to the fact that it applies space-time tiling

Fig. 1. Speedups of the parallel tiled codes generated by applying TRACO,
PLuTo, and Dapt for an Intel Xeon Platinum 9242 and RNA sequence sizes
from 1000 to 10000.

TABLE II
EXECUTIONS TIME OF THE PARALLEL TILED CODES FOR AN AMD EPYC

7542 USING 64 HARDWARE THREADS.

N Serial PLuTo TRACO Dapt

1000 0,87 0,63 2,89 0,54
2000 10,22 5,28 10,33 2,05
3000 46,19 18,99 31,46 3,02
4000 129,29 56,33 70,56 4,94
5000 289,41 127,89 137,64 9,74
6000 572,61 246,36 241,06 17,35
7000 999,91 413,36 373,89 26,58
8000 1567,43 607,81 553,21 40,39
9000 2231,09 932,75 779,01 59,63

10000 3043,21 1299,29 1096,88 81,72

allowing us to increase the tile dimensionality by one in
comparison with that of PLUTO. That makes all tiles to be
regular and of fixed size. A proper choice of a tile size allows
us to hold all the data associated with each tile in cache that
increases code locality.
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Abstract—High-level loop transformations are a key instru-
ment to effectively exploit the resource in modern architectures.
Energy consumption on multi-core architectures is one of the
major issues connected with high-performance computing. We
examine the impact of four loop transformation strategies on
performance and energy consumption. The investigated strate-
gies include: loop fission, loop interchange (permutation), strip-
mining, and loop tiling. Additionally, a column-wise and row-wise
store formats for dense matrices are considered. Parallelization
and vectorization are implemented using OpenMP directives. As
a test, the WZ factorization algorithm is used. The comparison
of selected strategies of the loop transformation is done for Intel
architecture, namely Cascade Lake. It has been shown that for
WZ factorization, which is an example of an application in which
we can use the loop transformation, optimization towards high-
performance can also be an effective strategy for improving
energy efficiency. Our results show also that block size selection
in loop tilling has a significant impact on energy consumption.

Keywords: energy saving, energy consumption, RAPL, WZ
factorization, multicore architecture

I. INTRODUCTION

W ITH the growing demand for high-performance com-
puting, new architectures have emerged which unfortu-

nately consumes more and more energy. Reducing energy con-
sumption in these architectures is one of the major challenges.
The current research trends based on performance studies
[12], [13], [16] and comparisons are to develop hardware
and software to achieve the best performance and energy
compromise. One of the aspects of creating energy-aware
software is the optimization of implementation of complex
numerical algorithms. Such complex algorithms include loops,
in particular nested ones. Nested loops are an important
structure bearing a great deal of the parallelism and vector-
ization possibilities. However, to parallelize them efficiently,
the programmer has to make some decisions about applying
various transformations. An example of such loops is matrix
algorithms, like matrix multiplication or different kinds of
factorizations, widely investigated in the literature [3], [1].

In the work [2], we studied loop transformations for nested
loops on multicore architectures on the example of a fac-
torization similar to the LU factorization, namely, the WZ
factorization [19]. The WZ factorization has some nontrivial

data dependencies and the compiler is not able to efficiently
optimize the algorithm. We have chosen the following four:
loop fission, loop interchange (loop permutation), strip-mining,
and loop tiling.

In this article, we investigate the impact of these four loop
transformations on performance and energy consumption for
the WZ factorization on multicore architecture. We describe
in detail two block-related transformations (strip-mining and
loop tiling). We are making theoretical and experimental
considerations about the size of the blocks. Additionally, we
consider column-wise and row-wise storage formats for dense
matrices. The OpenMP standard is used for parallelization
and vectorization of the code. The Intel RAPL (Running
Average Power Limit) [7], [9] interface is used as a source
of information on energy consumption.

The main contributions of this article are the following:
• results of the tests from the evaluation of the execution

time and energy consumption for four loop transforma-
tions of the WZ factorization for various data sizes on
Intel architecture — namely, Cascade Lake;

• conclusions on the impact of the four loop transforma-
tions on the execution time and energy consumption;

• analysis of the correlation between performance and
energy consumption for four loop transformations.

This paper is organized as follows. Section II presents
a few related works on loop transformations and energy
consumption/performance analysis for modern computer ar-
chitectures and systems. Section III discusses the four loop
transformations applied here for the WZ factorization and
studies block size for tiled transformation. In Section IV,
we concentrate on the details of conducting tests and on
the discussion and explanation of the results. In Section V,
we present the conclusions of the numerical experiments and
further research directions.

II. RELATED WORKS

When high-performance computing is considered, energy
consumption is one of the most important challenges. These
challenges are analyzed on many levels. In particular, the
works of [11], [13], [16] dealt with the topic of energy
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Fig. 1: The output of the WZ factorization — forms of the
matrices W (left) and Z (right).

consumption in the context of using the OpenMP standard
for multi-core computers with shared memory.

The key to software optimization in terms of the per-
formance for algorithms that include nested loops is the
right choice of the appropriate loop transformations. Loop
transformations are a research topic for various automatic
optimization techniques [8], [10], [14], [15] as well as for
manual conversion of application code [5], [17], [18] so as
to obtain the best possible performance on modern multi-core
architectures.

In many numerical algorithms where dependencies between
data are very complicated, even such tools as efficient opti-
mizing compilers are not able to transform the code to use the
potential of modern processors. The authors of [3], [1], present
algorithms for solving systems of equations, trying to improve
their performance, in particular in parallel. Improvement in
performance was obtained by appropriate transformation of
the underlying algorithm using looping tiling and appropriate
data structures. There are currently not too many studies in
the literature about both efficiency and energy consumption in
the context of loop transformations. In our work, we study a
numerical algorithm (the WZ factorization), in which, loops
are transformed. This algorithm concerns numerical linear al-
gebra, in particular solving systems of equations on multi-core
architectures using OpenMP in the context of performance and
energy consumption.

III. WZ FACTORIZATION

The WZ factorization (Figure 1) was introduced in [4]. It
was a new method for parallel solving of systems of linear
equations on computers containing many data processing units
and it was an alternative to the well-known LU factorization.

The WZ factorization is based on the decomposition of the
square matrix A into two matrices: W i Z. All the matrices
which we consider are dense ones. They are stored as one-
dimensional arrays in one of the two formats: column-wise or
row-wise.

The basic algorithm for the WZ factorization for an even
size of the matrix (we only consider even sizes — without
loss of generality) is shown in Figure 2.

The loop transformation consists in replacing itself with
an equivalent loop containing the structured block. Some

for(k = 0; k < n/2-1; k++) {
p = n-k-1;
akk = a[k][k]; akp = a[k][p];
apk = a[p][k]; app = a[p][p];
detinv = 1 / (apk*akp - akk*app);
for(i = k+1; i < p; i++) {

w[i][k] = (apk*a[i][p] - app*a[i][k])
* detinv;

w[i][p] = (akp*a[i][k] - akk*a[i][p])
* detinv;

for(j = k+1; j < p; j++)
a[i][j] = a[i][j]

- w[i][k]*a[k][j]
- w[i][p]*a[p][j];

}
}

Fig. 2: The basic algorithm for the WZ factorization —
pseudocode.

for(k = 0; k < n/2-1; k++) {
. . .
for(i = k+1; i < p; i++) {

w[i][k] = (apk*a[i][p] - app*a[i][k])
* detinv;

w[i][p] = (akp*a[i][k] - akk*a[i][p])
* detinv;

}
for(i = k+1; i < p; i++)

for(j = k+1; j < p; j++)
a[i][j] = a[i][j]

- w[i][k]*a[k][j]
- w[i][p]*a[p][j];

}

Fig. 3: The algorithm after the fission of the i-loop —
pseudocode. This algorithm matches the row-wise layout.

well-known transformations considered are: loop fission, loop
interchange (permutation), strip-mining, tiling.

A. Loop fission and permutation

Loop fission (also called loop distribution) breaks a loop
into multiple loops over the same index range but each taking
only a part of the loop’s body. Its purpose is to achieve better
utilization of locality of reference — isolate parallelizable
loops create independent loops, hence creating separate tasks
Its result is shown in Figure 3.

In the fission algorithm (Figure 3) it is possible to use
the loop interchange (for the j-loop and the second i-loop).
The loop interchange transformation switches the order of
loops’ nesting (consists in replacing the internal loop with
the external one). The purpose of such a transformation is to
improve data locality or increase parallelism and vectorization.
The algorithm from Figure 3 is denoted as fission-ij. Its
result is shown in Figure 4.
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for(k = 0; k < n/2-1; k++) {
. . .
for(i = k+1; i < p; i++) {

w[i][k] = (apk*a[i][p] - app*a[i][k])
* detinv;

w[i][p] = (akp*a[i][k] - akk*a[i][p])
* detinv;

}
for(j = k+1; j < p; j++)

for(i = k+1; i < p; i++)
a[i][j] = a[i][j]

- w[i][k]*a[k][j]
- w[i][p]*a[p][j];

}

Fig. 4: The algorithm after the fission of the i-loop with
permutation loop — pseudocode. This algorithm matches the
row-wise layout.

B. Strip-mining and loop tiling

Access to the main memory in our algorithm takes a lot
of time. It is a well-known fact that the cost of accessing the
memory is much higher than the cost of computations. We can
even figure the number of memory reads and writes (CM ) and
compare it to the number of floating-point operations (CF ).
After some simple calculations we obtain:

CM =
7

6
n3 +O(n2),

CF =
2

3
n3 +O(n2).

Thus, the ratio of memory access to computations is:

CM

CF
≈ 7

4
.

This means that we need a lot of memory access to perform
our algorithm — almost two memory accesses for one floating-
point operation. So, it is the main obstacle to utilizing the
computing power of modern processors fully. A manner to
solve this problem is to use the cache memory (which is much
faster than the main memory) efficiently. Of course, the size
of the cache memory is too small to house all the data needed
in the algorithm.

Strip-mining is a loop transformation that consists in replac-
ing one loop with two nested loops. One of them (inner) is
appropriate for vectorization (it is quite short and with a unit
stride), and another (outer) is longer and its step is equal to the
full number of iterations in the inner one. The transformation
pays only when the original loop is rather long.

A loop in the process of strip-mining is divided into two
loops, where the inner one has BLOCK_SIZE iterations and
the outer one has n/BLOCK_SIZE iterations (n is the number
of iterations in the original loop). The strip-mining alone can
have some positive impact on the performance (by easing the
automatic vectorization process).

One of the widely used techniques which allow for improv-
ing performance is loop tiling which consists in connecting

Fig. 5: Computing sequence after loop tiling (black: compu-
tations in blocks; red: order between blocks).

strip-mining with loop interchange. The main aim of this
technique is to reduce the number of reads from and writes
to the main memory by improving the spatial and temporal
data locality, and hence by better utilizing the hierarchy of
the memory — especially the cache memory by lessening the
rate of cache misses. It is also useful for vectorization — both
automatic and explicit — and for parallelization.

After such a transformation, the order of the computations
changes (see Figure 5), although without the change of the
result.

In such a process we improve the temporal and spatial
locality of the data. By dividing the data into pieces of
BLOCK_SIZE, we cause them to fit in cache memory (we
mean level 1 cache here) and stay there as long as needed to
conduct current computations. This minimizes the frequency
of cache memory swaps. Too big BLOCK_SIZE and the
data would not fit into the cache, too small BLOCK_SIZE
and the swapping frequency rises. Moreover, to facilitate the
vectorization, we wanted to make BLOCK_SIZE a multiple
of the SIMD register. Unfortunately, in most of the iterations
of both the i-loop and j-loop, the first and the last iteration is
chopped. For this reason, we broadened the first and the last
iteration to full BLOCK_SIZE. It does not change the results
of the algorithm (additional operations are beyond the non-
zero elements of the resulting matrices), although, it forces the
machine to make some more computations (in Figure 6, the
red color denotes the redundant computations) — the bigger
BLOCK_SIZE the more additional computations are needed.
The advantage is the possibility of vectorizing evenly all the
iterations.

To achieve this, we make every outer loop start with a
nearest full multiple of BLOCK_SIZE (rounded down) and we
make every inner loop iterate through a whole BLOCK_SIZE.
Moreover, all the matrices were allocated with the memory
alignment suitable for the used architecture.

Figure 7 shows the original algorithm after parallelization,
with strip-mining of the j-loop (the full loop tiling is impos-
sible due to the infeasibility of the loop interchange). Figure
8 presents the fission algorithm with full loop tiling. The
function RDTTNM() (stands for round down to the nearest
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Fig. 6: Computations in the kth step of the algorithm after
loop tiling (yellow: necessary computations; red: needless
computations).

for(k = 0; k < n/2-1; k++) {
. . .
for(i = k+1; i < p; i++) {

w[i][k] = (apk*a[i][p] - app*a[i][k])
* detinv;

w[i][p] = (akp*a[i][k] - akk*a[i][p])
* detinv;

start = RDTTNM(k+1, BLOCK_SIZE);
for(jj = start; jj < p;

jj += BLOCK_SIZE) {
__assume(jj % BLOCK_SIZE == 0);
for(j = jj; j < jj+BLOCK_SIZE;

++j)
a[i][j] = a[i][j]

- w[i][k]*a[k][j]
- w[i][p]*a[p][j];

...}

Fig. 7: Strip-mining in the basic algorithm — pseudocode.

multiple) can be defined as a macro:
#define RDTTNM(a, r) (((a)/(r))*(r))

In Figures 7 and 8, we use the compiler clause __assume
which tells the compiler that a given condition is fulfilled
— here, we declare that ii and jj are multiples of the
BLOCK_SIZE which facilitates the vectorization.

Table I shows the computation overhead for the algorithm
after loop tiling (red in Figure 6) — as a function of the size
n of the matrix and of the BLOCK_SIZE (b).

Figure 9 shows the dependencies (black arrows) between
the input data (green and blue dots) and the results (red dots)
of the innermost loop in the kth step of the WZ factorization.
We can see that — with no regard to the matrix memory
layout (even for more complex layouts [6]) — the results of
the computations depend on the data from various areas of the
memory, so the loop tiling can give very limited performance
improvements.

Here, the OpenMP standard is used for parallelization and
vectorization code for all loop transformations. The more outer
i-loop or ii-loop is parallelized with the pragma parallel

for(k = 0; k < n/2-1; k++) {
. . .
for(i = k+1; i < p; i++) {

w[i][k] = (apk*a[i][p] - app*a[i][k])
* detinv;

w[i][p] = (akp*a[i][k] - akk*a[i][p])
* detinv;

}
start = RDTTNM(k+1, BLOCK_SIZE);
for(ii = start; ii < p;

ii += BLOCK_SIZE) {
for(jj = start; jj < p;

jj += BLOCK_SIZE) {
__assume(ii % BLOCK_SIZE == 0);
for(i = ii; i < ii+BLOCK_SIZE;

++i) {
__assume(

jj % BLOCK_SIZE == 0);
for(j = jj; j < jj+BLOCK_SIZE;

++j)
a[i][j] =

a[i][j]
- w[i][k]*a[k][j]
- w[i][p]*a[p][j];

...}

Fig. 8: Loop tiling in the fission algorithm — pseudocode.

Fig. 9: The arrows show the data dependencies for updating
an element of the array a in the kth step. Grey, green and
yellow elements have their final values in the kth step; yellow
ones are needed to compute detinv in this step; blue ones
are elements of the array w computed in the middle loop of
this step; red ones are updated in the innermost loop with the
use of two blue elements and two green elements each.

loop and the most inner j-loop is vectorized with the pragma
simd — details in [2].

IV. NUMERICAL EXPERIMENT – METHODOLOGY AND
RESULTS ANALYSIS

A. Methodology

We test two types of versions of the WZ factorization
algorithm:

• the basic algorithm presented in Figure 2 for the ma-
trix stored in memory in two formats: a row-wise
(basic-row) and column-wise (basic-col);
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TABLE I: The ratio of the excess computations in the algorithm after loop tiling to the computations in the basic algorithm
(n is the size of the matrix; b is the BLOCK_SIZE).

b = 8 16 32 64 128 256 512

n = 1024 2.06% 4.44% 9.28% 19.24% 40.33% 87.21% 199.71%
2048 1.03% 2.21% 4.59% 9.42% 19.38% 40.48% 87.35%
3072 0.68% 1.47% 3.05% 6.24% 12.75% 26.29% 55.46%
4096 0.51% 1.10% 2.28% 4.66% 9.50% 19.46% 40.55%
5120 0.41% 0.88% 1.82% 3.72% 7.57% 15.44% 31.94%
6144 0.34% 0.73% 1.52% 3.10% 6.29% 12.80% 26.34%
7168 0.29% 0.63% 1.30% 2.65% 5.38% 10.93% 22.41%
8192 0.26% 0.55% 1.14% 2.32% 4.70% 9.53% 19.49%
9216 0.23% 0.49% 1.01% 2.06% 4.17% 8.46% 17.25%

10240 0.21% 0.44% 0.91% 1.85% 3.75% 7.60% 15.47%
11264 0.19% 0.40% 0.83% 1.68% 3.41% 6.89% 14.02%
12288 0.17% 0.37% 0.76% 1.54% 3.12% 6.31% 12.82%
13312 0.16% 0.34% 0.70% 1.42% 2.88% 5.82% 11.81%
14336 0.15% 0.31% 0.65% 1.32% 2.67% 5.40% 10.95%
15360 0.14% 0.29% 0.61% 1.23% 2.49% 5.04% 10.20%
16384 0.13% 0.27% 0.57% 1.16% 2.34% 4.72% 9.55%

. . . . . . . .
32768 0.06% 0.14% 0.28% 0.58% 1.17% 2.35% 4.73%

• the algorithms with the fission loop transformation and
loop interchange, that is: fission-row-ij (Figure
3) and fission-row-ji (Figure 4) for the row-wise
layout and fission-col-ij, fission-col-ji for
the column-wise layout;

and two types of versions of WZ factorization block algo-
rithms:

• the strip-mining algorithms: basic-row-sm-b,
basic-col-sm-b;

• the loop tiling algorithms: fission-row-ij-lt-b,
basic-row-ji-lt-b, fission-col-ij-lt-b,
fission-col-ji-lt-b.

In the notation sm is short for strip-mining, lt for loop
tiling, and b is the BLOCK_SIZE. The following block sizes
are checked: 8, 16, 32, 64, 128, 256, 512.

All versions have been implemented in C++ with vectoriza-
tion and parallelization.

For testing, we used a double-precision square matrix of
random values. The size of the smallest matrix is R (rows
times columns). All sizes are shown in Table II.

TABLE II: Characteristics of the test data sizes.

Data size n Number of [GB]cells (n× n)
R 8192 67108864 0.5

2.25R 12288 150994944 1.125
4R 16384 268435456 2

16R 32768 1073741824 8

The performance and energy consumption tests of the
proposed versions of the WZ algorithm were carried out on the
following computing platform equipped with a modern multi-
core processor with the following parameters and software:

• processor: Intel(R) Xeon(R) Gold 5218R (2.10 GHz; HT;
2×20 cores;

• operating system: CentOS 7.5 with Linux kernel 3.10.0;

• compiler: Intel ICC 14.0.2 with compiler options
-qoenmp -03 -ipo -no-prec-div
-fp-model fast=2

To analyze the impact of all versions of the algorithm on
energy consumption, we used measurements from the RAPL
(Running Average Power Limit) interface. We used RAPL
because the article [9] has shown that it gives the correct
measurement results.

B. Execution Time. Matrix layout and loop interchange

First, we measure the execution time of the following
versions of WZ factorization algorithm: the basic algorithm
and the loop fission algorithm for the matrix stored in memory
in two formats: a row-wise and column-wise manner and loop
interchanged the order of the i-loop and j-loop. Therefore, we
test 6 versions of the algorithm:

• basic-row
• basic-col
• fission-row-ij
• fission-row-ji
• fission-col-ij
• fission-col-ji

We test all these versions on 40 threads as well as on 80
threads with running HT. The results are presented in Figure
10. Both graphs on the vertical axis have execution time and on
the horizontal axis the data size. Also, both of them show lines
with points indicating the time of the algorithm for different
data sizes. The graph in Figure 10a shows the runtime of
the algorithm running on 40 threads, whereas the graph in
Figure 10b shows the runtime of 80 threads, respectively.
In both graphs we see 6 lines, each of them concerns one
version of the algorithm according to the legend. Also in both
cases, the lines for the basic-row, fission-row-ij,
and fission-col-ji algorithms almost overlap. As we
can see from the graphs, the above-mentioned versions also
have the shortest runtime. Table III shows the speedup we get
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Fig. 10: Execution time of versions of WZ factorization algorithm for different data sizes.

on 80 threads compared to 40 threads for each version of the
tested WZ algorithm, which is defined as follows:

S =
T40th

T80th

where parameter T40th denotes the execution time of the
algorithm run on 40 threads and T80th denotes the execution
time of the algorithm run on 80 threads.

TABLE III: Relative speedup of versions of WZ algorithm
operating on 40 and 80 threads (T40th/T80th).

R 2.25R 4R 16R
basic-row 0.91 0.95 0.88 0.85
basic-col 1.21 1.15 1.26 1.49
fission-row-ij 0.93 0.81 0.70 0.85
fission-row-ji 1.11 1.03 1.21 1.41
fission-col-ij 1.22 0.88 1.15 1.44
fission-col-ji 0.96 0.89 0.90 0.96

Based on Table III, we can observe that, regardless of the
size of data, the acceleration of the operating time between
the operation on 40 threads and on 80 threads is of a similar
order. In Table III, the bold lines refer to the versions, which,
as we could see in the graphs in Figure 10, fared better in
terms of runtime, i.e. basic-row, fission-row-ij, and
fission-col-ji. We can see for them that running them
on 80 threads causes an increase in the runtime (values below
1), contrary to expectations. However, we can also notice that
some algorithms speed up when they are run on 80 threads
(values above 1) but this applies to versions which, as we could
see from the graphs in Figure 10, had a longer runtime. For
those versions of the algorithm that perform better in terms
of runtime, the machine parameters are sufficient, therefore
running HT for them does not improve their runtime. On the
other hand, for those that perform weaker in terms of runtime,
the capabilities of the machine are not sufficient, therefore HT
improves the runtime.

Although 80 threads give these versions some speedup,
they still perform worse in runtime than basic-row,
fission-row-ij or fission-col-ji. We can see that

the versions with the shortest runtimes, i.e. basic-row,
fission-row-ij, and fission-col-ji, perform better
in terms of time on 40 threads. Therefore, we will conduct
further tests only for the algorithm operating on 40 threads.
We will carry out further considerations by selecting one
version of the basic algorithm and one version of the fission
algorithm. In the case of the basic version of the algorithm,
we will choose the one for which we had a better runtime, i.e.
basic-row.

However, in the case of fission versions, we have two
versions, the runtime of which is better than the others and
comparable to fission-row-ij and fission-col-ji,
that is, those where the loop order was consistent with the
matrix layout, therefore it is not surprising that they perform
similarly. For further considerations, we will decide on any
one of them, e.g. fission-row-ij, with the same matrix
representation — row-wise — as for the chosen basic version.

Of the two algorithm versions selected for further
tests, basic-row tends to perform slightly better than
fission-row-ij in terms of runtime for different data
sizes (at up to 12%).

C. Energy Consumption. Matrix layout and loop interchange
The graph from Figure 11 shows the energy consumption

in joules for the basic-row (red) and fission-row-ij
(blue) versions for all four data sizes.

We can see that less energy is consumed by the
basic-row algorithm, we see this for each data size but it
is a small amount between 1% and 11% percent. (respectively
for data sizes: 10.33%, 1.33%, 10.98%, 2.63%). We can also
observe that as the data size increases, the energy consumption
also varies proportionally, and it is the following increase:

ce(k) = k
3
2

where k is the data size growth factor in our case equal
respectively: 1, 2.25, 4 and 16.
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Fig. 11: Energy consumption for basic-row and
fission-row-ij algorithms for different data sizes.

In general, energy consumption is to be expected propor-
tional to the number of operations performed, and this is
proportional to k

3
2 .

TABLE IV: Energy consumption ratios as the data size in-
creases.

R 2.25R 4R 16R
basic-row 1 3.59 8.54 64.72
fission-row-ij 1 3.26 8.6 59.6
ce(k) 1 3.37 8 64

Table IV shows how many times the energy consumption of
individual versions has increased for each data size in relation
to the energy consumption for the data size R.

D. Execution Time. Strip-mining and loop tiling

Now we will consider the block version of WZ factorization
with strip-mining and loop tiling. We will only consider the
algorithm implementations that gave the best results in the tests
from the previous sections, limiting ourselves to two of them:
basic-row and fission-row-ij. The effect of different
BLOCK_SIZE on the efficiency will be tested experimentally.
We will receive the following versions of the algorithm for
further testing:

• basic-row-sm-b
• fission-row-ij-lt-b

The following block sizes (b) will be tested: 8, 16, 32, 64,
128, 256, 512. In total, 14 different versions of the algorithm
will be tested. Our goal is to experimentally investigate which
block size will work best in terms of the algorithm’s runtime.

In Figure 12 we have graphs showing the runtime of the
basic-row-sm-b versions for different block sizes b. Each
graph deals with the operation of the algorithm on a different
size of data. We can see that for individual data sizes (that is:
R, 2.25R, 4R, 16R), the block algorithm is the fastest for the
block sizes: 64, 64, 256 and 256, respectively, and the slowest

for the block sizes: 8, 16, 8 and 8, respectively. The summary
of these observations is presented in Table V.

In Table V the columns present information about the
algorithm operating on the specified data size, that is, R,
2.25R, 4R, and 16R, respectively. The last line shows the
percentage profit between the slowest and the fastest version
of the algorithm, i.e. the profit resulting from the selection
of the best-performing block size for the basic-row-sm-b
versions of the algorithm and the specified data size.

Summarizing the data collected in Table V, we can see that
we cannot clearly indicate one block size that would give
equally good results for all data sizes. One can notice that
for smaller data sizes: (R, 2.25R), the smaller block works
better, while for larger data sizes (4R, 16R), the larger block
works better. However, we can clearly see which block size
perform the worst, these are smaller block size. We can then
conclude that small blocks work poorly.

TABLE V: The best and the worst block size due to the
basic-row-sm-b versions runtime for different data sizes.

R 2.25R 4R 16R
min. time [s] 8.67 28.90 68.54 556.17
The best block size 64 64 256 256
max. time [s] 11.26 32.53 85.32 601.59
The worst block size 8 16 8 8
max−mix [s] 2.58 3.63 16.78 45.42
% 23% 11% 20% 8%

Let’s see what the situation looks like for the
fission-row-ij-lt-b versions of the algorithm.
In Figure 13 we have graphs showing the runtime of the
fission-row-ij-lt-b versions for different block sizes.
Here each graph deals with the operation of the algorithm on
a different size of data too. We can see that for individual
data sizes the algorithm is the fastest for the block sizes: 8,
8, 64, and 64, respectively, and the slowest for the block
sizes: 512, 512, 8, and 8, respectively. The summary of these
observations is presented in Table VI.

TABLE VI: The best and the worst block size due to
the fission-row-ij-lt-b versions runtime for different
data sizes.

R 2.25R 4R 16R
min. time [s] 11.00 34.03 89.69 681.83
The best block size 8 8 64 64
max. time [s] 18.77 48.78 198.51 1904.31
The worst block size 512 512 8 8
max−mix [s] 7.77 14.75 108.82 1222.48
% 41% 30% 55% 64%

Looking at Figures 12, 13 and Tables V, VI, we can see that
the basic-row-sm-b versions of the algorithm is better
in terms of runtime than the fission-row-ij-lt-b ver-
sions, regardless of the selection of the block size. In the case
of the fission-row-ij-lt-b versions of the algorithm,
we can no longer conclude that, in general, regardless of the
size of the data, small blocks perform worse. However, we
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Fig. 12: Execution time of basic-row-sm-b versions for different data sizes and different block sizes.

can still observe that as the data size increases, the block size
that works best also grows.

From the tables above, we can see that choosing the
correct block size can save up to 23% of the time of the
basic-row-sm-b versions of the algorithm (Table V),
and even 64% in the case of the fission-row-ij-lt-b
versions of the algorithm (Table VI).

E. Energy Consumption. Strip-mining and loop tiling.
Tables VII and VIII provide a summary of the energy

consumption during the operation of the various versions of the
tested algorithms. The last line shows the percentage energetic
profit between the most and the least energy-consuming ver-
sion of the algorithm, i.e. the profit resulting from the selection
of the best-performing block size for the algorithm and the
specified data size. Accordingly, Table VII presents data for
the basic-row-sm-b versions of the algorithm and Table
VIII for the fission-row-ij-lt-b versions.

We can see that choosing the right block is very important
because it can save us 22% of energy consumption in the case
of the basic-row-sm-b version of the algorithms (Table
VII) and up to 61% of energy consumption in the case of the
fission-row-ij-lt-b versions of the algorithm (Table
VIII).

TABLE VII: The best and the worst block size due to
energy consumption of the basic-row-sm-b algorithm for
different data sizes.

R 2.25R 4R 16R
min [J] 1687.53 6152.07 14925.4 118442.00
The best block size 64 64 256 256
max [J] 2159.86 6827.51 18542.5 129889.00
The worst block size 8 16 8 8
max−mix [J] 472.32 675.44 3617.03 11447.00
% 22% 10% 20% 9%

TABLE VIII: The best and the worst block size due to energy
consumption of the fission-row-ij-lt-b algorithm for
different data sizes.

R 2.25R 4R 16R
min [J] 2189.55 7180.41 18640.1 143575.00
The best block size 32 8 64 64
max [J] 3863.04 10154.80 39273.60 370432.00
The worst block size 512 512 8 8
max-mix [J] 1673.49 2974.36 20633.60 226858.00
% 43% 29% 53% 61%

F. Time execution-energy trade-off

Although this is usually the case, the best runtime does not
always result in the best energy consumption. We can see it
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Fig. 13: Execution time of fission-row-ij-lt-b versions for different data sizes and different block sizes.

in Tables VI and VIII which show data from experiments on
block versions of the fission algorithm, where for the size R,
data block size giving the best result in terms of runtime is 8,
while the best in terms of consumption energy proved to be
32.

Finally, we present in Table IX a summary of energy con-
sumption, performance, and energy efficiency of the algorithm
versions, which are the best during the experiences, for the
largest tested data size (16R).

Analyzing the data in Table IX, we can see that
basic-row-sm-256 is the best among the best versions of
the algorithm. In terms of energy efficiency, it is 6% better than
the second in line, i.e. basic-row. However, for smaller data
sizes, it turned out to be the best version basic-row-sm-64
(see Table V and Table VII).

V. CONCLUSION

This article investigates four loop transformation strategies
for the WZ factorization, namely: loop fission, loop inter-
change (permutation), strip-mining and loop tiling. The loop
transformation affects both runtime and energy consumption.
It can have both a positive effect in reducing runtime and
energy consumption and a negative effect in increasing runtime

and energy consumption. Measurements were made on a 2nd
Generation Intel Xeon Scalable Processors using the Intel
RAPL interface.

Our experiments have shown that the basic-row version
is definitely better in terms of runtime than the basic-col.
The advantage of the former is the greater, the larger the size
of the data we process and our tests show that it ranges from
19 to even 60 times faster, it is basic-row, we can see it in
the graph in Figure 10. The first described experiments also
showed that HT does not bring benefits in our case.

Our tests have also shown that the loop interchange transfor-
mation we propose has a large impact on the reduction of cal-
culation time and energy consumption. The versions for which
the loop interchange was compatible with the matrix repre-
sentation, i.e. fission-row-ij and fission-col-ji,
perform better in terms of operating time. They fell out the
better, the larger the size of the data was processed and our
experiments showed that it was from 6 to 16 times faster than
in the case of a loop interchange inconsistent with the matrix
representation. So we should never choose a loop interchange
inconsistent with the matrix representation.

However, when comparing the energy consumption for the
basic-row and fission versions with the loop interchange
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TABLE IX: Energy efficiency for four best versions of the algorithm (dataset: 16R).

Versions Time Total energy Performance Energy effi-
[s] [J] [Gflops/s] ciency[Gflops/J]

basic-row 582.63 125098.72 40.26 0.19
fission-row-ij 588.15 128481.50 39.88 0.18
basic-row-sm-256 556.17 118442.28 42.17 0.20
fission-row-ij-lt-64 681.83 143574.55 34.40 0.16

consistent with the matrix representation fission-row-ij,
we saw that the basic-row version was slightly better from
1% to 11% less energy consumption (Figure 11). So the fission
transformation won’t pay off.

Finally, our experiments have shown that the best version
among block versions depends on the data size, and here
block size must be selected experimentally. The only thing
we can see is that as the data size increases, the block size
also increases. It may turn out that if the block size is poorly
selected, the energy consumption may be higher by up to 61%.
For 16R data size, they are versions basic-row-sm-256
and fission-row-ij-lt-64 which works the best (see
Table IX). Moreover, we can say that regardless of the size
of the data, the application of the strip-mining transformation
worked best. For data size 16R the basic-row-sm-256
version turned out to be the most profitable, as can be seen in
Table IX. On the other hand, the transformation of loop tiling
does not pay off because it causes a lot of complications in
the code and it gives a slight extension of the runtime and
slightly higher energy consumption.

Future work includes extending our experimental compar-
ison to a wide range of architectures, including graphics
cards. In addition, we will evaluate the performance impact of
various runtime systems for OpenMP configurations and loop
transformation energy for the WZ and the three decomposition
main kernels in dense linear algebra algorithms (Cholesky, LU,
and QR).

REFERENCES

[1] Beata Bylina and Jarosław Bylina. OpenMP Thread Affinity for
Matrix Factorizationon Multicore Systems. Proceedings of the Federated
Conference onComputer Science and Information Systems, 11:489–492,
2017. https://doi.org/10.15439/2017F231.

[2] Beata Bylina and Jarosław Bylina. Nested loop transformations
on multi- and many-core computers with shared memory. In
Selected Topics in Applied Computer Science, volume I, pages
167–186. Maria Curie-Skłodowska University Press, Lublin, 2021.
http://stacs.matrix.umcs.pl/v01/stacs_v01.pdf.

[3] Simplice Donfack, Jack Dongarra, Mathieu Faverge, Mark Gates, Jakub
Kurzak, Piotr Luszczek, and Ichitaro Yamazaki. A survey of recent
developments in parallel implementations of Gaussian elimination. Con-
currency and Computation: Practice and Experience, 27(5):1292–1309,
2014. https://doi.org/10.1002/cpe.3306.

[4] D.J. Evans and M. Hatzopoulos. A parallel linear system solver.
International Journal of Computer Mathematics, 7(3):227–238, 1979.
https://doi.org/10.1080/00207167908803174.

[5] Franz Franchetti, Yevgen Voronenko, and Markus Püschel. Formal loop
merging for signal transforms. SIGPLAN Not., 40(6):315–326, June
2005. https://doi.org/10.1145/1064978.1065048.

[6] Fred G. Gustavson. New Generalized Matrix Data Structures Lead to a
Variety of High-Performance Algorithms, pages 211–234. Springer US,
Boston, MA, 2001. https://doi.org/10.1007/978-0-387-35407-1_13.

[7] D. Hackenberg, R. Schöne, T. Ilsche, D. Molka, J. Schuchart,
and R. Geyer. An energy efficiency feature survey of the In-
tel Haswell processor. In 2015 IEEE International Parallel and
Distributed Processing Symposium Workshop, pages 896–904, 2015.
https://doi.org/10.1109/IPDPSW.2015.70.

[8] Vasilios Kelefouras and Karim Djemame. A methodology for efficient
code optimizations and memory management. In Proceedings of the
15th ACM International Conference on Computing Frontiers, CF ’18,
page 105–112, New York, NY, USA, 2018. Association for Computing
Machinery. https://doi.org/10.1145/3203217.3203274.

[9] K. Khan, M. Hirki, T. Niemi, J. Nurminen, and Z. Ou. RAPL in
action: Experiences in using RAPL for power measurements. ACM
Transactions on Modeling and Performance Evaluation of Computing
Systems (TOMPECS), 3, 01 2018. https://doi.org/10.1145/3177754.

[10] Martin Kong and Louis-Noël Pouchet. Model-driven transformations for
multi- and many-core CPUs. In Proceedings of the 40th ACM SIGPLAN
Conference on Programming Language Design and Implementation,
PLDI 2019, page 469–484, New York, NY, USA, 2019. Association
for Computing Machinery. https://doi.org/10.1145/3314221.3314653.

[11] João V.F. Lima, Issam Raïs, Laurent Lefevre, and Thierry Gautier.
Performance and energy analysis of openmp runtime systems with
dense linear algebra algorithms. In 2017 International Symposium
on Computer Architecture and High Performance Computing Work-
shops (SBAC-PADW), pages 7–12, 2017. https://doi.org/10.1109/SBAC-
PADW.2017.10.

[12] João Vicente Ferreira Lima, Issam Raïs, Laurent Lefèvre, and Thierry
Gautier. Performance and energy analysis of OpenMP runtime sys-
tems with dense linear algebra algorithms. The International Journal
of High Performance Computing Applications, 33(3):431–443, 2019.
https://doi.org/10.1177/1094342018792079.

[13] Maxime Mirka, Guillaume Devic, Florent Bruguier, Gilles Sassatelli,
and Abdoulaye Gamatié. Automatic energy-efficiency monitoring of
openmp workloads. In 2019 14th International Symposium on Reconfig-
urable Communication-centric Systems-on-Chip (ReCoSoC), pages 43–
50, 2019. https://doi.org/10.1109/ReCoSoC48741.2019.9034988.

[14] Louis-Noël Pouchet, Uday Bondhugula, Cédric Bastoul,
Albert Cohen, J. Ramanujam, P. Sadayappan, and Nicolas
Vasilache. Loop transformations: Convexity, pruning and
optimization. SIGPLAN Not., 46(1):549–562, January 2011.
https://doi.org/10.1145/1925844.1926449.

[15] Yukinori Sato, Tomoya Yuki, and Toshio Endo. An autotuning frame-
work for scalable execution of tiled code via iterative polyhedral
compilation. ACM Trans. Archit. Code Optim., 15(4), January 2019.
https://doi.org/10.1145/3293449.

[16] Md Abdullah Shahneous Bari, Abid M. Malik, Ahmad Qawas-
meh, and Barbara Chapman. Performance and energy impact
of openmp runtime configurations on power constrained systems.
Sustainable Computing: Informatics and Systems, 23:1–12, 2019.
https://doi.org/10.1016/j.suscom.2019.04.002.
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Chapter five - manual parallelization versus state-of-the-art paralleliza-
tion techniques: The spec cpu2006 as a case study. In Ali Hurson, editor,
Advances in Computers, volume 92 of Advances in Computers, pages
203 – 251. Elsevier, 2014. https://doi.org/10.1016/B978-0-12-420232-
0.00005-2.

[19] P. Yalamov and D.J. Evans. The WZ matrix factorisation method. Par-
allel Computing, 21(7):1111–1120, 1995. https://doi.org/10.1016/0167-
8191(94)00088-R.

488 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



A short note on post-hoc testing using random
forests algorithm: Principles, asymptotic time

complexity analysis, and beyond
Lubomír Štěpánek
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Abstract—When testing whether a continuous variable differs
between categories of a factor variable or their combinations,
taking into account other continuous covariates, one may use
an analysis of covariance. Several post-hoc methods, such as
Tukey’s honestly significant difference test, Scheffé’s, Dunn’s,
or Nemenyi’s test are well-established when the analysis of
covariance rejects the hypothesis there is no difference between
any categories. However, these methods are statistically rigid and
usually require meeting statistical assumptions. In this work,
we address the issue using a random forest-based algorithm,
practically assumption-free, classifying individual observations
into the factor’s categories using the dependent continuous
variable and covariates on input. The higher the proportion of
trees classifying the observations into two different categories is,
the more likely a statistical difference between the categories
is. To adjust the method’s first-type error rate, we change
random forest trees’ complexity by pruning to modify the
proportions of highly complex trees. Besides simulations that
demonstrate a relationship between the tree pruning level, tree
complexity, and first-type error rate, we analyze the asymptotic
time complexity of the proposed random forest-based method
compared to established techniques.

I. INTRODUCTION

COMPARING a continuous variable’s means of two or
more categories (or their combinations) of one or more

factor variables and detecting significant mutual differences, if
any, is very common in applied statistics. Particularly when the
dependent variable needs to be adjusted by other continuous
covariates, an analysis of covariance (ANCOVA) is a tool of
choice [1].

Since the analysis of covariance tests whether there is,
in general, a difference between at least two categories of
a given factor, the big question is to determine where exactly
the statistical difference is, i. e., which two (or more) exact

categories of the factor are those the significant difference
arises from.

For this reason, post-hoc tests are usually applied to
identify the significantly different categories of their com-
binations. Some of them are quite established, for instance,
Tukey honestly significant difference (HSD) test [2], Scheffé’s
test [3], Dunn’s test [4], or, if needed, Nemenyi’s test with
a reduced amount of assumptions required to be met [5].

However, the covariance analysis and the post-hoc tests
are limited by relatively tough statistical assumptions, usually
in terms of normality of independence of observation sub-
samples. Furthermore, empirically, when there are multiple
methods for one task, that usually implies each method is
limited somehow and, consequently, there is no "apriori first
choice" method routinely working in all situations.

This work introduces a new post-hoc method based on
a random forest algorithm to overcome the mentioned. Each
classification tree the random forest model consists of has
got its complexity, i. e. number of leaf nodes, by which it
can classify into only one or more categories of observa-
tions than only one. The continuous dependent variable and
continuous covariates are the variables by which an entry
sample of observations is split into subsamples, using logical
formulas with the variables and searched cut-offs. Considering
the categories given by the factor variable (or more factor
variables) entering the analysis of covariance, these may be
refined as an output for the random forest algorithm, not only
as an input for the analysis of covariance. If the number of
trees in the random forest model with sufficient complexity,
i. e. classifying into two or more factor categories or their
combinations, is high enough, then the hypothesis that there
is no statistical difference between the two categories is hardly
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likely. As a tuning parameter, the pruning level may affect how
complex the trees in a random forest are.

After the well-established methods revisiting, we describe
principles behind the random forest-based algorithm for post-
hoc testing, derive the asymptotic time complexity of the
proposed method, and estimate a feasible number of trees in
the random forest model regarding the number of other factors
and continuous covariates. Eventually, we do simulations to
compare the new method to others, i. e. established ones, and,
particularly, describe a relationship between the random forest
tree pruning level and tree complexity and the model’s first-
type error rate.

II. PRINCIPLES AND ASSUMPTIONS OF ANALYSIS OF
COVARIANCE AND POST-HOC TESTS REVISITED

In this section, we recapitulate basic principles of analysis
of covariance and commonly used post-hoc tests to refresh
their logic and mention their assumptions and limitations.

A. Analysis of covariance (ANCOVA) – principles, assump-
tions, and limitations

Principles of ANCOVA. Analysis of covariance is a linear
model standing in between analysis of variance (ANOVA) [6]
and linear regression [1], [7]. While the analysis of vari-
ance assumes there is a continuous dependent variable and
independent categorical factors, linear regression allows for
independent covariates as the analysis of covariance. However,
compared to the linear regression, it estimates effect sizes
as excesses above or below covariate variable average and
enables to elegantly estimate an explained variability pro-
portion of the continuous dependent variable by covariates.
Furthermore, analysis of variance is performed particularly
when continuous covariates are not of much interest compared
to the factors. That being said, inference tests for coefficients
of the covariates are usually skipped.

A model of the analysis of covariance, including k * N
categorical factor variables and m * N continuous covariates,
is for i-th observation from n * N observations in total, as
follows,

yi = µ+

k�

j=1

¶j +

m�

l=1

´lxi,l + ·i, (1)

where yi is a value of the dependent continuous variable for
i-th observation, µ is a grand total mean of the dependent
variable, ¶j is an effect of j-th factor on i-th observation,
with "j * {1, 2, . . . , k}, ´l is a coefficient (slope) of l-th
covariate, with with "l * {1, 2, . . . ,m}, xi,l is a value of l-th
covariate for i-th observation, and ·i is a residual term of i-th
observation, respectively.

Firstly, coefficients ´l for "l * {1, 2, . . . ,m}, listed in
a vector β = (´1, ´2, . . . , ´m)T , are estimated as those

minimizing the sum of residuals [8] from formula (1), ignoring
(not yet estimated) effects ¶j of the factor variables, thus,

β = argmin´l∈Rm

�
n�

i=1

·2i
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So far, considering formula (2) the analysis of covariance
is similar to the linear regression. Secondly, once the vector
β = (´1, ´2, . . . , ´m)T of linear coefficients is estimated,
a part close to multifactorial analysis of variance follows.
A total sum of squares, SStot =

�n
i=1(yi2ȳ)2, describing total

variability of the dependent variable [9], is corrected (reduced)
by variability explained by the continuous covariates, SS´l

,
getting SS∗tot, so

SS∗tot = SStot 2 SS´l
=

n�

i=1

(yi 2 ȳ)2 2
m�

l=1

cov(y,xl)
2

var(xl)
=

=

n�

i=1

(yi 2 ȳ∗)2, (3)

considering a vector of the dependent variable y =
(y1, y2, . . . , yn)

T , a vector of l-th covariate xl =
(x1,l, x2,l, . . . , xn,l)

T , and grand mean ȳ∗ adjusted by the
correction.

Finally, k-way analysis of variance for the coefficients ¶j
estimation is applied. The null hypothesis claiming that j-
th factor does not affect the dependent continuous variable,
i. e. H0 : ¶j = 0, is formulated k-times and tests using the
adjusted sum of squares, SS∗tot, decomposed into component
for the factors and for the residuals. Using formula (3) and
assuming j-th factor has got nj categories and c-th category
has got nj,c observations, the decomposition is as follows [9],

SS∗tot =

n�

i=1

(yi 2 ȳ∗)2 =

k�

j=1

nj�

c=1

nj,c�

i=1

(yi 2 ȳ∗)2 =

=

k�

j=1

nj�

c=1

nj,c�

i=1

(yi 2 ȳj,c + ȳj,c 2 ȳ∗)2 =

=

k�

j=1

nj�

c=1

nj,c�

i=1

(yi 2 ȳj,c)
2 +

k�

j=1

nj�

c=1

(ȳj,c 2 ȳ∗)2 =

=

k�

j=1

SSj-th factor + SSε (4)

where SSj-th factor is sum of squares for j-th factor, SSε is sum
of squares for residuals, and ȳj,c is an average of all values
that belong to c-th category of j-th factor. Consequently, using

490 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



formula (4), the null hypothesis H0 : ¶j = 0 for j-th factor is
rejected on confidence level 12 ³ if and only if

F =
SSj-th factor/(nj 2 1)

SSε/(n+ k 2 12�k
j=1 nj)

g

g F1−³

�
nj 2 1, n+ k 2 12

�k

j=1
nj

�
, (5)

where F1−³(df1, df2) is (12³)-th quantile of Fisher-Snedecor
distribution with df1 and df2 degrees of freedom, respectively.
Rejecting the null hypothesis for j-th factor does not determine
which categories of the factor mutually differ significantly,
though.

Assumptions and limitations of ANCOVA. Analysis of co-
variance assumes that residuals are independent, i. e. for each
r, s * {1, 2, . . . , n} so that r ;= s is cov(·r, ·s) = 0, and of the
same variance, i. e. for each r * {1, 2, . . . , n} is ·r = Ã2 < 0.
Moreover, the residuals should be normally distributed, i. e.
for each r * {1, 2, . . . , n} is ·r > N (0, Ã2) [1].

B. Post-hoc tests – principles, assumptions, and limitations

Assuming the null hypothesis has been rejected for j-th
factor, one would like to determine which exact two or more
categories of the factor significantly differ. Let us mark average
values of observations that belong to categories cr and cs of
j-th factor, with r, s * {1, 2, . . . , nj}, as µr and µs. Usually,
the categories cr and cs of j-th factor significantly differ when
some inequality using data parameters or estimates holds,
as showed below applying the mathematical notation from
formulas (4) and (5). The decision process may be repeated
for each pair of categories r, s of j-th factor to research all
possible differences.

1) Tukey honestly significant differences (HSD) test: Based
on Tukey, averages of the categories cr and cs significantly
differ if

|µr 2 µs|
Ã̂
�

2/n
g q(³, k, n2 k), (6)

where q(³, k, n2k) is studentized critical value for confidence
level ³ and Ã2 is residuals’ variance, n is sample size and k
is the number of factors.

Tukey HSD method assumes that subsamples for com-
pared categories are independent, of the same variability
(homoskedasticity), and follow normal distribution [2].

2) Scheffé’s test: Following Scheffé’s (unweighted) test,
averages of the categories cr and cs significantly differ if

|µr 2 µs| g
 
(k 2 1) · F1−³ (df1, df2) · SSj-th factor, (7)

where df1 = nj 2 1 and df2 = n+ k 2 12�k
j=1 nj .

Scheffé’s test is less limited than Tukey’s HSD test since
there is no explicit assumption of any normal distribution
of observations; however, it has lower statistical power,
though [3].

3) Dunn’s test: Transforming values of dependent variable
yi that belong to the categories cr and cs from initial contin-
uous ones to their ranks, we get their averages w̄r and w̄s.
Dunn’s test recommends considering the categories cr and cs
as different when

|w̄r2w̄s| g z1−³/2·

�����
n(n+1)

12 +
�

t∈|w̄r−w̄s|

�
n3
t 2 nt

12(n−1)

�

�
1

ncr
+ 1

ncs

� ,

(8)
where t is a possible tied value of the ranks wr and ws, nt is
a count of tied ranks at value t, and ncr and ncs are numbers
of observations in categories cr and cs, respectively.

While assumption-free, Dunn’s test may fail to identify sig-
nificant differences between categories due to its low statistical
power [4].

4) Nemenyi’s test: Similarly to Dunn’s test, assuming av-
erage ranks w̄r and w̄s of the categories cr and cs, these
significantly differ if

|w̄r2w̄s| g q(³, k, n2k) ·
�

n(n+ 1)

24
·
�

1

ncr

+
1

ncs

�
, (9)

where q(³, k, n2k) is studentized critical value for confidence
level ³, n is sample size, k is the number of factors, and ncr

and ncs are numbers of observations in categories cr and cs,
respectively.

Nemeyi’s test is nonparametric and robust enough, but may
suffer from low statistical power, though [5].

III. PRINCIPLES AND ASSUMPTIONS OF THE RANDOM
FORESTS

In advance of the proposed method introduction we shortly
point out important pieces of knowledge about classification
trees and random forests.

A. Classification trees – principles and assumptions

Classification trees from the CART family of trees
(classification and regression trees) split a hyperspace of
k * N explanatory variables (continuous or categorical) into
disjunctive hyper-rectangles, fitting simple (constant) models
there by minimizing a given criterion [10].

An observation given by a vector of values xi =
(xi,1, xi,2, . . . , xi,k)

T is classified into one of m classes of
a target variable by a set of rules that comes from node
formulas, created throughout the tree is growing, as described
in Fig. 1. Initially, the root covers all observations till a node
rule, i. e. a found explanatory variable and a cut-off value
minimizing the given criterion partitions the dataset into two
parts. Each part is then again split by a new rule set for
a child node. The process is recursively repeated by growing
the tree, by which a set of node rules successively splits the
input dataset into more parts that are mutually more and more
different. The process of the tree growing, called a top-down
induction of a decision tree (TDIDT), is stopped by a stopping
criterion, e. g. maximum of leaf (ending) nodes, maximum tree
deepness level, etc.
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initialization of an
empty root node

searching for a node
rule: a splitting variable

and a decision rule

splitting the node’s
data according to

the splitting variable
and decision rule
and adding two

corresponding child
nodes to the tree

is there a node
containing data of g 2

classes in the tree?

stop the splitting
and output the tree

no

yes

Fig. 1. A top-down induction of a decision tree (TDIDT).

Let Ã(")j be a proportion of all observations that belong
– by rules of all nodes from root to leaf one – to a target
class j. A leaf node nt classifies into the class c∗f if c∗f =
argmaxf∈{1,2,...,nj} {Ã(")f}. Since each node is through the
tree growing a leaf one (for a limited time), the criterion has
to be minimized in searching for node nt rule. There are
several commonly used criteria, also called impurity measure,
Qnt(T ), such as misclassification error (10), Gini index (11),
or deviance (cross-entropy) (12),

Qnt
(T ) = 12 Ã(")f , (10)

Qnt(T ) =

m�

j=1

Ã(")f (12 Ã(")f ), (11)

Qnt(T ) = 2
m�

j=1

Ã(")f · log Ã(")f . (12)

One can easily see that the lower the impurity measure is,
the higher Ã(")f , i. e. a proportion of a target class f in the
node nt, has to be, as expected.

Classification trees, as depicted in Fig. 1, in order to
minimize the leaf nodes impurity, tend to overfit the node
rules on a given dataset, which is done by the tree’s typical
"overgrowing", i. e. high complexity. To avoid this, besides
some other naive approaches, pruning is commonly applied.
Firstly, let us use usually defined cost–complexity function,

C»(T ) =
�

nt∈{nt}
|{xnt

}| ·Qnt
(T ) + » · |{nt}|, (13)

where {nt} is a set of leaf nodes of the tree and {xnt}
is a set of all observations constrained by rules com-
ing from the root till the node nt. The idea of the
pruning is to find a subtree T» so that T» ¢ T for
a given » that minimizes the statistics C»(T ), i. e. T» =

argminT

��
nt∈{nt}|{xnt

}| ·Qnt
(T ) + » · |{nt}|

�
.

The » g 0 is a tuning parameter that governs the trade-off
between a high tree complexity and size (for low values of »)
and tree parsinomity and reproducibility to other datasets (for
large values of »).

B. Principles of the random forests

Random forests are finite sets of (distinct) classification
trees, described in detail above, each classifying a k-
dimensional observation, xi = (xi,1, xi,2, . . . , xi,k)

T ,
into one of m * N target classes [11]. The
final class c∗f * {1, 2, . . . , nj} of a k-dimensional
observation is the one the largest subset of the
random forest’s trees classifies it into1, i. e., ∗

f =
argmaxf∈{1,2,...,nj} {# of trees classifying into the class cf}.

What is worth to be mentioned is that only k∗ < k variables
are considered as possible partitioning variables in node rules.
The subset of k∗ variables from the original k explanatory
variables is selected randomly using bootstrapping; that en-
sures the pre-selected k∗ variables are mutually independent
enough. A flowchart of the random forest model building is
in Fig. 2.

Neither classification trees nor random forests have impor-
tant assumptions or limitations worth speaking off.

IV. THE PROPOSED METHOD FOR POST-HOC TESTING

In this section, we introduce a novel alternative for post-hoc
testing based on a random forest algorithm. Considering the
ANCOVA notation, categories of a factor that contains statisti-
cally different effects on the continuous dependent variable are
leaf node classes each tree of a random forest classifies into.
The dependent variable and the covariates, and other factor
variables, if any, are entry variables that serve for node rules
if needed. Each tree of the random forest model can either
classify only into one category (as a root note tree) or into
two or more categories, based on its complexity (size). For
details, see Fig. 3.

The more trees of sufficient complexity can classify into
the classes (categories) in the forest, the more likely we can
reject the null hypothesis that there is no difference between
the effects of the factor’s categories on the dependent variable.
This is formally done by ANCOVA, too. What is more, if
a proportion of trees classifying into two given categories is
large enough, considering all trees, the given two categories
seem to be of statistically different effect on the dependent
variable [12].

A proportion of trees classifying into two or more categories
to all trees in the random forest is close to a point estimate

1In case of a tie, i. e. there are two or more target classes the maximum
forest’s trees classify the observation into, one of them is picked randomly.
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initialization of an
empty random forest

creating a decision
tree with a set of

k∗ < k node-splitting
variables randomly pre-
selected using bootstrap

involving the
created tree into

the random forest

are there less than t
trees in the random

forest?

stop the random
forest construction

and output the
random forest model

no

yes

Fig. 2. A construction of the random forest model involving t decision trees.

of the p-value. The p-value is the probability we incorrectly
reject the null hypothesis of no different effects of the fac-
tor categories on the dependent variable, assuming the null
hypothesis is true. Thus, the method also provides statistical
inference as a post-hoc test. Since we could modify a random
forest’s tree complexity (size), i. e. also tendencies to classify
either only into one or into two or more classes, by pruning
and the tuning parameter », we may control the first-type error
rate, i. e. the incorrect rejection of the null hypothesis when it
is true, of the random forest model as inferential post-hoc test.
The proposed method is due to the random forest algorithm
behind almost assumption-free.

Besides the derivations of the inferential properties of
the method, we also discuss the method’s asymptotic time
complexity and do a simulation study with varying » tuning
parameters to describe a relationship between the parameter
and the method’s first-type error rate.

A. Statistical inference behind the proposed method

Using the mathematical notation from previous sections, let
us assume the ANCOVA already rejected the null hypothesis
that the j-th factor does not affect the dependent variable.
Thus, the question is what two (or more) categories of j-th
factor are significantly different so that the factor influences

X1 * R

yes

j = {1, 2}

X1 g x1

yes

j = 1

no

j = 2

X1 g x1

yes

j = 1

no

X2 g x2

yes

j = 2

no

j = 3

Fig. 3. An example of a root node tree (on the left) not able to classify into
any class unambiguously, an example of a tree with sufficient complexity (in
the middle) able to classify into two classes (j = 1 and j = 2), and an
example of a tree with sufficient complexity (on the right) able to classify
into three classes (j = 1, j = 2, and j = 3).

the dependent variable2.
Intuitively, when a large number of the (appropriately

pruned) trees of the random forest model can classify into two
given classes, i. e. categories, then one can hardly suppose the
categories are statistically without a difference.

Similarly to the post-hoc tests, let the null hypothesis
H0 claim that there is no statistical difference between the
given two categories cr and cs of j-th factor. The alternative
hypothesis H1 claims the contradiction, so

H0 : No statistical difference between categories cr and cs.

H1 : Statistical difference between categories cr and cs.

Whenever a post-hoc test rejects the null hypothesis H0 in
favor of the alternative hypothesis H1, the case is equivalent
to a situation the test’s p-value is lower than or equal to a prior
set significance level ³, usually equal to 0.05.

By definition, the p-value is a probability of gaining data
at least as extreme as the data actually observed, assuming
the null hypothesis is true. Let tc be a number of trees in
the random forest model that are in contradiction to the null
hypothesis (under the null hypothesis assumption). Then, the
value of tc is equal to the number of all trees classifying,
besides other classes, into given two classes (categories) cr
and cs; showing that there is a difference between the two
classes. Let the Icr,cs(Ä) be an identifier function returning 1
if and only if the tree Ä classifies into the classes (categories)
cr and cs (regardless whether it classifies into other classes,
too), thus,

Icr,cs(Ä)
�

1, tree Ä classifies into categories cr and cs,
0, otherwise.

We can derive

tc =
�

∀Ä ∈ random forest

Icr,cs(Ä),

2Supposing all categories of j-th factor are similar and mutually without
significant differences, then the categorization of j-factor would not result
in null hypothesis rejection about no effect of j-th factor on the dependent
variable. That is a contradiction, so, there should be two or more different
categories of j-th factor.
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and assuming the random forest model contains exactly t * N
trees, and all trees are induced randomly regardless of their
complexity3, the p-value is estimated by p̂ as

p̂ = P (getting data at least as extreme as the observed | H0) =

= P

ø �

∀Ä ∈ random forest

Icr,cs(Ä) g tc | H0

"
=

= P

ø �

∀Ä ∈ random forest

Icr,cs(Ä) * {tc, tc + 1, . . . , t}
"

=

=
|{tc, tc + 1, . . . , t}|

t
=

=
t2 tc + 1

t
=

= 12 tc 2 1

t
. (14)

Thus, formula (14) shows that the p-value’s estimate is equal
to the fraction of 1 2 tc−1

t . Intuitively, supposing the initial
number tc of trees in the random forest model that are complex
enough to classify, besides others, to categories cr and cs
is generally low. In that case, such a model is not "much"
in contradiction to the null hypothesis about no differences
between the two categories. Thus, when the tc is relatively
low, the fraction p-value = 12 tc−1

t is relatively high and close
to 1, so, unlikely lower than ³(= 0.05). The null hypothesis
probably fails to be rejected. However, for high values of tc,
i. e. when there are many trees in the forest with sufficient
complexity classifying into the two categories cr and cs (thus,
in contradiction to the null hypothesis), then – since the high
value of tc – the fraction p-value = 1 2 tc−1

t is relatively
low and perhaps below the ³ level. Consequently, the null
hypothesis is likely rejected.

Indeed, the » parameter determines how complex the trees
in the random forest are or how radical the pruning of the trees
is. Investigating formula (13), one can realize that if » = 0,
then there is no penalization for large tree complexity, so trees
in the random forest are generally very complex (i. e., of large
size). So, whenever there are at least two observations, one
from cr category and the other from cs category of j-th factor,
all trees in the forest would classify those observations into
their categories, i. e. that for each tree Ä is Icr,cs(Ä) = 1,
which results into tc =

�
∀Ä ∈ random forest Icr,cs(Ä) = t, and,

thus, p-value estimate is p-value = 1 2 tc−1
t = 1 2 t−1

t =
1
t j 0. Finally, if p-value j 0, then also p-value j 0 < ³
which, consequently, results into the null hypothesis rejection.
However, when the null hypothesis rejection is often, it is
also very likely a false rejection, that increases the first-type
error rate. High chance of the null hypothesis rejection means
also the high statistical power, though, i. e. the case when the
incorrect null hypothesis is correctly rejected.

For » > 0, the penalization for tree complexity (size)
is applied, so, the trees’ complexity (size) decreases, and,
thus, if not all, many of the trees do not classify into both

3This is ensured by the bootstrapped selection of k∗ < k node rule
variables.

cr and cs categories. This means that there are trees Ä
in the random forest so that Icr,cs(Ä) = 0, and, finally,
tc =

�
∀Ä ∈ random forest Icr,cs(Ä) < t. So, p-value estimate is

p-value = 1 2 tc−1
t > 0, and it could be below or above the

³ level.

B. A feasible low bound of the number of trees t in the random
forest

Adopting the ANCOVA mathematical notation, when two
categories cr and cs of j-th factor are compared using the
random forest-based method, other k21 factors, together with
m covariates and the originally dependent continuous variable,
play as input variables for node decision rules. Assuming that
3-th factor contains n3 g 2 categories and cut-offs for the
covariates are usually estimated as midpoints of covariates’
ranges, splitting the ranges into a number of categories to
be classified into, i. e. nc, we may estimate a minimum
number of mutually different trees. Each mentioned feature
could be or could not be included in a tree; that being said,
the number of all combinations of k 2 1 factor node rules
is at least 2

!
3∈{1,2,...,k}\j n3 g 22

k−1

, and the number of all
combinations of m covariates and the dependent variable, split
into nj intervals, is at least nm+1

j . Thus, the minimum number
of mutually different trees and, thus, the feasible low bound
of the random forest trees’ number is

t > 2
!

3∈{1,2,...,k}\j n3·nm+1
j g 22

k−1·nm+1
j .

Furthermore, since the number of trees t determines decimal
precision of p-value estimate based on formula 14, if we ask
for decimal precision of d * N digits, then the minimum
number of trees in the random forest is about

t > 10d+1,

to ensure feasible precision for d-th decimal digit.

C. A brief asymptotic time complexity analysis of the proposed
method

The random forest model consists of classification trees
as atomic units, constructed following the flowchart 1 and
algorithm 1. A decision tree is induced until the moment
all its leaf nodes include only observations of one category
of j-th factor, i. e. a sequence of node rules coming from
root note till the leaf one successively limits the entry dataset
to one-class observations [13]. When the categories are well
balanced across the dataset, each binary partitioning halves
them, and the tree average depth is around log2 n levels; thus,
the asymptotic time complexity is also Θ(log2 n), assuming
one split of a node takes one time atomic unit. However, if
the categories are totally unbalanced, each splitting cuts the
current dataset of size n∗ into 1 and n∗ 2 1 observations,
which takes n steps in total. Then, tree depth is n, so the
asymptotic time complexity is Θ(n). Assuming there are
k 2 1 factors, m covariates and the originally dependent
variable, i. e. k 2 1 + m + 1 = k + m variables, searched
through averagely n

2 observations within each node splitting,
the asymptotic time complexity of one tree induction Θ( )
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is therefore between Θ(log2 n) (best-case scenario) and Θ(n)
(worst-case scenario),

Θ
�
(k +m)

n

2
log2 n

�
f Θ( ) f Θ

�
(k +m)

n

2
n
�
,

Θ

�
(k +m)n

2
log2 n

�
f Θ( ) f Θ

�
(k +m)n2

2

�
,

Θ((k +m)n log2 n) r Θ( ) r Θ
"
(k +m)n2

"
. (15)

Algorithm 1: The top-down induction of decision trees
(TDIDT) following the logic of the flowchart 1

Data: a n× (m+ k) dataset of n observations, with
j-th target factor, k 2 1 factors, m covariates,
and one dependent continuous variable

Result: a classification tree

1 T = ({n}) // a tree T with a set ;
2 // of nodes n;
3 {n} = {root} // initially, the tree T

;
4 // is a root;
5 Ã(")j // a node criterion;

6 while # a node * {n} so that data constrained by all
node rules coming from root to the node belong to
g 2 classes do

7 find for the node a splitting variable and splitting
point minimizing the Ã(")j ;

8 add to the node two child nodes nleft a nright;
9 {n} := {n * {nleft, nright}} ;

10 T := ({n}) // update the tree using;
11 // the new node set n ;
12 end
13 a completely induced tree T ;

Since a random forest contain t trees, each built in Θ( ) time
by (15), the entire random forest asymptotic time complexity
construction Θ(!) is

Θ

�
t
(k +m)n

2
log2 n

�
f Θ(!) f Θ

�
t
(k +m)n2

2

�
,

Θ(t(k +m)n log2 n) r Θ(!) r Θ
"
t(k +m)n2

"
. (16)

One model of the random forest provides one (point)
estimate of the p-value using the formula (14), enabling to
statistically distinguish between two categories. In comparison,
the estimation of the decision rules for post-hoc tests using
formulas (6), (7), (8), and (9) usually take only several linear
steps, assuming the SSj-th factor in (7) term is precalculated.
Fortunately, the time complexity (16) is still polynomial.
Furthermore, since the building of the random forest with the
complexity of (16) is based on independent trees induction, it
could be parallelized; then, if the random forest building would
be parallelized into Ã f t independent slave processes each

inducting a bunch of t
Ã * N trees, the time complexity (16)

would be reduced to

Θ

�
t
(k +m)n

2Ã
log2 n

�
f Θ(!) f Θ

�
t
(k +m)n2

2Ã

�
,

Θ

�
t

Ã
(k +m)n log2 n

�
r Θ(!) r Θ

�
t

Ã
(k +m)n2

�
.

V. SIMULATION STUDY

To compare the established post-hoc tests with the proposed
method, particularly its first-type error rate, we run a sim-
ulation study generating many n × (k + m + 1) datasets
with n observations, k factor variables, m covariates with
various relationships between the variables, and, lastly, with
the continuous dependent variable. For each post-hoc test, i. e.
Tukey HSD test, Scheffé’s test, Dunn’s test, Nemenyi’s test,
and random forest-based method, we compare two categories
of a selected factor so that the categories have significantly
non-different averages within the continuous dependent vari-
able and check how many times the methods claim there is
a significant difference. Thus, in theory, we measure the first-
type error rate. The simulation was repeated for different »
parameter values to illustrate how the value of » determines
the first-type error rates in the new method, i. e., what are ideal
» values to control the first-type error rate on a feasible level.

The datasets were generated as follows. One of the k
factors, let’s say the j-th one, contained two categories, cr
and cs, following a normal distribution with the same average
of the continuous dependent variable, i. e. N (0, 12). Other
k 2 1 factors always split the dependent continuous variable
into 2 to 4 categories with random averages from N (µ,σ2),
where µ * ï21, 1ð and σ2 * ï0, 2ð. Furthermore, the
covariates also followed normal distribution N (µ,σ2), where
µ * ï21, 1ð, σ2 * ï0, 2ð, and correlations r between the
dependent continuous variable and covariates were randomly
from r * ï20.5, 0.5ð. The continuous variable was dependent
for all post-hoc tests with exception of the proposed method,
where j-th factor is as dependent one.

There were ¸ = 1000 datasets, as depicted above, gener-
ated in total, and for each » * {0.1, 0.3, 0.5, 0.7, 0.9}. The
number of trees in each random forest was always t = 1000.
Numbers of cases where p-value was lower than or equal to
³ = 0.05 regardless of the post-hoc test were summed up,
indicating the point estimates of the first-type error rates, as
illustrated in table I. The simulation study was performed using
R programming language and environment [14]. There are
more numerical applications of R language to various fields
in [15]–[23].

While the established post-hoc tests returned point estimates
of the first-type error rate about 0.050 (regardless of » since
their formulas (6), (7), (8), and (9) are not functions of the
»), point estimates of the first-type error rates output by the
introduced method progressively decreased with increasing
value of », see table I.

However, since the proposed random forest-based algorithm
for categories’ averages comparison is data-determined and
heuristic, it is nontrivial to suggest specific values of the
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TABLE I
POINT ESTIMATES OF THE FIRST-TYPE ERROR RATES FOR POST-HOC
TESTS, I. E. TUKEY HSD TEST (T-HSD), SCHEFFÉ’S TEST (SCHT),
DUNN’S TEST (DT), NEMENYI’S TEST (NT), AND THE PROPOSED

METHOD (RF-T) FOR DIFFERENT VALUES OF TUNING PARAMETER κ,
BASED ON THE SIMULATION DESCRIBED ABOVE.

method
T-HSD SchT DT NT RF-T κ

# of cases in total 1000 1000 1000 1000 1000 0.1
#{p-value ≤ 0.05} 56 51 45 42 66

�first-type error rate 0.056 0.051 0.045 0.042 0.066
# of cases in total 1000 1000 1000 1000 1000 0.3
#{p-value ≤ 0.05} 54 51 45 42 58

�first-type error rate 0.056 0.051 0.045 0.042 0.058
# of cases in total 1000 1000 1000 1000 1000 0.5
#{p-value ≤ 0.05} 60 58 45 51 49

�first-type error rate 0.060 0.058 0.045 0.041 0.049
# of cases in total 1000 1000 1000 1000 1000 0.7
#{p-value ≤ 0.05} 50 56 41 50 38

�first-type error rate 0.050 0.056 0.041 0.050 0.038
# of cases in total 1000 1000 1000 1000 1000 0.9
#{p-value ≤ 0.05} 47 53 48 46 29

�first-type error rate 0.047 0.053 0.048 0.046 0.029

pruning parameter » to reach a given level of the first-type
error rate.

Still, as indicated by the derived theory and simulation
study, the higher the pruning parameter » is, the higher
penalization for too complex trees in a random forest is. Thus,
the less complex the trees in a random forest are, which results
in lower trees’ ability to classify into two or more classes of
the factor variable and, consequently, the lower first-type error
rate of the random forest as an inferential algorithm.

VI. CONCLUSION

When searching for statistical differences between cate-
gories’ averages of a given factor, once analysis of covariance
is performed, post-hoc tests may identify which two or more
categories have significantly different impacts on the depen-
dent continuous variable average. However, the post-hoc tests
are usually limited by rigid statistical assumptions.

In this work, we introduced a novel method for post-
hoc testing based on a random forest algorithm. Rather than
a statistical comparison of dependent variable’s averages for
two factor categories and evaluation of its effect size, the
proposed technique refines the logic of testing. The factor
with compared categories becomes an output variable, i. e., its
categories populate leaf nodes of the model trees, and other
factors, initially dependent continuous variable and covariates,
if any, serve input variables, i. e., as quantities in node rules.
The higher the random forest model trees’ complexity, i. e.,
size is, the more likely the trees classify into (besides others)
the two compared categories, and, thus, the null hypothesis
claims there is no statistical difference between the compared
categories’ averages is more likely to be rejected. Furthermore,
since trees’ pruning level determines the trees in the random
forest model complexity, a tuning parameter affecting the
significance of the pruning also changes trees’ complexity
and, consequently, the probability of correctly rejecting the

null hypothesis. Finally, the tree pruning may modify the
first-type error rate, too. The asymptotic time complexity of
the random forest-based post-hoc method is usually higher
than the complexities of the established procedures but is still
polynomial and might be parallelized.

Therefore, the introduced random forest-based method
seems to be a valid alternative to other, commonly used
post-hoc tests.
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[12] Lubomír Štěpánek, Filip Habarta, Ivana Malá, and
Luboš Marek. “Analysis of asymptotic time complex-
ity of an assumption-free alternative to the log-rank
test”. In: Proceedings of the 2020 Federated Conference
on Computer Science and Information Systems. IEEE,
Sept. 2020. DOI: 10.15439/2020f198. URL: https://doi.
org/10.15439/2020f198.

[13] Kawther Hassine, Aiman Erbad, and Ridha Hamila.
“Important Complexity Reduction of Random Forest
in Multi-Classification Problem”. In: 2019 15th Inter-
national Wireless Communications Mobile Computing
Conference (IWCMC). 2019, pp. 226–231. DOI: 10 .
1109/IWCMC.2019.8766544.

[14] R Core Team. R: A Language and Environment for Sta-
tistical Computing. R Foundation for Statistical Com-
puting. Vienna, Austria, 2017. URL: https : / /www.R-
project.org/.
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Abstract—Security Games have been used in several different
fields to randomise the division of limited resources and thus
maximise the possibility of securing a set of targets. For this
very practical purpose it is natural to consider primarily mixed
strategies, but such focus omits some theoretical properties of
the games discussed. In this paper we discuss the existence and
properties of pure Nash equilibria in security games. We give
an overview of the basic observations that can be made in this
setting. We also recognize an interesting problem in a case with
multiple players playing a security game asynchronously, propose
an algorithm for finding a strategy for any given player in the
mentioned case and prove that the strategy profile resulting from
the algorithm is in fact a Nash equilibrium and, even stronger,
a subgame perfect equilibrium. We think that these findings are
a nice supplement of the practical approach to Security Games
and allow to form new research questions.

I. INTRODUCTION

Since its conception in the previous century, Game Theory
provided a language which has been used to discuss, among
other things, how businesses compete on a given market, how
to model predator-pray interactions in the animal kingdom and,
most famously, how to behave during an interrogation. This
should come at no surprise as, at its core, game theory de-
scribes conflict between autonomous entities and such beings
can be recognized in almost any setting.

One of the most basic concepts that was necessary to define
in this field from the very beginning,is how to recognize
whether any decision made by an entity is good or not.
Typically it is decided by considering the potential outcome,
which is provided by knowing the decision process of all of the
players,and testing whether it has a desired set of properties.

One of the most known descriptions of a good strategy
profile is the Nash equilibrium [1]. While it has its own
drawbacks, it provides an reasonable set of assumptions on
the behaviour of the players and always exists in finite games
with mixed strategies.

A mixed strategy is when the decision process of a player is
given by a probabilistic function over the possible actions, and
thus is great to describe the uncertainty in decision making. In
contrast we have pure strategies, where a player chooses one
action. There is no guarantee that there is a Nash equilibrium
consisting of only of pure strategies, which makes it a very
interesting decision question, that has been studied for several
classes of games [2] [3].

An interesting type of game, for which pure strategies were
not considered, are the so called security games. Based on an

idea by Stackelberg [4], these games divide the players into
two groups, of which one declares their strategies before the
other, and tries to find a Nash equilibrium in such setting. This
approach has been successfully applied in several systems, like
the security checkpoint schedule in LAX airport [5], plan-
ing US Air Marshals flight security patterns [6], preventing
poaching [7] and other cases. While it should be obvious why
limiting yourself to just pure strategies in security games is
not the best thing to do from a practical point of view, we
found the theoretical properties of this model to be interesting
and this paper, which is based on a PhD thesis [8], provides
some insights to the approach.

The structure of this paper is the following: In section 2
we provide the basic definitions needed for the discussion
and observations that can be made about pure strategies in
security games. In next section we discuss deeper a specific
case were we have multiple defenders playing asynchronously
and recognize which game theory concepts should be used
to find the strategies in that setting. Section 4 contains the
algorithm for choosing a strategy for each player and the
proof that the resulting strategy profile is a subgame perfect
equilibrium. In the final section we will briefly summarize our
observations and recognize further possible areas of inquiry.

II. BASIC DEFINITIONS AND OBSERVATIONS

As a game in normal form we recognise a tuple (N,A, u)
where: N is a finite set of players, indexed by i; A = A1 ×
· · ·×An where Ai is a finite set of actions available to player
i. Each vector (a1, . . . , an) in A is called an action profile;
u = (u1, . . . , un), where ui : A ³ = is a valuating function
for player i. In our cases we will assume that the goal of each
player is to get the largest possible value from their valuating
function. Moreover in the games we will be discussing any
action will be corresponding to choosing an object to protect
and thus we sometimes use the expressions committing to an
action and picking an object interchangeably, hopefully not
causing too much confusion. The assignment of probabilities
by a player to his set of available actions is called a strategy
and the decision on the probabilities is called committing to a
strategy. If the assignment gives one of the actions probability
1 then it is called a pure strategy. Any other strategy is called
mixed. A strategy profile is a vector containing strategies of
all players in a given game. To formalize the concepts of good
strategies we define a best response for the player i to an action
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vector a2i (an action vector without the i-th position) is an
action a * Ai such that for all a2 in Ai we have ui(a2i, a) g
ui(a2i, a

2). A strategy a = (a1, . . . , an) is a Nash equilibrium
iff for all i in {1, . . . , n} ai is a best response to a2i.

Now we can move on to define security games, in which
we divide the players in to two groups, one of which declares
their strategies before the other. We call the first group the
defendersand the second group is called the attackers. In any
case an action done by a defender is interpreted as defending a
specific object, corridor, monument etc. and an action chosen
by the attacker is assaulting it. For it to be a security game, the
valuation function has to have an additional property: if the
attacker chose to attack an undefended target his valuation
function will be higher that if the target was defended.
Symmetrically the valuation function for the defender should
be worse when an undefended object has been attacked, then
if an defended object has been attacked.

While the properties of the valuation function play a crucial
role in finding mixed strategies in Security Games, there are
not that important when we assume that only pure strategies
are available to the players. In the case of pure strategies in
security games it is sufficient to just consider the strategies
of the defenders. Now let us think what will happen, if all of
the defenders have to commit to a strategy at the same time.
Obviously, they want their most valued object to be protected
and they have no way to coordinate with other players. If for
each of them the most valuable object is different, then we
will have a Nash equilibrium.

If two players value one object the most we have an
interesting situation: on one hand if they are rational they
should pick the most valued object, but that will lead to to a
strategy profile that is not a Nash equilibrium, as if only one of
the would switch to his second best object, he would increase
his valuation function. On the other there is no rational way for
any of those players to make a different decision as they are
risking lesser value if both of them choose their second best
option. So we would have a situation where there may exist
a pure Nash equilibrium, but there is no way for the players
to achieve it. This problem could disappear, if the defenders
themselves played in a given order, but it may not be the case,
and will be the topic of our next inquiry.

III. MULTIPLE DEFENDERS IN AN ASYNCHRONOUS GAME

Let us consider a security game with n defenders and one
attacker. Each action of a defender consists of picking an
object to defend. The defenders commit to their pure strategies
in a given order. The valuation function for each player is given
as the sum of all values of the objects picked by all of the
players. This model describes a sequential game which can be
described a a game in Extended Form. Full formal definitions
of an Extended Form game, Nash equilibrium and a sub-game
perfect equilibrium in such games can be found in handbooks
like [9] or [10]) We will describe the basic intuitions behind
those concepts.

We can represent a game in Extended Form as a tree in
which: each vertex represents the state of the game at the

moment, the root being the game before any move was made,
and each leaf describing each possible outcome of the game,
each edge represents an action that the current player can
choose and connects the vertex corresponding to the game
state before that action to the vertex with the game state after
that action. With this representation any sub-tree that starts in
a vertex and consists of all the edges and vertices below is
also a game and is called a sub-game.

Any game in extended form can be translated into normal
form and thus we can use the definitions of Nash equilibrium
and best response in this context. There is a problem however,
as the Nash equilibrium does not have to be optimal on sub-
games. A sub-game perfect equilibrium is a Nash equilibrium
that is also a Nash equilibrium on all of their sub-games.

Now if we have the complete game tree, it is easy to see
that we can find an best response for any player simply by
backtracking the expected results from the leaves to the current
situation. This is unfeasible, as the whole game tree will
grow exponentially with respect to the number of players and
possible actions. To get rid of this problem, instead of trying
to find a whole strategy, we will try to identify a good move
and argue that there exists a sub-game perfect equilibrium in
which this was the best response.

Consider a game G with the set of actions A and a strategy
profile s for G. A sequence (a1, ..., an) * An is a result of
strategy s if, and only if starting in the root of the game tree
and moving down an edge only if it is the action indicated by
the strategy s, the actions the edges traveled through form the
sequence (a1, ..., an).

We say a sequence of actions (a1, ..., an) is called reason-
able if there exists a strategy profile that is a sub-game perfect
equilibrium, such that (a1, ..., an) is a result of s.

Thus we can simplify our problem and instead of finding
a strategy profile which should describe actions taken in any
possible situation, just find an sequence of actions and argue
that they are a result of a good strategy profile.

IV. MAIN RESULT

We will present now the algorithm for finding good move
for each player. The algorithm in itself is fairly simple and
easily works in polynomial time.

A. Algorithms for decisions

The basic algorithm
Input: A - set of available actions; V - the valuation matrix;

i - the index of the player making the decision;
Output: (ai, ..., an) the predicted choices of actions for

players i to n.
1) Delete all columns for actions that have already been

chosen.
2) Define k as the number of rows in the matrix.
3) Find in the last row the column in which there is the

most valuable object for the k-th player (if more then
one pick at random).

4) Mark this object as ak.
5) Remove the last row from the matrix.
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6) Repeat steps 1-4 until ai is defined.
The modified algorithm
Input: A - set of available actions;

V - the valuation matrix;
i - the index of the player making the decision;
(a1, ..., an) - sequence of choices of actions predicted by the
original algorithm;

Output: (a2i, ..., a
2
n) the predicted choices of actions for

players i to n.
1) Delete all columns for objects that have already been

chosen.
2) Define k as the number of rows in the matrix.
3) Find in the last row the column in which is the most

valuable object for the k-th player (if more than one
and ak is available pick ak else pick at random).

4) Mark this object as a2k.
5) Remove the last row from the matrix.
6) Repeat steps 1-4 until a2i is defined.

B. Proofs of reasonability

To prove that the sequence provided by the basic algorithm
is reasonable we will use the following lemma, which shows
that if we have a sequence predicted by the basic algorithm
and we remove one object from the set of possible objects,
then using the modified algorithm for a player will have an
output which will differ from the original output at most at
one choice.

Lemma 4.1: Let (a1, ..., an) be the result of using the basic
algorithm on the game G with the set of actions A. By running
the modified algorithm for the game G, sequence (a1, ..., an)
and set of objects A\{a}, where a * A, will give a sequence
(a21, ..., a

2
n) which will differ from (a1, ..., an) in at most one

element and only if a * {a1, ..., an}.
Case 1: First let us consider the case in which a ;*

{a1, ..., an}. In this case the resulting sequence will be iden-
tical to the original. As in step 4 of the modified algorithm
for the k-player the action ak will still be available and the
valuation of objects has not changed, it will be chosen by the
k-th player.

Case 2: Now consider the case in which a * {a1, ..., an}.
Let us assume that a = ak for some 1 g k g n. Since none
of the values have changed and the players form k + 1 to n
will still have their previous choices available, the algorithm
will pick those objects. Of course player k cannot choose ak
because it is not in the set of possible actions. The modified
algorithm finds a new object for him which we will mark as a2.
It cannot be that a2 = ai for i > k because these objects are
already unavailable for the algorithm by now. If a2 ;= ai for all
i < k then this will be the only change result of the algorithm,
because then all of the objects the modified algorithm has to
pick in case of ties are available as in case 1. If a2 = ai
for some i < k, then it will be assigned to player k, but we
have a problem with the assignment for player ai. Running
the modified algorithm for players from i + 1 to k 2 1 will
give the same result as the original, by the same reasoning
as before. For player i we can repeat the same reasoning as

we did for the player k. As in each such repetition the index
will get smaller and the sequence is finite, such replacement
will happen only a finite number of times and will result in a
sequence which differs only in one element from the original
sequence.

Theorem 4.2: Let (a1, ..., an) be the result of using the
algorithm on the game G with the set of objects A. Then
(a1, ..., an) is reasonable.

We will prove this by assigning a move each vertex in
the game tree and arguing that we can construct a sub-game
perfect equilibrium for the game G for which (a1, ..., an) is the
result. The proof goes by induction on the number of players.
The case of n = 1 is trivial.

n = 2: We have one vertex corresponding to the decision
of player 1 from which descent m edges corresponding to all
possible actions for player 1. We put a2 on all vertices of
player 2 except the one connected to the edge a2. There we
can use the modified algorithm on the sequence (a1, a2) and
the set of objects A\{a2} to find one to put on this vertex. We
put a1 on the root. It should be easy to see that this assignment
will produce a sub-game perfect equilibrium with the sequence
(a1, a2) as a result.

n 2 1 ó n: Now we assume that we can assign moves
tree for any game G with n 2 1 players a given set of
objects A which constructs a sub-game perfect equilibrium
and a sequence given by the algorithm is the result. We will
show how to use this to assign moves in a tree for any
game with n players and a sequence (a1, ..., an) given by the
algorithm. We start from a tree for the game G with all vertices
empty. For every vertex connected to the root we will run the
modified algorithm on the game G without player 1, sequence
(a2, ..., an), and set of objects A\{a}, where a is the label of
the edge between this vertex and the root. By our inductive
assumption, we can construct a full strategy on the subtree
starting from that vertex, which has the desired properties
and has (a22, ..., a

2
n), given by the modified algorithm, as a

result. We can see that by discarding the object a for this
whole subtree we can be sure that, as long as we pick the
proper object for the root, the whole strategy will stay a perfect
subgame equilibrium. What is left is to show that there are no
better actions to put at the root than a1. Consider first edges a
which are not in the set {a2, ..., an}. If player one was to pick
one of them the result of playing the subtree under that edge,
by the lemma, is exactly the sequence (a2, ..., an), so it only
could be beneficial for him if va1 > va1

1 which is contrary to
the way we picked a1. Suppose now that player 1 could benefit
from committing to an action a form the set {a2, ..., an}. By
the lemma the resulting sequence (a, a22, ..., a

2
n) differs in at

most one element from the sequence (a1, ..., an). If it differs,
then for it to be beneficial it had to be the case that this one
action has a greater value for player 1 than a1, which is in
contrary with the way a1 was chosen. So there is no action
which grants a better result for player 1 than choosing a1.
We put a1 on the root getting a proper assignment to the tree
which can construct a perfect su-game equilibrium with the
result (a1, ..., an) thus completing the construction.
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With multiple preferred objects it could happen that the
whole outcome of the game is very different from what the
players predicted and in fact the outcome does not have to be
a sub-game perfect equilibrium, which would undermine the
validity of the reasonable move as a good strategy concept.
The next theorem proves that no matter how often the players
were wrong in their predictions the whole outcome will be in
fact reasonable.

Theorem 4.3: Let G be a game with n players and the set
A of available objects. Player 1 uses the basic algorithm to
obtain the sequence (a11, ..., a

1
n) and picks a11. Then player

2 uses the basic algorithm on the set A\{a11}, obtains the
sequence (a21, ..., a

2
n21) and commits to a21. The following

players continue in a similar fashion cutting the set of objects.
Then the sequence (a11, a

2
1, ..., a

n
1 ) is reasonable.

The proof goes by induction on the number of players. The
case n = 1 is trivial.

n = 2: As in the previous proof we have one vertex
corresponding to the decision of player 1 from which descent
m edges corresponding to all possible actions for player 1. W
put a11 on the one vertex of player 1. We put a21 on all vertices
of player 2 except the one connected to the edge a21. We use
the modified algorithm for the sequence (a11, a

2
1) and the set

of objects A\{a21} to find what to place on the last vertex.
This strategy will have (a11, a

2
1) as a result. As to show that

the assignment can be used to construct a sub-game perfect
equilibrium it suffices to notice that even if a21 ;= a12 both
must be equally valued by player 2 because the algorithm
gave those two elements as a possible move of player 2 on two
different occasions, while both those actions where available
to the player.

n 2 1 ó n: We assume that we can build a strategy tree
for any game G with n2 1 players and a given set of actions
A which is PSE and the proper sequence is the result. To
show the result for n players we start with a game tree with
all vertices empty. For every vertex connected to the root we
run the modified algorithm on the game G without player 1,
sequence (a21, ..., a

n
1 ) and the set of actions A\{a}, where a is

the label of the edge between this vertex and the root. By the
inductive assumption the sequence(a21, ..., a

n
1 ) is reasonable for

the proper sub-game, so the result of the modified algorithm
is also reasonable and a sub-game perfect equilibrium can
be constructed on this subtree. It remains to argue that after
putting a11 in the root the strategy we get a similar result. It
is important to notice that the sequence (a11, a

2
1, ..., a

n
1 ) is a

possible result of using the regular algorithm for the game G
with n players and set of objects A. Thus we can use the
lemma for all the subtrees. So we can use the exact same
argument as in the proof of the previous theorem to show that
player 1 cannot benefit from changing committing to another
move than a11.

We can notice that this proof provides more than just the
answer to this specific case. First of we didn’t explicitly stated
if there always exists a pure Nash equilibrium in the case of
simultaneous moves by the defenders. We can see that any
sub-game perfect equilibrium provided by our algorithm will

remain a Nash equilibrium, if all of the moves are made at
the same time and so we see that a pure Nash equilibrium
always exists in this case. If we would like to consider a case
in which some of the defenders have the resources to defend
more than one object we can simulate that by adding copies
of that player’s valuations to the valuation matrix and dividing
one defender with n resources into n players with one resource
and identical valuations.

V. SUMMARY

In this paper we have discussed the properties of pure
strategies in security games. We recognized which part of
the model can be omitted in this situation and which can be
redefined to simplify the model. We introduced a situation
in which the defenders pick actions in a sequential order,
we proved that a pure strategy equilibrium exists in such
setting, that we can find a move corresponding to such an
equilibrium in polynomial time, and used this construction to
prove the existence to a pure Nash equilibrium in the general
case of synchronous play of the defenders, as well as when
the defenders have more that one resource to use.

As for future directions, the problem discussed in this
paper assumed no possibility of communication between the
defenders and we think that any query in that direction could
be interesting. Also we can see that the result of the game
in our case could depend heavily on the order in which the
players were able to commit to their strategy. As so, we think
that that finding out how much trying to coordinate the players,
via an additional player or otherwise, could affect the possible
result, or even finding out exactly how many different results
can be achieved from a given game in any ordering, could
pose also an interesting challenge.
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Abstract—Formal reasoning about the correctness of safety-
critical system properties is crucial since such systems may
impact their environment when malfunctioning. The Rail Safe
Transport Application (RaSTA) Protocol is a protocol for systems
used in railway applications such as signaling. It claims to
provide highly available and timely communication based on
the application’s demands. We investigate timeliness, i.e., the
property that application data do not become obsolete.

We analyze the protocol’s specification and provide assump-
tions necessary to resolve imprecisions. Under the specified error
model, we find that the deadlines proposed bound until messages
are considered timely is too restrictive, disabling RaSTA’s mech-
anisms to recover from lost messages in time. We formalize the
specification of timeliness to provide a counterexample for the
proposed bound and create an improved bound that does not
lead to violated deadlines under the same assumptions and error
model.

I. INTRODUCTION

THE Rail Safe Transport Application (RaSTA) [1] is a
protocol used in railway signaling technology between

diverse communication endpoints. It is independent of the
overlaying application. Since it may be usable for safety-
critical applications, its correctness is essential. The object of
this paper is to formally verify the correctness of a part of the
RaSTA protocol. We formally investigate RaSTA’s timeliness
property using networks of timed automata and the tool Uppaal
for formal reasoning [2].

RaSTA’s specification rests upon natural language. The
interpretation of such a specification often relies on either
explicit or implicit assumptions, allowing to focus on aspects
considered necessary while abstracting from others. Those
assumptions pose the danger of creating a model that cannot
reflect the wanted properties. The following quote from Sir
Tony Hoare shows that formal approaches are a necessary and
helpful tool to discuss such assumptions:

The job of formal methods is to elucidate the as-
sumptions upon which formal correctness depends.

In this investigation, we discuss necessary assumptions
about imprecisions in RaSTA’s specification, prove that the
bound for messages’ timeliness given in RaSTA’s specification
is insufficient, and provide an improved bound.

The remainder of this paper is structured as follows: Section
II provides an overview of the normative requirements applica-
ble to RaSTA and an overview of the protocol itself, including
assumptions made in the RaSTA specification. Section III
introduces the formal semantics of networks of timed automata

and Uppaal. In Section IV we present our model and the
evaluation of RaSTA’s timeliness property. Finally, section V
gives a conclusion of our work.

II. RASTA PROTOCOL

The RaSTA [1] protocol is specified in a pre-standard by
the DKE/UK 351.3, a national working committee of the
Association for Electrical, Electronic and Information Tech-
nologies for railway signaling facilities. It is used in railway
signaling technology to achieve safe and highly available
communication.

A. Requirements

Strict normative requirements exist, as safety is a crucial
concern in this field. RaSTA implements the requirements of
[3] for safe communication in open communication systems
of category 2, including networks consisting of safety-critical
and non-safety-critical systems that can read, write, process,
and transmit data. Safety-critical systems use safety-critical
transmission functions, assuring Authenticity, Integrity, Time-
liness, and Sequence of sent messages. Specifically, RaSTA
defines timeliness as a state in which information is available
in time according to the requirements. The number of users is
generally unknown, as well as their application. Thus unknown
amounts of data in arbitrary formats are sent in such networks.
There might be routing and management facilities and the
communication media may be prone to unforeseen external
faults. Authorized access with malicious intentions is explicitly
negligible in this category. Thus no cryptographic means are
enforced.

The system’s functionality must ensure the aforementioned
properties of safety-critical transmission functions. The imple-
mentation of such a system implies an evaluation of possible
safety threats. Appropriate means must be used to mitigate
these threats. In [3], a list of specific safety means is provided,
consisting of short descriptions and their requirements.

B. Architecture

RaSTA is implemented between a typical communication
stack’s application layer and the transport layer, as pictured
in Figure 1. There are only a few requirements on the
transport layer, making RaSTA suitable for different scenarios:
It must be possible to send messages to specific receivers. The
network, including the communication partners, must process
the messages in a best-effort manner. It is unnecessary to
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Fig. 1: Architecture of the RaSTA Protocol Stack

TABLE I: Protocol Data Unit of the SRL

Byte(s) Content
0 - 1 length
2 - 3 type
4 - 7 receiver ID
8 - 11 sender ID
12 - 15 sequence number
16 - 19 confirmed sequence number
20 - 23 timestamp
24 - 27 confirmed timestamp
28 - 28+k-1 payload (k bytes)
28+k - (28, 35, 42)+k safety code

enforce deadlines, but safety reasons imply fast transmission
and adequate quality. Reference [1] states that commercial of
the shelf transport services such as UDP or TCP are well
suited.

RaSTA introduces two new layers between application and
transport: the upper Safety- and Retransmission-Layer (SRL)
and the lower Redundancy-Layer (RL), also shown in Figure 1.
The SRL provides a safe communication mechanism for net-
works according to [3], while the RL aims to provide a highly
available communication service via so-called Redundancy-
Channels. The RL uses multiple transport layer channels
(possibly with different transport services) for redundant com-
munication. In this way, messages that get lost or altered on a
single transport channel do not affect the communication on
SRL-level. Since most of the means to ensure the necessary
properties reside in the SRL, this paper only briefly covers the
RL.

Table I shows the design of the Protocol Data Unit (PDU)
of the SRL. We omit a representation of the RL at this point.

The SRL makes use of IDs for sender and receiver to
ensure authenticity as well as a safety code based on the
message digest 4 (MD4) [4] algorithm to ensure integrity.
Depending on the individual requirements, the latter can
take either all, a few, or none of the result’s bytes. The
protocol uses the sequence number (SN ) and the confirmed
sequence number (CS) to maintain the correct sequence of all
communicated messages: With each communicated message,
SN gets incremented. At the same time, CS represents the
last received sequence number of the communication partner.
Both timestamp (TS) and confirmed timestamp (CTS) fields

are used to ensure timeliness. Here, TS represents the time at
which the sender created the message, and CTS represents the
last received timestamp of the communication partner, analog
to the confirmed sequence number. The insurance of both
Sequence and Timeliness requires additional logic, discussed
in the protocol specification.

The RL has a more lightweight PDU. There are two primary
choices: it uses CRC for its check code with different possible
configurations. Also, using an additional sequence number
ensures noticing any race conditions between messages via the
individual transport channels. Please note that additional logic
is necessary to ensure a correct transmission on the receiver
side.

C. Protocol specification

Since RaSTA is a relatively new protocol stack, there is not
much work regarding formalizing and verifying its properties,
even though its usage in safety-critical scenarios. However,
a shortcoming is using MD4 as safety code as described in
section II-B, shown by [5]. Here, possible changes to the
protocol stack extend RaSTA’s abilities to withstand attacks
such as the injection of forged messages or replay attacks.
Such malicious attacks are not in the scope of RaSTA’s
requirements for category 2 networks according to [3], but
it raises the question if these assumptions are valid in the use
case of railway signaling.

RaSTA defines message types for the SRL, used in different
situations. Figure 2 shows the abstract state machine for the
SRL. Defined are Connection Request (ConnReq), Connec-
tion Response (ConnResp), Disconnect Request (DiscReq),
Heartbeat (HB), Data, Retransmission Request (RetrReq),
Retransmission Response (RetrResp), and Retransmitted Data
(RetrData) messages, from which Data, RetrData and HB
messages are defined as relevant for time monitoring. Using
the first two message types, connections are established and set
up by performing a handshake between both communication
partners. This is visualized in Figure 2 with arrows (a),
(b), and (c). A Disconnect Request message is sent prior to
closing an established connection or to indicate errors during
the establishment or regular transmission. The corresponding
transitions shows Figure 2 as dashed arrows. The communi-
cation partners monitor the connection quality via messages
of type HB. Such Heartbeats are automatically sent after a
defined time interval during which no other messages were
sent. Application messages carrying a payload are transmitted
as Data messages. The remaining message types handle error
situations: A lost message leads to a corrupted sequence
of messages is corrupted. The receiver can recognize this
situation, in which he sends a RetrReq message. Figure 2
reflects this situation with transition (d). The original sender
of the lost or corrupted message answers with a RetrResp
message (corresponding to transition (f) in Figure 2), after
which he repeats all messages with an unconfirmed sequence
number as RetrData messages. To finalize, a Data or HB mes-
sage is sent to indicate that the retransmission is completed,
returning to normal operation by transition (e) in Figure
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Fig. 2: Abstract State Machine of the SRL [1]

2. Finally, transition (g) corresponds to the situation where
another message gets lost during a running retransmission,
where another retransmission is initiated.

Besides the abstract states shown in Figure 2, each instance
has to manage an internal state, consisting, among other things,
of a set of sequence numbers, timestamps, and timers:
SNT : the sequence number of the next transmitted message
SNR: the expected sequence number of the next received

message
CST : the confirmed sequence number of the next transmitted

message
CSR: the confirmed sequence number of the last received

message
TSR: the last received timestamp
CTSR: the last received confirmed timestamp
THB : a timer representing the remaining time until the in-

stance has to send a new message
TDL: a timer representing the remaining time in which re-

ceived messages are considered timely
The maximum values for the timer TDL and THB are

defined as configurable parameters, depending on the appli-
cations demands. We use TDL,max and THB,max to represent
them.

To transmit data, the sender has to create a new PDU
according to Table I using SN = SNT , CS = CST ,
CTS = TSR, and TS = t, where t is the sender’s current
timestamp. After creating and sending the message, SNT is
incremented (SNT = SNT +1) and THB is reset to THB,max.
The sender has to store a copy of the message until a message
with CS g SN is received.

The message receiver has to check the sequence of SN , CS,
and CTS. First, plausibility checks evaluate if SN 2SNR is
below a configured limit. Also, CSR f CS < SNT has to
hold, stating that the received and confirmed sequence number
is plausible, too. If these conditions do not hold, the receiver
discards the message. Otherwise, he performs more vigorous
checks on SN and CTS. A boolean variable SNinSeq is
set to true, if SNPDR = SNR holds. Also, another boolean
variable CTSinSeq is set to true, if for messages relevant
for time monitoring 0 f CTS 2 CTSR < TDl,max holds.
Note that the receiver does not discard the messages if the
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Fig. 3: Adaptive Channel Monitoring

checks result in negative results. The state transitions shown
in Figure 2 depend on these variables. Summarizing the
resulting behaviors, if CTSinSeq does not hold, the receiver
responds by sending a DiscReq and closing the connection. If
SNinSeq does not hold, the receiver initiates retransmission
of all messages with unconfirmed sequence numbers (i.e.
CST f SN < SNT ).

D. Timeliness in RaSTA

RaSTA ensures timeliness by applying a concept called
Adaptive Channel Monitoring (ACM). The necessary infor-
mation is included in each SRL-PDU but will be evaluated
only for time monitoring relevant messages. According to
[1], clocks may not be synchronized and can have different
resolutions, consequentially disallowing the interpretation of
timestamps of the communication partner.

ACM applies the Double-Timestamp-Principle, defined in
[3] to check the message round trip times on both commu-
nication partners. A sent message carries the sender’s local
timestamp in TS. Upon receiving this message, the receiver
stores this exact value as TSR = TS in his local state.
The following answer of the receiver will carry the confirmed
timestamp CTS = TSR back to the original sender, allowing
the round trip time calculation as RTT = t2CTS where t is
the current timestamp. A message’s timeliness is analyzable by
constraining the round trip time since this value overestimates
the timestamp of the send-event. Since multiple messages can
carry the same CTS value, a round trip completes once a
message with a new, greater CTS value arrives. This fact
naturally implies that the original sender sent a message with
TS > t in the meantime. This message also starts the next
round trip, overlapping the current one. This is visualized in
Figure 3 for an error-free communication.

After a message with a specific new value of CTS ar-
rives, the receiver updates CTSR in the local state. All later
messages with CTS = CTSR are considered timely, if

BILLY NAUMANN, CHRISTINE JAKOBS, MATTHIAS WERNER: FORMAL ANALYSIS OF TIMELINESS IN THE RASTA PROTOCOL 507



they arrive in an interval of length TDL,max since CTSR.
If another message with CTS > CTSR arrives, the stored
value of CTSR will be replaced by the new one, indicating
that no further messages with the old CTS value should arrive
anymore.

To implement these conditions, [1] uses the timer TDL,
which is reset with each update to CTSR to TDL =
TDL,max 2 RTT . If this timer reaches its limit, arriving
messages may carry outdated information, which would be
the case when CTS = CTSR. Figure 3 visualizes this timer
as dashed and dotted lines where the dashed portion represents
the actual timer running while the dotted portion corresponds
to the time since the reference point or until the deadline,
respectively.

As TDL,max is a configurable parameter, it is possible to
adjust it according to the application’s needs. However, [1]
states that TDL,max should include enough buffer to take
possible retransmissions into account, and gives the following
suggestion for its minimal value:

TDL,max > 3 · THB,max + 2 · (TAB + TBA) + TRL,seq (1)

Here, according to [1], THB,max refers to the commu-
nication partner’s maximum time between two consecutive
messages. TAB and TBA indicate the worst-case transmission
time of the channel from sender to receiver, where A and
B are the communication partners, and TRL,seq indicates the
maximum time a message can get delayed in the RL because
of race conditions.

As specified in [1], the reasoning behind this formula is as
follows: the round trip time of a message can be overestimated
by THB,max + TAB + TBA, a lost message will be noticed at
worst after 2 · THB,max and the following retransmission can
be estimated as TAB +TBA, which sums up to the right hand
side of Equation 1.

This bound results in an assumed error model where
only one message per round trip can be lost. We examine
this bound and see it as problematic since it introduces
artificial dependencies between the communication partners
and their communication channels: As soon as one channel
loses one message, the other must deliver correct messages.
This assumption is unrealistic since, in reality, the channels
themselves cannot share such information.

E. Assumptions regarding RaSTA’s specification

Before modeling RaSTA’s communication to show timeli-
ness, we need to state some assumptions regarding open or
imprecisely defined aspects.

1) Violation of message sequence: Since the RL aggregates
multiple transport connections between sender and receiver
to a single redundancy channel, the correct order of the
messages has to be assured since race conditions along the
individual channels can occur. The configuration parameter
TRL,seq states the delay of messages to be able to restore
sequence before delivery to the SRL. We assume that this
parameter is set to 0, effectively allowing messages to overtake

each other unhandled. This assumption is reasonable since the
SRL notices the incorrect message sequence in the same way
a lost message would, triggering the retransmission.

2) Immediate Responses: The specification [1] is unclear
about internal delays of messages that should be transmit-
ted immediately. This delay is significant in the case of a
retransmission of unconfirmed messages. We assume that no
additional delay is introduced between two such messages,
effectively sending all of them in the correct order simultane-
ously.

3) Handshakes: We focus on analyzing timeliness for the
central part of the protocol: The data exchange, in essence,
by the behavior of a message’s round trip. By that decision,
we exclude the handshake to establish the connection and any
disconnection semantics. The initial handshake includes a final
time-critical heartbeat message. However, this message must
be sent immediately after receiving the connection response
message. Thus, it will set the initial reference point for the
upcoming data exchange. If the receiver discards the message,
the handshake fails, and the connection is not established.

Additionally, we reduce the second part of the retransmis-
sion handshake, i.e., the RetrResp, RetrData, HB sequence to
transmit all missing messages to a single RetrResp message.
This reduction is feasible since we use the assumptions in
Section II-E2, together with the transmission error model.
The handshake is only carried out when a communication
partner previously discarded a message. Hence, during this
handshake, no further messages are discarded. All messages
are sent without any delays. Hence, the retransmitting side
immediately sends the (final) heartbeat message carrying the
CTS > t information. This assumption allows us to abstract
from the specific messages to be confirmed.

F. Discussion of RaSTA’s timelines property

A derivation of Equation 1 according to [1] is given in sec-
tion II-D. However, we like to point out that the interpretation
of THB,max as the communication partners parameter is not
feasible for all scenarios.

Under the assumption that only one message per round trip
can get lost, there are, in essence, two different scenarios that
lead to retransmission, shown in Figure 4. Both scenarios
share the loss of the information used to finish the round
trip, i.e., a timestamp TS > t or a confirmed timestamp
CTS > t. We describe these scenarios from the view of
the final CTS > t message, as the receiver will consider
this message’s timeliness. Hence, communication partner A
is the receiver while B is the sender in the scenarios. In
Figure 4a, the receiver’s first message containing TS > t is
lost during transmission. Subsequently, the sender discards the
following message also carrying this information. Since the
message sequence is not correct at this point, the sender initi-
ates retransmission. He continues to send heartbeat messages
containing the CTS = t information until the finalization of
the retransmission. We omitted them for readability reasons.
In the worst case, a heartbeat containing CTS = t is sent just
before the TS > t information reaches the sender, leading
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Fig. 4: Retransmission scenarios

to sending the CTS > t information with the next heartbeat.
Figure 4a also shows the individual worst case delays.

Accumulated, they lead to the following upper bound shown
in Equation 2:

TDL,A = 2 · THB,A + THB,B + 2 · (TAB + TBA) (2)

Analogously, we show the situation where the sender’s first
message containing CTS > t is lost in Figure 4b. The
receiver’s message containing TS > t arrives at the sender
just after a message containing CTS = t was sent. Hence,
the CTS > t is sent as the next heartbeat and gets lost.
The receiver discards the next heartbeat since the message
sequence is incorrect. At this point, the receiver initiates
the retransmission. After this retransmission, the CTS > t
information reached the receiver. Equation 3 presents the
according upper bound.

TDL,B = 2 · THB,B + THB,A + 2 · (TAB + TBA) (3)

Since both scenarios can occur under our assumptions, we
propose to use the maximum of both as the bound for the
deadline, referred to by T 2

DL,max, as shown in Equation 4.

T 2
DL,max > max(TDL,A, TDL,B) (4)

Please note that we used THB,· and TDL,· to indicate
THB,max,· and TDL,max,· for spacing reasons. In the following
sections, we show a formal analysis of both limits presented in
Equations 1 and 4 using timed automata supported by Uppaal.

III. TIMED AUTOMATA AND UPPAAL

To check the correctness of both limits presented in Equa-
tions 1 and 4, we modeled the interesting aspects of RaSTA
as timed automata and checked this model with the help of
Uppaal.

A. Uppaal

Uppaal [6], [2] is described as "an integrated tool envi-
ronment for modeling, validation, and verification of real-
time systems modeled as networks of timed automata, ex-
tended with data types (e.g., bounded integers, arrays)." It
is developed jointly by Basic Research in Computer Science
at Aalborg University in Denmark and the Department of
Information Technology at Uppsala University in Sweden.

Many applications of Uppaal in scientific case studies are
shown on Uppaal’s website [2], such as the verification of
different versions of the well-known Fischer Protocol [7] for
mutual exclusion in [8]. Nevertheless, also industrial protocols
such as the Philips Audio Protocol for exchange of con-
trol information [9], or the Bang and Olufsen Audio/Video
Protocol for transmission of messages between audio and
video components over a single bus [10] have been model
checked by Uppaal. Primarily the latter was known to be
faulty. Uppaal’s generation of (erroneous) traces allowed us
to find the error. Also, Uppaal was used to find and verify a
fix for this problem.

B. Modelling

Timed automata exist in multiple flavors, but they generally
combine the known concept of finite state machines and
clocks, unique variables used to represent time. Uppaal uses
a dense time model, where clocks evaluate real numbers and
advance synchronously. For evaluation, Uppaal can express
clock valuations as symbolic constraints, thus reducing the
state space by collapsing all clock valuations that share com-
mon properties. Further, Uppaal allows systems to be modeled
as networks of timed automata by composition from individual
automata. Every automaton may engage in (enabled) transi-
tions, also used to synchronize multiple automata. [11]

In [11], the definition of the Timed Automata used in Uppaal
is as follows:

A timed automaton A is a tuple (L, l0, C,A,E, I), where
L is a set of locations, l0 is the initial location, C is the set
of clocks, A is a set of actions, co-actions and the internal
τ -action, E ¦ L × A × B(C) × 2C × L is a set of edges
between locations with an action, a guard and a set of clocks
to be reset, and I : L ³ B(C) assigns invariants to locations.

Reference [11] also provides the definition and semantics of
a network of timed automata, consisting of n timed automata
Ai, 1 f i f n. The location vector l = (l1, ..., ln) corresponds
to the locations of each individual automation. Further, the
invariants are merged to an invariant function over the location
vectors I(l) = 'iIi(li). Finally, the notation l[l2i/li] denotes
the location vector where the ith element li is replaced by l2i.

The semantics are then given by [11] as follows: Let
Ai = (Li, l

0
i , C,A,Ei, Ii) be a network of timed automata and

l0 = (l01, ..., l
0
n) the vector of initial locations. The semantics

is defined as a labelled transition system ïS, s0,³ð with
S ¦ (L1× ...×Ln)×RC as the set of states, s0 = (l0, u0) is
the initial state and ³¦ S × S is the transition relation such
that:
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" (l, u)
d³ (l, u+d) if "d2 : 0 f d2 f d =ó u+d2 * I(l),

and
" (l, u)

a³ (l[l2i/li], u
2]) if #li τgr2³ l2i : u * g, u2 = [r �³ 0]u

and u2 * I(l[l2i/li]).
" Further, (l, u)

a³ (l[l2j/lj , l
2
i/li], u

2) if #li c?giri2³ l2i '
lj

c!gjrj2³ l2j : u * (gi ' gj), u
2 = [ri * rj �³ 0]u ' u2 *

I(l[l2j/lj , l
2
i/li])

Hence, possible transitions are categorized in delay and
action transitions. The former are described by (l, u)

d³
(l, u + d), letting the system evolve in time for d time units
by mapping each clock c * C to the value u(c) + d, if the
invariants of all locations aren’t violated for any time point
until the delay has occurred. The latter corresponds to a single
edge or a pair of edges in the automaton. Here, either a
single automaton or a pair of automata in the network change
their locations according to action a in (l, u)

a³ (l[l2i/li], u
2])

and (l, u)
a³ (l[l2j/lj , l

2
i/li], u

2) respectively. Either are only
possible if their guards are satisfied. Taking the transition
resets all referenced clocks, and the resulting locations’ in-
variants must be satisfied. When two automata perform such
a pairwise transition, it is also necessary to label the transitions
by corresponding co-actions, expressing active and passive
synchronization at these points.

Uppaal extends such networks of timed automata with many
features shown in the following list, as well as other constructs
borrowed from C-like programming languages such as arrays,
initializers, record- and custom-types as functions. [11]

" Templates for instantiating automata
" Invariants over internal state variables
" Non-deterministic choice of binary synchronization chan-

nels when multiple co-actions are possible
" Urgent and committed locations which disallow the pas-

sage of time
Within such templates, Uppaal uses additional labels for

locations and edges, which allow to define the behavior of the
automaton in an easy way, for example, to express a location’s
invariants. Actions can have select labels, which can be used
to non-deterministically bind values from a given range to
variables which can then be used in the remaining labels of the
action. Also, guards enable actions upon fulfillment or disable
them in case of violation. Synchronization labels allow the use
of synchronization channels, where edges with complementary
synchronization labels c! and c? over a shared channel c
synchronize on taking the c! labeled action, reassembling co-
actions. Finally, update labels can alter the current internal
state by changing variables’ values or assigning values to
clocks. [11], [12]

Figure 5 shows an example of a timely bounded syn-
chronous communication channel. We use this cannel to model
the communication between two RaSTA communication part-
ners. Messages are accepted from the sender via the send?
co-action, transiting from the Idle to the Transmitting
location. The variable content refers to the channel’s con-
tent, taken from whatever resides in data_send, the senders
send buffer. To reduce the state space, the send buffer is

Fig. 5: Model of the RaSTA Communication Channel

reset to empty as soon as the channel has accepted the
message. As long as t <= delay, the channel may reside
in the Transmitting location, transitions back to Idle
are possible immediately. There are two possible transitions
corresponding to the correct and faulty transmission. In the
latter case, the channel’s content is not altered and copied into
the receive buffer. Instead, the lost! co-action indicates an
altered message to discard. The clock t is reset when transiting
back to Idle, where it is stopped via the location’s invariant.
These measures are also made to reduce the state space.

To define a model, Uppaal uses a system definition, which
allows instantiating templates to processes. Here, it is possible
to bind the template’s parameters to actual values or define
partial instantiations to reuse similar processes. They are
composed concurrently to a system by enumerating them after
the system keyword.

C. Verification

Uppaal allows checking different properties for a system
via model checking. Queries to the model express these
properties using a simplified version of Timed Computation
Tree Logic (TCTL) [13]. Queries consist of the path- and
state formulae, where state formulae describe individual states
and path formulae quantify over the model’s traces. Uppaal
does not allow the nesting of path formulae [11]. Such
formulae are categorized depending on their semantic and
matched runs. We explain the used state formulae and safety
formulae in the following sections. Additionally, the standard
version of Uppaal supports reachability formulae and liveness
formulae. Note that many extensions extend classical Uppaal,
for example, by examining statistical properties.

1) State Formulae: State formulae express the properties
of individual states without considering the model’s behavior.
They are similar to guards in that they are described by
side-effect-free expressions, for instance, x == 42. Besides
statements over internal variables, it is also possible to test if
a automaton A is in a certain location l by the expression A.l.
Internal state variables of a single Automaton are accessible in
the same way. Further, deadlocked states (where no outgoing
action transitions from the state or delayed successors are
possible) can be expressed via the keyword deadlock. [11]
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2) Safety Formulae: Safety Formulae describe that some-
thing bad will never happen. A general technique is to express
something bad in the model’s terms, for instance, the violation
of a deadline, and then invariantly assure that the model
never fulfills this condition. Analogously, the model must
fulfill something good invariantly. Uppaal uses TCTL formulae
A¥φ, which are expressed in Uppaal as A[] φ for a state
formula φ, expressing that φ must be true for all reachable
states. [11]

IV. VERIFYING TIMELINESS

While it is possible to build a system in Uppaal reassem-
bling the whole SRL and find a suitable formula to describe
timeliness in this model, we decided to abstract from this
approach for multiple reasons. First, we are only interested in
the property of timelines. Therefore, it is feasible to abstract
from unnecessary parts of the protocol. Our model abstracts
the exact Protocol Data Unit shown in Table I while keeping
each message’s sequence and time information. Note that it is
possible to omit CS since the receiver will discard messages if
the plausibility checks fail as described in section II-C. Also,
by maintaining an appropriate communication channel model,
one can abstract from the RL, leaving only a concentrated
portion of the protocol for verification. It is possible to reduce
this model further since we are only interested in the timeliness
of a single message, expressed as a round trip as shown
in Figure 3. This reduction is possible since RaSTA claims
to ensure timeliness for all time-critical messages, so it is
sufficient to find a single situation where RaSTA fails to do
so to show the violation of this property. This reduction aims
to find a Uppaal model with only a few locations and internal
state variables.

Most model checking tools try to explore the whole state
space of the model by finding all possible execution paths
and states on them. This approach becomes infeasible quickly
since the number of possible states grows exponentially with
the number of used internal state variables. Ultimately, this
state space explosion leads to an infeasible time demand
for evaluating the properties. There exist ways to approach
this problem, such as symmetry reductions, but especially for
software verification, this problem is still not solved [14]. This
issue emphasizes the importance of a compact and abstract
model.

A. Modelling assumptions

We discussed some possible abstractions and why they are
feasible at the beginning of this section. Such abstractions’
bases are usually on assumptions that restrict the system’s
modeled behavior in a certain way. While such abstractions
allow the formulation of a simpler model, it is essential
to ensure that the result is still a valid model of reality,
including all necessary aspects of the system to reason about
the properties of interest. Otherwise, the model might still be
correct but becomes irrelevant since it does not lead to any
desired statements.

We have shown assumptions necessary to formalize the
specification of RaSTA in Section II-E. The following sections
discuss the consequences of formalization and make assump-
tions regarding which aspects the model of the protocol stack
needs and which can be abstracted.

1) Redundancy Channels: As described in section II-E1,
we assume that the redundancy channels used in the RL lead
to possible violations of message sequence. Since we are not
interested in showing availability improvements, we decided to
abstract from the RL and model only the SRL. The underlying
communication channels are seen as per message, meaning
that a new virtual communication channel is available for
each message. Since Uppaal supports the dynamic instantiation
of templates only for statistical queries, we have to limit
ourselves to a constant number of available channels, thus
limiting the number of messages sent simultaneously. Since,
in real-world scenarios, communication always is limited by
a specific throughput, we find this assumption feasible. We
restrict our analysis to the case where TAB < THB,max,A and
analogously for the values of B. This restriction allows the
assumption of FIFO channels so messages cannot overtake
each other. Alternating messages during transmission, leading
to discarding the message by its receiver, is still possible.
Such errors have the same impact on possible retransmissions
initiated by the SRL.

2) Message semantics: Heartbeat and Data messages share
the same information except for an empty application payload.
The sender sends Heartbeat messages only when the appli-
cation is ready to send (Data) messages in a defined time
interval since the last message. Since RaSTA is independent
of the overlying application, we can use this fact to abstract
from both message types and reduce them to a single kind of
message.

3) Timestamp relationship: Since we aim to show timeli-
ness for a single message round trip, we can abstract from
the specific values of the timestamps and use a relative
representation during this round trip. Additionally, such a
relative representation can abstract from the actual values since
only the relationship between their corresponding send- and
receive-events is necessary to capture the behavior, as shown in
Figure 3. Hence, we directly represent the relationship between
the ongoing time and the messages TS and CTS values using
state variables.

4) Message Sequence: Another critical assumption is that
the specific values of the sequence numbers and confirmed
sequence numbers do not matter to show the timeliness of
a single message. The sequence numbers are used to trigger
retransmission if SNinSeq is false, as described in Section
II-C. The receiver sets this flag if two consecutive messages do
not have consecutive sequence numbers. To be able to abstract
from the specific values, we inform the receiver of a message
about the alternation of the message. In reality, the receiver
would check the message’s integrity via the safety code and
discard it if the check fails. Hence, we update SNinSeq
before the reception of the following message. The receiver
can then react appropriately based on this information by
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Fig. 6: Model of the RaSTA Receiver

engaging in a retransmission handshake.
5) Immediate Responses: We assume that the sender will

not delay messages from being sent immediately. There are
two significant points in the protocol where this is important:
The initial ConnReq, ConnResp, HB handshake to establish
the connection and the handshake to perform retransmission,
including the transmission of the RetrData messages carrying
the previously lost messages. As stated in II-E2, [1] covers this
not explicitly: The visualizations show a delay of one time unit
per message while the descriptions state that the sender has to
send messages immediately.

6) Number of retransmitted messages: When a message is
lost, the sender of this message must retransmit all uncon-
firmed messages, as described in Section II-C. Such messages
may be sent before the modeled round trip. Hence, it is im-
possible in our model to find a representation of the messages
to be retransmitted. However, the only information about these
messages we care about is if one of them will complete
the current round trip. Especially the final HB message will
contain the CTS > t information. Therefore, we reduced
the set of retransmitted messages to a single one carrying
the relevant information. This reduction is feasible since we
already assumed that there is no additional delay between
immediately sent messages in Section IV-A5.

B. Model and Verification

In this section, we show our model and the analysis of the
SRL of RaSTA in Uppaal based on the assumptions shown in
the previous sections. Since we want to model a single round
trip, our model uses asymmetrical behavior, even if the RaSTA
protocol is symmetrical after connection establishment. Hence,
individual templates in Uppaal model sender and receiver.

The channel is also an individual template model, which is
instantiable multiple times to enable communication between
sender and receiver.

Since we abstract from the specific values of the timestamps,
it is necessary to model the relation between the reference
point t7 when the receiver sends an initial message and the
values of TS_R and CTS_R. We defined constant values EQ_T
and GT_T to express if a received (confirmed) timestamp is
equal to or greater than t7. Transmitted messages carry this
information instead of concrete time information.

Both sender and receiver use a clock T_HB. This clock
represents the time since sending the last heartbeat message.
With appropriate location invariants and action guards, we
enforce that both communication partners never send two
consecutive messages more than T_HB_max time units apart,
where the concrete value depends on the chosen parameter
for sender and receiver. Additionally, we use a clock T for the
receiver model to indicate the current time during the round
trip, by which the receiver determines the duration until the
arrival in the End location, where this clock is stopped.

Further, sender and receiver use urgent states whenever a
message is received and during retransmissions. This reflects
that the time for the evaluation of the messages header and
the decision of the upcoming actions is negligible and serves
as an implementation of assumption in section II-E2.

The upcoming sections describe the individual templates.
1) Receiver: The Receivers model is shown in Figure 6.

As the evaluation of a message’s round trip time depends
on a defined reference timestamp, the receiver starts sending
a message carrying its current timestamp t7 in TS, which
is implemented in the send_msg(MSG, TS_S) update. At
this point TS_S has the value EQ_T and is updated to GT_T
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Fig. 7: Model of the RaSTA Sender

after the message is sent. The receiver will use this information
for sending all further messages. He will reside in the location
Waiting until either a new message has to be sent or a
message is received or indicated as lost. By the assumption
in section IV-A2, we abstract from distinct HB and Data
messages at this point. We do not abstract from RetrReq
messages. Such messages are identified via the msg_type
variable and handled appropriately. The clock T_HB together
with the location’s invariant and the transition guards constrain
the time between sending such messages. When a message is
indicated as lost, the receiver sets SNinSeq = false. In
reality, this would happen later when the following message
is received, but since this is causally dependent on a lost
message in our model, we decided to set this flag at this point.
When a message is received, the receiver checks SNinSeq
and either updates its CTS_R value based on the information
in the message or triggers retransmission. If the message is a
RetrReq, indicated by msg_type == RREQ, the according
RetrResp message is sent immediately, carrying GT_T as its
timestamp. By assumption in Section II-E3, this is the only
message necessary to complete this retransmission in our
model. Otherwise, and when no retransmission is necessary,
the receiver either returns to the Waiting location when
the received CTS value is less or equal to t7, i.e., CTS_R
!= GT_T. In the same case, he moves to the End location,
indicating that a new reference timestamp was confirmed
by the sender via CTS_R == GT_T, thus ending the round
trip. If retransmission is necessary, the receiver will initiate
the corresponding handshake by sending the RREQ message

and transitioning to the RetransRequested location. Here
the receiver continues to send messages as in the Waiting
location and waits until the retransmitted messages arrive.
All other messages with msg_type != RRESP are ignored,
their information will be part of the RetrResp message. Upon
receiving his message, the receiver evaluates the contained
CTS_R as for regular messages.

2) Sender: In our model, the sender takes the role of send-
ing the messages whose timeliness is subject to verification.
The sender starts by receiving the reference point t7 as its
first message, represented by the value of TS_R, which is
EQ_T at this point. At this point, the sender transitions into
the Responding location. From here on, the model is similar
to the receiver, differing only in interpreting the message’s
timing information. Where the receiver uses this information
in the CTS_R variable, the sender uses it to update the state
of the TS_R variable. Also, the End location is absent since
the sender is not informed about finishing the round trip.

3) Channel: As described in Section IV-A1, we model the
RL and underlying channels as per message. Uppaal supports
the dynamic instantiation of templates only for statistical
queries. Hence we are forced to limit our model by over-
approximating the number of sent messages. At this point,
a single channel will act synchronously, only accepting mes-
sages for transmission when it is in Idle and only allowing
the delivery returning from the Transmitting location, as
shown previously in Figure 5. As long as the channel is in
location Idle, its clock t is stopped at 0 by the location’s
invariant. When a message is accepted via the in? co-action,
the channel transitions to the Transmitting location, and
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after at most the worst-case transmission delay delay the
message is either delivered or lost. Both cases are modeled
as a transition back to the Idle state, resetting both the
internal state of the channel and its local clock t. Only for
successful transmission, the channel copies the message to the
receiver’s buffer out_msg, the receiver is synchronized here
via the out! co-action. The co-action lost! is used for a
faulty transmission, where the channel ignores the message’s
contents. In the case of an erroneous transmission, the channel
also decrements the variable num_losable_msgs to 0 to
indicate that no further messages should be lost.

4) Verification and Results: Since, in our model, the ab-
sence of missed deadlines describes timeliness, the formulation
of the property is possible as a safety formula, stating that there
is no case of deadline violation. We checked both the original
value shown in Equation 1 as well our adapted deadline shown
in Equation 4 via the following formulae for verification in
Uppaal, where both the values for TDL,max and T 2

DL,max

are calculated as the bounds based on the parameters for the
heartbeat and worst-case transmission times in Uppaal.

A¥(Receiver.End =ó Receiver.T f TDL,max) (5)
A¥(Receiver.End =ó Receiver.T f T 2

DL,max) (6)

Since Uppaal doesn’t allow symbolic constants for
model parameters, we used the values THB,max,A = 5,
THB,max,B = 3, and TAB = TBA = 1, resulting in the
bounds TDL,max = 13 and T 2

DL,max = 17. With these values,
we could show that the proposed bound TDL,max by [1] is
violated while our bound is still satisfied.

Even though we aim to instantiate channels for each mes-
sage individually, the increased state space limits the feasibility
of the evaluation. We decided to restrict the channel model
to FIFO channels by instantiating only one pair of channels
between sender and receiver. As shown in section IV-A1,
this limits the validity of our results to the case where
TAB < THB,max,A, as in this case, heartbeats are not affected
by unavailable channels.

We were able to show for a few selected values that
this property holds, but a general statement for all possible
assignments is not possible in this way. However, our model
can be used to verify the timeliness of a concrete RaSTA
communication instance within our assumptions.

V. CONCLUSION AND FUTURE WORK

Safety-critical systems, such as railroad communication
networks, demand a clear and comprehensible analysis of
all aspects that potentially affect the correctness and safety
of the user and the environment. Our analysis shows where
the specification of RaSTA is unclear regarding timeliness.
We were able to show that the recommended deadline for
the RaSTA communication protocol is not guaranteed to hold
for the corresponding error scenario. This inherent violation

demonstrates that using formal methods for software verifica-
tion is a viable approach not only to show formal correctness
where necessary but also to elucidate underlying assumptions.

While we were able to show that the proposed bound is not
sufficient, we could not provide a complete formal verification
of the correctness of our bound. This open end is caused pri-
marily by inherent problems of model checking, e.g., the state
space explosion when stepping back from specific abstractions,
such as using concrete timestamps instead of our approach.
We aim to encounter the use of more general communication
channels by lifting our FIFO assumption. Also, we will deal
with more complex scenarios, for example, where the worst-
case transmission delay is higher than the deadline for sending
heartbeats.
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Abstract—A channel is an abstract data structure which allows
for passing messages from one process to another one. We pro-
pose several variants of OCCAM, a minimalistic programming
language in which a program consists only of processes and
channels. The variants differ in how channels are accessed by
processes. We prove that all these variants are equally expressive,
i.e. an arbitrary OCCAM program can be simulated in any of
the variants and the other way around. A particularly interesting
variant is to assign exactly one channel to each parallel process.
This makes the concept of channels redundant, provided that the
parallel processes are named. The simulation techniques can be
applied to a variety of abstract models and practical systems.

I. INTRODUCTION

CHANNELS are widely used in abstract models of com-
municating parallel processes [1], [2], [3], [4], as well

as in computer programming languages [5], [6], [7] [8], [9],
[10], and hardware descriptions [11], [12], [13]. In operating
systems, Unix pipes [14] directly correspond to channels.

The main contribution of this paper is showing a transforma-
tion of a channel-based programming language to an equally
expressive programming language in which channels and pro-
cesses become a single entity. We illustrate this transformation
on OCCAM [5], [15], which is is based on the synchronous
abstract model CSP (Concurrent Sequential Processes) [1] and
belongs to practical programming languages whose semantics
has been formally defined [16], [17], [18], [19], [20]. Although
OCCAM is “pure and small”, a sharper Ockham’s razor trims
it even more. Along with channels, we also eliminate nesting
of parallel processes and the ALT constructor from OCCAM.

The motivation of this work is not solely theoretical. Many
programming languages build on a message passing paradigm
without channels, e.g. MPI [21], Erlang [22] and Akka (JVM)
[23]. An important question is whether the absence of channels
is restraining. This paper suggests a negative answer. A con-
sequence is that channel-based (OCCAM-like) programming
languages are intrinsically redundant.

The paper is organised as follows. Section II presents a
relevant subset of the OCCAM language (leaving out unnec-
essary details, occasionally using an abbreviated syntax). In
Section III, it is shown that nesting of parallel processes can
be replaced by a flat process structure (a variant OCCAM-
1PAR). In Section IV, the directional graph interconnection
of processes and channels is replaced with a hypergraph

This research has been supported by the grant 1/0601/20 of the Slovak
Scientific Grant Agency VEGA.

interconnection which uses shared channels (OCCAM-SH). In
Section V, a concrete hypergraph structure is proposed which
leads to a unification of process and channel identifiers, i.e. to a
channel-less model (OCCAM-CL). All the variants OCCAM,
OCCAM-1PAR, OCCAM-SH, and OCCAM-CL are equally
expressive. Section VI concludes the paper.

II. OCCAM

OCCAM was targeted to Transputers [24], single-chip com-
puters specifically designed to support parallel programming.
Transputers could be easily connected to form a network, pro-
cess scheduling and communication were implemented in the
hardware. Although Transputers were discontinued in 1990’s,
they could in some parameters compete with contemporary
computers (e.g. context switch below 1 µsec still belongs to
the fastest ever). OCCAM found its followers, e.g. OCCAM-π
[7] and Rain [8].

An OCCAM program consists of a finite number of pro-
cesses and a finite number of channels; these numbers are
known before the program starts and do not change in run-
time. A process in OCCAM is either an atomic process (:=,
assignment; ?, input from a channel; !, output to a channel;
SKIP, which does nothing and terminates), or a compound
process. Constructors of compound processes (SEQ, PAR, IF,
WHILE, ALT) combine processes into a single one. Processes
in the SEQ constructor are executed sequentially in the given
order, i.e. when a process terminates, the following one be-
comes active. SEQ terminates when its last mentioned process
terminates. The constructors IF, WHILE and the assignment
process behave in a common way, except for IF, in which the
conditions are always tested in the order they are written, and
(only) the process under the first satisfied condition becomes
active (IF terminates when this process terminates).

The replicator FOR can be used with constructors. Repli-
cation works as a macro expansion. For example, SEQ i=0
FOR 2 p expands to SEQ p p, with i = 0 in the first replica
of the process p, and i = 1 in the second one. This corresponds
to a sequential repetition of the process p in a for-loop.

The scope of a variable is limited to the process following
the variable’s declaration (e.g. INT v:), including processes
nested in that process (variables used in replicators are not
declared). Usual primitive types are available. The only com-
pound type is an array, indexed from 0.

Processes of the PAR constructor run in parallel and have
read-only access to variables which are shared in their scopes.
A process is allowed to change (using := or ?) only the
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variables which it does not share with another parallel process.
The only way how parallel processes may influence one
another is via channels which are declared as variables of type
CHAN. PAR terminates when all its processes terminate.

Channels in OCCAM are unidirectional and unbuffered.
Each channel connects exactly two parallel processes—one
reads from the channel, the other one writes to the channel.
Parallel processes can be depicted as vertices and channels
as edges of a directed graph (an edge points from the writer
to the reader). Reading from a channel (?) blocks until a !
process writes to the channel; and conversely, writing to a
channel (!) blocks until a ? process reads from the channel).
The corresponding ? and ! both terminate after the message
has been transferred across the channel from the ! process to
the ? process. A message is a finite sequence of values (of
primitive types or arrays).1

The ALT constructor multiplexes reading from several input
channels.2 While reading from each single input channel
would block, the ALT constructor blocks. When reading at
least one input channel would terminate (we say that such
a channel is readable), a message is read from one readable
channel and a process in the corresponding branch takes over.
When this process terminates, then ALT terminates.

The choice of the readable channel inside the ALT con-
structs and the scheduling of the parallel processes is not
under program’s control. The scheduler executing the program
is unpredictable (nondeterministic) in making these choices.
This does not mean that it has to be “random”. For example,
it is allowed to (but does not have to) prioritise the readable
channels in the order they are mentioned in ALT constructs.
Similarly, it is allowed to (but does not have to) prioritise
the execution of active parallel processes in the order they
are mentioned in PAR constructs. A correct program must
guarantee its intended behaviour for all possible schedules.

Processes and channels are static, i.e. they are constructed
before the execution of a program. During the execution,
each process is in one of the following states: active, passive,
blocked. The program evolves according to the rules described
above (see [18] for details). At the beginning of the execution
of a program, the first process is active, all other processes are
passive. A termination of an active process does not mean that
the process ceases to exist—it just changes its state to passive.
The program execution terminates when there are no active
processes. (We can distinguish between a “correct termination”
where all processes are inactive, and a deadlock where at least
one process is blocked.)

1Although OCCAM requires a declaration of types of messages which
are passed over channels (so-called protocols, e.g. CHAN OF INT; BOOL
ch:, we consistently use type-less channel declarations throughout the paper.
These correspond to CHAN OF ANY declarations in OCCAM, where the
programmer is responsible for ensuring that the sequences of values in
messages transferred over a channel from a ! process are of the same types
as the corresponding variables in a ? process (so that an incoming message
can be stored to the variables in the ? process).

2For the sake of simplicity, we do not consider ALT with boolean expres-
sions attached to the channel inputs (so-called guarded ALT).

Fig. 1 shows two OCCAM programs used as running
examples throughout the paper. The programs simulate each
other. For an arbitrary schedule, both programs terminate and
the variable m attains values 0, 1, 2, 3 in one of the following
orderings: [0, 1, 2, 3], [0, 1, 3, 2], [1, 0, 2, 3], [1, 0, 3, 2]. The
actually observed ordering depends on a concrete schedule.
For an arbitrary schedule of P1, a schedule of P2 exists such
that the orderings match, and vice versa. Moreover, there is a
bijective correspondence of processes which run in parallel in
P1 and P2, regardless of their nesting in PAR constructs (we
refer to line numbers in P1 and P2): [5, 5], [11, 12], [12, 13].
In this sense, P1 and P2 are equivalent.

Program P1

1: CHAN ch1, ch2:
2: SEQ i = 0 FOR 2
3: PAR
4: INT m:
5: SEQ j = 0 FOR 2
6: ALT
7: ch1 ? m
8: SKIP
9: ch2 ? m

10: SKIP
11: ch1 ! 2 * i
12: ch2 ! (2 * i) + 1

Program P2

1: CHAN ch1, ch2:
2: SEQ i = 0 FOR 2
3: PAR
4: INT m:
5: SEQ j = 0 FOR 2
6: ALT
7: ch1 ? m
8: SKIP
9: ch2 ? m

10: SKIP
11: PAR
12: ch1 ! 2 * i
13: ch2 ! (2 * i) + 1

Fig. 1. Two OCCAM programs (running examples)

In the sequel, we only deal with one-sided simulations in
which P ′ is constructed from P by replacing its fragments
of code. In all proofs, we give a construction of P ′ which
preserves parallelism of P (as the simulations are one-sided,
we only insist on an injective mapping of parallel processes
of P to P ′; e.g. additional parallel processes can be added
to P ′ in a simulation. A programming language L is at least
as expressive as a programming language L′, if there is an
algorithm (compiler) which translates an arbitrary program
P ′ in L′ to a program P in L which simulates P ′. Two
programming languages L and L′ are equally expressive, if
L is at least as expressive as L′, and vice versa.

III. OCCAM WITH A SINGLE TOP-LEVEL PAR
CONSTRUCTOR (OCCAM-1PAR)

Theorem 1: OCCAM with a single top-level PAR construc-
tor (OCCAM-1PAR) is as expressive as OCCAM.

Proof: We need to show that an arbitrary OCCAM
program can be simulated by an OCCAM program which
uses exactly one PAR which is the top-level process. Consider
an arbitrary OCCAM program. All channel declarations are
moved to the top-level PAR (collisions of channel names are
resolved by using fresh names). We will refer to processes
of PARs in the OCCAM program as child processes. Each
child process is moved to the top-level PAR, together with
declarations of all variables in its scope (including shared
variables used in replicators). A new local integer variable
terminate is declared in the child process; and two new
channels are declared in the top-level PAR, we will call
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them ch.s (start) and ch.e (end). A child process is started
when it receives a message beginning with FALSE from
the channel ch.s. This message also contains values of all
the variables shared for reading between the parent and the
child. When the child finishes its original program, it sends
an acknowledgement to the channel ch.e. The parent (the
sequence which replaces the PAR) starts its children and waits
for their acknowledgements. Just before its own termination,
the parent terminates its children.

Fig. 2 shows the translation of the program P1 (Fig. 1) to
an OCCAM-1PAR program P3 with a single top-level PAR.

IV. OCCAM WITH SHARED CHANNELS (OCCAM-SH)

Recall that a channel in OCCAM connects two parallel pro-
cesses. OCCAM-SH is an interesting variant in which channels
are shared, i.e. a channel can be simultaneously accessed
by arbitrarily many parallel processes for both reading and
writing. When several ! processes simultaneously write to a
channel, then they are blocked until a ? process reads from
the channel. When several ? processes simultaneously read
from the same channel, they are blocked until a ! process
writes to the channel. When one or more ? processes read
from a channel and one or more ! processes write to the
channel, then eventually one of the ? processes and one of
the ! processes are chosen for communication. This choice
is made arbitrarily (i.e. the scheduler can freely decide which
processes it chooses for communication). Then the message is
passed from the chosen ! process to the chosen ? process and
then these two processes terminate. Unlike in OCCAM, there
is no ALT constructor in OCCAM-SH. Furthermore, OCCAM-
SH programs use only one top-level PAR constructor.

It turns out that in spite of the absent ALT constructor,
OCCAM-SH is a generalisation of OCCAM. We will show
how an arbitrary OCCAM-1PAR program can be translated to
an OCCAM-SH program which simulates the former one. This
translation requires that the parallel processes and channels
have identifiers. The order in which a parallel process appears
in the single PAR constructor) will serve as its identifier.
Analogously, channels are numbered in the order they are
declared (to keep the notation simple, a channel identifier will
serve as the channel’s number). Let the numbering start with
0, let N denote the number of processes.

Theorem 2: OCCAM-SH is at least as expressive as OC-
CAM.

Proof: We have already proved that an arbitrary OCCAM
program can be simulated by an OCCAM-1PAR program.
It remains to show how the ALT constructors of OCCAM-
1PAR are simulated in OCCAM-SH. Consider an OCCAM-
1PAR program. For each parallel process p, merge all the
channels from which the process reads to a single channel
ch.inp. This shared channel will be the only one which
the process p will read, and p will be its only reader
(there may be more than one writer, though). Declare ar-
rays INT pending.ch[N] and MSG pending.msg[N]
in the scope of each parallel process, where MSG is the type of
messages transferred in the OCCAM-1PAR program. Initialise

Program P3

1: CHAN ch1, ch2:
2: CHAN ch.s1, ch.e1, ch.s2, ch.e2, ch.s3, ch.e3:
3: PAR
4: SEQ −− original top-level code
5: SEQ i = 0 FOR 2
6: BOOL ack:
7: SEQ −− replacement of parent PAR
8: ch.s1 ! FALSE; i −− start child 1
9: ch.s2 ! FALSE; i −− start child 2

10: ch.s3 ! FALSE; i −− start child 3
11: ch.e1 ? ack −− wait for end of child 1
12: ch.e2 ? ack −− wait for end of child 2
13: ch.e3 ? ack −− wait for end of child 3
14: ch.s1 ! TRUE; 0 −− terminate child 1
15: ch.s2 ! TRUE; 0 −− terminate child 2
16: ch.s3 ! TRUE; 0 −− terminate child 3
17: BOOL terminate:
18: INT i:
19: SEQ −− child 1 of PAR
20: ch.s1 ? terminate; i −− wait for parent
21: WHILE NOT terminate
22: SEQ
23: INT m:
24: SEQ j = 0 FOR 2
25: ALT
26: ch1 ? m
27: SKIP
28: ch2 ? m
29: SKIP
30: ch.e1 ! TRUE −− acknowledge parent
31: ch.s1 ? terminate; i −− wait for parent
32: BOOL terminate:
33: INT i:
34: SEQ −− child 2 of PAR
35: ch.s2 ? terminate; i −− wait for parent
36: WHILE NOT terminate
37: SEQ
38: ch1 ! 2 * i
39: ch.e2 ! TRUE −− acknowledge parent
40: ch.s2 ? terminate; i −− wait for parent
41: BOOL terminate:
42: INT i:
43: SEQ −− child 3 of PAR
44: ch.s3 ? terminate; i −− wait for parent
45: WHILE NOT terminate
46: SEQ
47: ch2 ! (2 * i) + 1
48: ch.e3 ! TRUE −− acknowledge parent
49: ch.s3 ? terminate; i −− wait for parent

Fig. 2. OCCAM → OCCAM-1PAR (P1 → P3)

the array pending.ch[N] with values -1, i.e. insert the
following sequence after the initial SEQ in each process:

SEQ i = 1 FOR NP
pending.ch[i] := -1

Replace each ch ! m of the parallel process w with
BOOL ack:
SEQ

ch.inr ! w; ch; m
ch.inw ? ack

where r is the identifier of the process which reads the
channel ch in the original OCCAM program.
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Replace each
ALT

ch0 ? m
b0

. . .
chk ? m

bk

of the parallel process r with the sequence
INT w, ch:
BOOL consumable:
SEQ

consumable := FALSE
WHILE NOT consumable

SEQ
w := 0 −− look for a consumable message
WHILE (w < NP) AND (pending.ch[w] 6= ch0) . . .

AND (pending.ch[w] 6= chk)
w := w + 1

IF
w < NP

SEQ −− found a consumable message
m := pending.msg[w]
ch := pending.ch[w]
consumable := TRUE

TRUE −− otherwise save another message
SEQ

ch.inr ? w; ch; m
pending.ch[w] := ch
pending.msg[w] := m

IF −− execute the corresponding branch of ALT
ch = ch0

SEQ
ch.inw ! TRUE
pending.ch[w] := -1
b0

. . .
ch = chk

SEQ
ch.inw ! TRUE
pending.ch[w] := -1
bk

Treat each ch ? m as
ALT

ch ? m
SKIP

and use the translation above.
Hence, each ! subsequently blocks until it is acknowledged

by the ALTing process. The ALTing process reads all incoming
messages, but acknowledges only those which have been
consumed by the ALT of the OCCAM-1PAR program.

Theorem 3: OCCAM is at least as expressive as OCCAM-
SH.

Proof: We present a construction which replaces shared
channels with directed channels which connect exactly two
processes. Let N denote the number of parallel processes
in the OCCAM-SH program. For each shared channel ch,
an additional parallel process sh.ch is created which relays
the communication on the shared channel using OCCAM
channels. These sh.ch processes terminate when all the other
parallel processes terminate. A process sh.ch is connected via
three channels with each parallel process p (p = 0, . . . , N−1)
of the OCCAM-SH program: ch.rsh.ch[p], ch.wsh.ch[p] and

ch.dsh.ch[p]. All these channels are declared as global. The
first two channels are oriented towards sh.ch, the third one
towards the parallel process p,

The program of a process sh.ch is:
BOOL terminate:
INT out, t.count:
MSG m:
SEQ

t.count := 0
WHILE t.count < N

SEQ
ALT −− pick a reader

ch.rsh.ch[0] ? terminate
out := 0

. . .
ch.rsh.ch[N - 1] ? terminate

out := N − 1
IF

terminate
t.count := t.count + 1

TRUE −− otherwise
ALT −− pick a writer, deliver m to the reader

ch.wsh.ch[0] ? m
ch.dsh.ch[out] ! m

. . .
ch.wsh.ch[N - 1] ? m

ch.dsh.ch[out] ! m

Replace each ch ? m of the parallel process r in the
OCCAM-SH program with the sequence

SEQ
ch.rsh.ch[r] ! FALSE
ch.dsh.ch[r] ? m

Replace each ch ! m of the parallel process w with
ch.wsh.ch[w] ! m.

Insert ch.rsh.ch[p] ! TRUE at the end of each parallel
process p of the OCCAM program.

V. CHANNEL-LESS OCCAM (OCCAM-CL)

OCCAM-SH1 is a stricter variant of OCCAM-SH in which
each parallel process p is allowed to read only from one
channel ch.inp, whereby p is the only process which reads
from the channel ch.inp. We call this variant channel-less,
because the identifiers of channels unify with the identifiers
of processes. The processes can be numbered in the order they
appear in the single PAR constructor.

Theorem 4: OCCAM-SH1 and OCCAM-SH are equally
expressive.

Proof: An OCCAM-SH1 program is also an OCCAM-
SH program. Conversely, consider an arbitrary OCCAM-SH
program. Translate it to OCCAM and then back to OCCAM-
SH using compilers from the proofs of Theorem 3 and
Theorem 2. This yields an OCCAM-SH1 program.

OCCAM-CL syntactically removes the redundancy related
to channels from OCCAM-SH1. An arbitrary OCCAM-SH1
program can be rewritten to OCCAM-CL as follows:

• Remove all channel declarations.
• Replace each ch ? m with ? m.
• Replace each ch ! m with p ! m, where p is the

identifier of the process which reads the channel ch.
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Figure 3 illustrates the correspondence between OCCAM-SH1
and OCCAM-CL.

1: Program P4

2: CHAN ch0, ch1, ch2:
3: PAR
4: INT m:
5: SEQ −− process 0
6: SEQ i = 0 FOR 2
7: SEQ j = 0 FOR 2
8: ch0 ? m
9: ch11 ! TRUE

10: ch2 ! TRUE
11: BOOL ack:
12: SEQ −− process 1
13: SEQ i = 0 FOR 2
14: SEQ
15: ch0 ! 2 * i
16: ch1 ? ack
17: BOOL ack:
18: SEQ −− process 2
19: SEQ i = 0 FOR 2
20: SEQ
21: ch0 ! (2 * i) + 1
22: ch2 ? ack

1: Program P5

2:
3: PAR
4: INT m:
5: SEQ −− process 0
6: SEQ i = 0 FOR 2
7: SEQ j = 0 FOR 2
8: ? m
9: 1 ! TRUE

10: 2 ! TRUE
11: BOOL ack:
12: SEQ −− process 1
13: SEQ i = 0 FOR 2
14: SEQ
15: 0 ! 2 * i
16: ? ack
17: BOOL ack:
18: SEQ −− process 2
19: SEQ i = 0 FOR 2
20: SEQ
21: 0 ! (2 * i) + 1
22: ? ack

Fig. 3. Hand-made translations of the OCCAM program P1 (Fig 1) to
OCCAM-SH1 (left) and OCCAM-CL (right)

VI. CONCLUSIONS

We proposed a programming language OCCAM-CL which
differs from OCCAM (only) in having no nested PAR pro-
cesses, no ALT constructors, and—most importantly—no
channels. In spite of this, OCCAM-CL is as expressive as
OCCAM. We proved this using several OCCAM variants
and compilers which translate programs from one variant
to any other one. These compilers preserve parallelism of
programs as well as their message complexity (up to a constant
multiplicative factor). A similar result was published in [25]
for a lambda calculus with typed asynchronous channels and
a lambda calculus with typed actors.

When it comes to writing an actual compiler, the choice be-
tween OCCAM-CL and OCCAM is not just a matter of taste.
Apparently, writing a parser for OCCAM-CL is easier, but
there are more subtle reasons for favouring OCCAM-CL. For
example, OCCAM requires that each channel connects exactly
two parallel processes (one reader, one writer). However, its
syntax does not prevent the programmer from violating this
requirement. It is up to the compiler or a run-time system to
detect such a violation.

The channel-less approach can be found in actor models
[26] as well as in contemporary programming languages, e.g.
Erlang and Akka. A subsequent extension of Akka with the
channel concept is in the light of our results a backward step. It
does not increase expressiveness, unnecessarily increases the
complexity of the language and the compiler, and increases
the structural complexity of programs which mix the channel
and channel-less paradigms.
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Abstract—In [1] we presented a framework for mining spatio-
temporal rules in the software development process. The rules are
based on specific relations between structures of the source code
which relate both to spatial (e.g. a direct call between methods of
two classes) and temporal dependencies (e.g. one class introduced
into the source code before the other) observed in the process.
To some extent, spatio-temporal rules allow us to predict where
and when certain design anti-patterns will appear in the source
code of a software system. This paper presents how, with slight
modifications, such framework can be used to improve the quality
of detecting a few popular design anti-patterns, such as Blob,
Swiss Army Knife, YoYo or Brain Class. In the proposed method,
we not only check the structure of a piece of the source code, but
we also analyse its spatio-temporal relations. Only on the basis
of the two analyses can we decide if the given piece of code is an
anti-pattern. Experimental validation shows that the addition of
spatio-temporal perspective improves detection of anti-patterns
by 4% in terms of F-measure.

I. INTRODUCTION

DESIGN anti-pattern is a commonly used, bad solution
for a recurring problem in software design. Software

developers, when faced with a common design problem, tend
to reinvent the solutions that are well-known for their bad
properties and widely discussed in available literature (see
[2]). This phenomenon is definitely due to many sophisticated
reasons, which are discussed in a variety of scientific and
popular publications (see [3]). The following paragraphs give
a few examples of design-anti-patterns.

Base bean is an anti-pattern in object-oriented design,
where the base class is a collection of numerous utility
methods used by its subclasses. Such a design breaks some
fundamental concepts of object-oriented programming: The
relation between subclass and superclass does not resemble the
actual domain model, the superclass has many responsibilities
and it usually does not store any state useful for subclasses.

Brain class and God Class are similar anti-patterns that
refer to classes that provide too much complexity and tend
to centralize logic of some area of the system. The difference
between God class and Brain class is that the former is a large
controller class that depends on data from the surrounding
classes, whereas the latter does not use the data from other
classes, tends to be more cohesive and encapsulates the logic
in its own complex methods (see [4], [5], [6], [7]).

Swiss Army Knife, (abbreviated as SAK) is an excessively
complex class with numerous unrelated utility methods. It

tends to appear when the creator attempts to provide a routine
for all possible uses of the class or make a single class serve
many complex unrelated functions (see [8], [9] and [6]).

YoYo is an anti-pattern in which the flow control is scattered
over complicated inheritance structure, so that in order to
understand the algorithm in the source code, one has to switch
between many classes within a common inheritance tree (see
[10], [11], [6]).

Design anti-patterns make the software more complex,
harder to maintain and defect-prone (see [12], [13], [14], [15]).
This is why their detection is a primary concern in software
engineering.

II. DESIGN ANTI-PATTERN DETECTION

The objective of design anti-patterns detection is to provide
an automated method for the discovery of fragments of the
program source code which constitute a design anti-pattern.
To make this task more formal we will use graph-theoretical
terms.

A. Software as a graph

We can treat the source code of the system written in Java
as a multigraph called software snapshot according to the
following rules: The nodes of the multigraph are all the source
code entities, namely: packages, interfaces, classes, fields,
methods (including constructors). They can be connected by
labeled edges according to the following rules:

" There is an edge (e1, e2) labeled ’contain’ iff the source
code of the entity represented by e2 is contained in
the source code of the entity represented by e1 (we
will assume that classes and interfaces are contained in
packages),

" There is an edge (e, c) labeled ’variable’ iff the body of
the entity represented by e declares at least one variable
of the type represented by class c. Each such declaration
corresponds to a single edge.

" There is an edge (m, c) labeled ’parameter’ iff the
method represented by entity m declares at least one
formal parameter of the type represented by c. Each such
declaration corresponds to a single edge.

" There is an edge (c1, c2) labeled ’extend’ iff the class rep-
resented by c1 is a direct subclass of the class represented
by c2 or the class represented by c1 is an implementation

Proceedings of the of the 17th Conference on Computer
Science and Intelligence Systems pp. 521–528

DOI: 10.15439/2022F211
ISSN 2300-5963 ACSIS, Vol. 30

IEEE Catalog Number: CFP2285N-ART ©2022, PTI 521



of the interface represented by c2. Each such class
extension or interface implementation corresponds to a
single edge.

" There is an edge (e,m) labeled ’call’ iff the body of the
entity represented by e contains at least one call of a
method represented by the method entity m. Each such
call corresponds to a single edge.

" There is an edge (e, f) labeled ’refer’ iff the body of the
entity represented by e contains at least one reference
to the field represented by the field entity f . Each such
reference corresponds to a single edge.

" There is an edge (f, c) labeled ’type’ iff c represents a
class that is a declared type of the field represented by f
or a declared return type of a method declared by f .

Additionally, each node of the graph may be described by a
set of applicable software metrics that measure its complexity
(see [16]). For greater consistency we will assume that the
values of metrics form a vector of additional labels of the
node. Consequently, we can treat a software snapshot as a
node-labeled and edge-labeled multigraph. This allows us to
remain in the graph-theoretical domain. The list of metrics that
are used is given in the following subsection:

B. Software metrics

" Data abstraction coupling
This metric is applicable for class entities and measures
how many instances of other classes are instantiated
within the source code of a given class.

" Fan out
This metric is similar to Data abstraction coupling, which
measures the number of classes a given class depends on.

" Cyclomatic complexity and NPath complexity
These two metrics measure the complexity of a code
block. Cyclomatic complexity, based on the classic work
[17], denotes the number of decision point instructions
within the body block increased by 1. The NPath com-
plexity (see [18]) denotes the theoretical maximum num-
ber of different acyclic execution paths that could go
through the code block.

" NCSS - the number of lines of the source code in each
entity (file, class, method)
This simple metric measures how many lines of code a
given file, class or method take. Technically, the evalua-
tions do not count empty lines or lines with comments,
so that it approximates the actual size of the respective
source code fragment.

" Lack of cohesion of methods (LCOM1, LCOM2,
LCOM3, LCOM4, TCC)
LCOM is a suite of software metrics that evaluate the de-
sign of a given class by quantitative analysis of relations
between its methods and attributes (see [19]).
LCOM1 is defined as the difference between the powers
of two sets: the set of all pairs of different methods that
use a non-empty disjoint set of class attributes and the
set of all pairs of different methods that use at least one

attribute altogether. If the result is negative, the value of
this metric is set to 0.
LCOM2 and LCOM3 metrics are defined for the class and
the formulae to evaluate them, are based on the following
notions: m - the number of methods in a class, A - the
set of attributes of a class, ma - the number of methods
that access attribute a:

LCOM2 = 12 Σa*Ama

m 7 |A|

LCOM3 =
m2 1

|A|Σa*Ama

m2 1

LCOM2 corresponds to the fraction of methods that
do not access a specific attribute normalized over all
attributes. LCOM3 is similarly normalized with respect
to attributes and methods and its value may range from
0 to 2.
LCOM4 (see [20]) is expressed in terms of a graph of
inter-method dependencies. We say that two methods are
dependent iff one of them calls the other one or there is
at least one attribute used by both methods. The number
of connected components in such a graph is the value of
LCOM4. Instead of looking at relations between methods
and attributes within a single class, we can in a similar
manner measure the relation between methods of a given
class, with the use of Tight Class Cohesion (TCC) metric
(see [21]). TCC is defined as the number of pairs of
methods that invoke one another divided by the number
of all such pairs.

" Depth of inheritance tree (DIT)
This metric is applicable to classes only. It measures the
number of nodes on the path in the inheritance tree from
the node representing the java.lang.Object class
to the node representing the given class. Large value of
this metric indicates a deep inheritance tree, which might
indicate the presence of a Yo-yo design anti-pattern.

" Fan in (FI)
A metric dual to the Fan out. It measures the number of
other classes that depend on a given class. The greater
the value, the more likely it is that a change in the class
will affect other fragments of the software source code.

In this context we can formalize the problem of detecting
design anti-patterns as the problem of finding all such sub-
graphs of the software snapshot that correspond to instances of
these anti-patterns. For practical reasons we will only consider
subgraphs that satisfy the following Definition 1:

Definition 1 (containment-completeness): Let SSn =
(V,E) be a software snapshot, where V is a set of nodes
and E is a multi-set of labeled edges. We will say that sub-
graph g = (Vg, Eg) of SSn is containment 2 complete, if
for any n1 * Vg , if there is a node n2 * V such that n2 is
connected by ’contain’ edge with n1 in SSn then n2 * Vg .

We apply this constraint on the subgraphs, since we want
the analysed subgraphs to resemble a consistent fragment of
the source code with its natural hierarchical structure. For
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example, if we take a subgraph with a node that corresponds to
a class, we also want methods and fields of this class to be part
of the subgraph. Therefore, in all the following considerations
a subgraph always means a containment-complete subgraph.

C. Detectors of design anti-patterns

The following paragraphs provide a semi-formal description
of method of detecting specific design anti-patterns used in
this research. Each detection strategy is derived from existing
research mentioned in the respective subsections below, but
they are adapted to the graph-theoretical model described in
Section II-A. In order to enhance comprehension, detection
methods are described in mixed graph-theory and software-
engineering terms. Each description can be translated to purely
graph-theoretical terms so that for any subgraph of a software
snapshot we can always tell if it satisfies the conditions
described below. A exemplary rationale on how the conceptual
definition can be translated to graph-theoretic model is given
for the first detector only. Similar reasoning for other types
of anti-patterns can be found in the articles referred to in the
respective following subsections.

1) Swiss army knife: A Swiss Army Knife (SAK for short),
is an excessively complex class interface. It is present when
e.g. the creator attempts to provide a method for all possible
uses of the class or make a single class serve many complex
unrelated functions. Methods described or referenced in [8],
[9], [6] and [22] provide a semi-formal description of the
pattern as a class with many unrelated methods with high
complexity which implements many interfaces. Clearly, this can
be translated to the graph-theoretical language in the context of
a software snapshot: a class with many interfaces corresponds
to each node such that paths which start from it and contain
edges of type ’extend’ and ’implement’ reach many nodes
which represent interface entity. A complex method is simply
a method with high values of the complexity metrics such as
NPath complexity or cyclomatic complexity. Additionally, if a
class is intended to serve many purposes, one can expect that
it has methods that are being called by many other classes.
This conceptual description can be translated in the formal
graph-theoretical definition described below:

Definition 2 (foreign call): Let c1 and c2 be two classes
such that they are not connected by a path build from edges
labeled ’extend’. Every call from a method contained in c2 is
a foreign call for class c1.
Swiss Army Knife is each class c that satisfies the following
conditions:

" c has more than 6 methods,
" the value of metric LOC for c exceeds 150,
" the sum of cyclomatic complexity of methods contained

in c exceeds 30,
" the sum of NPath complexity of methods contained in c

exceeds 120,
" the number of non-trivial methods contained in c multi-

plied by the average NPath complexity of such methods
exceeds 160,

" the number of methods called by a foreign call exceeds
2,

" the number of foreign calls exceeds 7.
2) Anemic entities: Anemic entities are classes which only

store data and do not provide any functionality (see [23], [24]).
A straightforward, naive approach for detecting this pattern is
to take classes which have:

" many fields,
" only accessor methods (i.e. methods with a single line

of code, which refer to only a single field and have
cyclomatic and NPath complexity equal to one),

" default and possibly an initializing constructor.
This heuristic turns out to be inaccurate. Therefore, we need to
define two notions: an effectively trivial method and a complex
constructor.

A method m is effectively trivial if :
" The class c in which m is contained has field f of type

t such that m refers to f and either m has 1 argument
of type t and void return type or it has 0 arguments and
return type t,

" m has at most 5 lines of code,
" m has cyclomatic complexity not greater than 3.
The constructor con contained in c is complex if:
" The number of arguments of con exceeds the number of

fields contained in c,
" the lines of code in con exceeds 150% of the number of

fields contained in c,
" the cyclomatic complexity of con exceeds 150% of the

number of fields contained in c.
This allows us to provide a formal definition for anemic

entity: A class is an Anemic Entity iff:
" it has more than 8 fields,
" it has more than 8 methods,
" all methods but one are trivial or effectively trivial,
" there are no complex constructors contained in c,
" all subclasses of c satisfy the above four conditions.
3) Blob (also known as God Class): (see [4], [5], [6], [7]).

Entity c is considered a Blob iff:
" c calls more than 7 effectively trivial methods of other

classes,
" proportion of the number of effectively trivial methods of

other classes called by c to the number of other methods
of other classes called by c exceeds 0.6,

" the sum of cyclomatic complexity of its non-trivial meth-
ods exceeds 55,

" the value of the metric TCC does not exceed 0.3.
4) Brain class: (see [4], [5], [6], [7]). Entity c is considered

brain class iff
" c is not a God Class, as defined in the preceding subsec-

tion,
" c has more than 2 non-trivial methods with more than 4

outgoing edges of type ’call’ and more than 15 lines of
code (controller methods),

" c calls more than 5 trivial methods of other classes,
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" proportion of the number of trivial methods of other
classes called by c to the number of non-trivial methods
of other classes called by c does not exceed 0.6,

" the number of calls to trivial methods divided by the
number of lines of the source of c is smaller than 0.2,

" the value of tight class cohesion metric for c does not
exceed 0.5,

" One of the following conditions is true:
i sum of cyclomatic complexity of methods contained

in c exceeds 50 and the value of NCSS metric for c
exceeds 400,

ii sum of cyclomatic complexity of methods contained
in c exceeds 90 and the value of NCSS metric for c
exceeds 50,

5) Base Bean: (see [25]) Base Bean is a class which only
provides utility methods for its subclasses.

A method m contained in class c is an utility method iff:
" m is neither a constructor nor a trivial method,
" m does not refer to any field contained in c, nor to a field

in any direct or indirect superclass of c,
" there is no path that connects m with field f contained

in c or one of its direct or indirect superclasses, such that
the last edge on this path has a label ’refer’ and all other
edges have a label ’call’.

Conceptually, a utility method is a non-trivial method that does
not modify the state nor does it orchestrate other methods
contained in the class it is defined in or any of its ancestors
and is used only by its descendants.

A class c is Base Bean iff:
" it has more than 2 utility methods,
" c has at least 5 direct or indirect subclasses,
" the number of incoming edges of type ’call’ from the

hierarchy of c to utility methods contained in c exceeds
2.

6) Yo-yo: (see [10], [11], [6]). A containment-complete
sub-graph induced by nodes Y = {e1, . . . , en} is a YoYo iff:

" Each pair (ei, ej) * Y × Y is connected by a path
constructed from edges of type ’extend’, where each edge
is treated as undirected,

" the longest path between any two nodes from Y con-
structed from such edges exceeds 5,

" the number of edges (m1,m2) with label ’call’ or ’refer’
such that m2 is not a trivial method and there are edges
(m1, ei), (m2, ej) with label ’contain’, i ;= j exceeds 5.

" there is no super-set of nodes Y 2 § Y such that graph
induced by Y 2 satisfies the above three conditions.

7) Data Clumps: (see [15], [26], [27], [28]) a Data Clump
is an anti-pattern that occurs when a group of data items
are being passed together in the source code. This informal
definition can be rephrased formally:

Let parameters(m) denote set of entities connected with
m by an edge labeled ’parameter’. A set of method entities
M = {m1, . . . ,mn} is a Data Clump iff:

" n exceeds 3,

" |parameters(mi)| exceeds 3 for each i,
" for each pair (mi,mj) such that i ;= j and

mi and mj are connected by ’call’ edge,
|parameters(mi) + parameters(mj)| =
min(|parameters(mi)|, |parameters(mj)|),

" there is no such superset of M that satisfies the above
conditions.

8) Circular dependency: Circular dependency is a relation
between two or more software entities transitively contained
in different packages which either call each other directly or
indirectly to function properly. We can translate this into graph
theoretical terms:

A pair of classes (c1, c2) forms a circular dependency iff:
" there exist two different packages p1, p2 such that there

are edges (c1, p1) (c2, p2) with label ’contain’,
" there are two methods m1,m2, such that there are edges

(m1, c1) and (m2, c2) with label ’contain’,
" there is a path build only from edges labeled ’call’ from

m1 to m2 and another such path from m2 to m1.
9) Detection quality: The detection quality of purely static

methods of identification of design anti-patterns described in
the preceding subsections is presented in Table I.

SAK Bl DC BB
Argo Uml 0.78/1.0 0.90/0.76 N/A 0.71/0.88
Elasticsearch 0.78/0.99 0.83/0.9 0.99/0.96 0.71/0.88
JHotDraw 1.0 /0.91 1.0/1.0 0.28/0.0 N/A
Lucene 0.86/1.0 0.88/0.9 N/A 0.97/1.0
Struts 0.99/1.0 N/A 0.98/0.1 N/A
Wildfly 0.94/1.0 0.92/1.0 0.99/1.0 1.0/1.0
Xerces 0.8/0.89 0.91/0.69 0.99/0.84 N/A

BC YY AE
Argo Uml N/A 1.0/1.0 1.0/1.0
Elasticsearch 0.87/0.84 0.98/1.0 1.0/1.0
JHotDraw 0.0/0.0 N/A N/A
Lucene 0.95/0.78 1.0/1.0 N/A
Struts N/A N/A N/A
Wildfly N/A N/A 1.0/1.0
Xerces N/A 0.98/1.0 N/A

Table I
THE TABLE SHOWS THE QUALITY OF DETECTION OF INSTANCES OF THE
DESIGN ANTI-PATTERNS. THE COLUMNS CORRESPOND TO A RANGE OF

ANTI-PATTERN TYPES WHEREAS THE ROWS PRESENT DIFFERENT
SOFTWARE SYSTEMS. THE DETECTION METHODS ARE DESCRIBED IN

SUBSECTIONS II-C1–II-C8 ABOVE. EACH CELL CONTAINS TWO
NUMBERS: PRECISION/RECALL. SAK = SWISS ARMY KNIFE, BL = BLOB,

DC = DATA CLUMPS, BB = BASE BEAN, BC = BRAIN CLASS, YY =
YOYO, AE = ANEMIC ENTITY.

III. SPATIAL RELATIONS

Since design anti-patterns are subgraphs of one common
graph, we can introduce the notion of distance between two
patterns defined as the length of the shortest path that connects
nodes from these subgraphs:

Definition 3 (closeness and remoteness of patterns): Let
PI1 = (V1, E1) and PI2 = (V2, E2) be subgraphs of software
snapshot SSn. We will say that
PI1 and PI2 are d-distance-close iff d(PI1, P I2) f d,

where d(PI1, P I2, SSn) = minv1*V1,v2*V2dist(v1, v2, SSn)
where dist(a, b,G) is the distance between vertices a and b
measured as the shortest path between them in the multigraph
G treated as undirected graph.1

1This makes dist symmetric.
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Similarly: PI1 and PI2 are d-distance-remote iff
d(PI1, P I2) > d.

IV. SOFTWARE EVOLUTION

Usually software development is done in the source code
management system that allows us to track all changes done
to the source code. Each individual modification of the source
code is called commit and is identified by unique number
called revision. Commit has precise date, author and a set
of modifications to the source code files. If we take the
commits from a single main development branch, we can order
them linearly according to the commit date. The code at each
revision has a corresponding software snapshot, thus we can
treat linearly-ordered sequence of such snapshots as a model
of software evolution.

One specific design anti-pattern can be observed at multiple
revisions. The set of all such revisions will be called the
lifespan of a pattern. Clearly, the lifespan can be divided into
intervals of maximum lengths such that the corresponding
pattern instance is not observed in the revision that directly
precedes the left end of this interval nor is it observed in the
revision that directly follows the right end of this interval. Each
such interval will be called occurrence of the pattern. Please
note that each pattern instance can potentially have more than
one occurrence, as e.g. a certain software structure can be
removed and then added again to the source code.

V. SPATIO-TEMPORAL RELATIONS

If we take two different patterns PI1 and PI2 and their
two occurrences l1 = (l1start, l

1
end) and l2 = (l2start, l

2
end), we

can tell the temporal relation between l1 and l2 (e.g. l1 may
directly precede l2 when l1end = l2start). In order to model
the temporal relations we use Allens interval algebra in this
research (see [29]), which introduces 13 different possible
relations which comprise equality and 6 pairs of invertible
relations.

We will say that Allens relation between l1 and l2 defined
above is non-inverted iff l1start < l2start ( (l1start = l2start '
l1end < l2end). Conceptually it means that l1 takes place before
some non-degenerated sub-interval of l2. In other words, l2
will last for some time after l1 has started. The non-inverted
relations of these pairs are given in the following list:

1) l1 takes place before l2 if there exists a revision s such
that (l1end < s < l2start)

2) l1 meets l2 (l1end = l2start)
3) l1 overlaps l2 (l1start < l2start < l1end < l2end)
4) l1 starts l2 (l1start = l2start ' l1end < l2end)
5) l1 contains l2 (l1start < l2start < l2end < l1end)
6) l1 is finished by l2 (l1start < l2start ' l2end = l1end)

Each Allens operator A has its inversion A21 (which is also
an Allens operator) defined by: xAy iff yA21x.

Let 0 < dc < dr be two fixed natural numbers which
we will associate with dc-distance-closeness and dr-distance-
remoteness relation respectively. If l1 and l2 are in A Allen
relation and at some revision graph induced by nodes of PI1
is dc-distance-close to graph induced by nodes of PI2, then

we will say that these two occurrences are in A-dc-distance-
closeness spatio-temporal relation. If these graphs are dr-
distance-remote at all revisions we will say that they are in A-
dr-distance-remoteness spatio-temporal relation. Please note
that the above definitions are also valid if PI1 and PI2 are
never observed together at a single revision.

If we take a single occurrence l1 of some anti-pattern PI1
([l1, P I1]), we can tell all its spatio-temporal relations to all
other occurrences of other anti-patterns. Each such relation
can be characterized by three arguments:

" T - the type of other anti-pattern (T * {BLOB, SAK,
Base Bean, YOYO, Brain Class, Data Clump, Anemic
Entity, Circular Dependency}),

" A - the non-inverted Allen algebra relation (A * { takes
place before, meets, overlaps, starts, contains, is finished
by}) and

" s * {remote, close} - which determines if we are
talking about A-dc-distance-closeness or A-dr-distance-
remoteness spatio-temporal relation.

Therefore, for each triplet (T,A, s) we can tell how many
respective spatio-temporal relations to [l1, P I1] exist in the
software evolution. This yields a vector in N (8×6×2) space
which provides information about the number of all spatio-
temporal relations of occurrence [l1, P I1] in the entire evolu-
tion. The dimension of this space is related to the Cartesian
product of:

" all types of anti-patterns described in Section II (8),
" the number of non-inverted Allen relations (6) and
" the number of types of different spatial relations from

Definition 3 (2).
Consequently, the occurrence of an anti-pattern is described
by a vector of 96 natural numbers.

Please note that the notions of closeness and remoteness
from Definition 3, as well as the notions of lifespan, occur-
rence and spatio-temporal relations, are defined in such a way
that they are also applicable to any sub-graph that can be
observed in snapshots of the software evolution. Thus, we can
compute the aforementioned 96 attributes for any occurrence
of such a subgraph.

In ([1]) we argued that such a vector appears to be very spe-
cific for occurrences of design anti-pattens. This phenomenon
may be interpreted as a tendency for certain design anti-
patterns to appear close to each other (spatial relation) and
one after another (temporal relation). They can therefore be
used to predict areas in the source code, where design anti-
pattern may appear in the future. In this research we will use
similar framework to improve detection quality for detectors
described in Section II.

A. Spatio-temporal rules
We will describe a method of mining spatio-temporal rules

which allows us to reason about spatio-temporal relations
in the entire software evolution. We will construct these
rules by applying a rule-based machine-learning classification
algorithm on specially prepared decision table. The following
paragraphs describe how this table is constructed.
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In Section V we argued that for any occurrence of design
anti-pattern and any occurrence of any other subgraph of
software snapshot we can compute a vector of 96 attributes
that describe its spatio-temporal relations. For each occurrence
of design anti-pattern PI of type t (e.g. Blob) we will insert
one row to the decision table, with 96 conditional attributes
and decision=t. We will call this a positive row for t (e.g.
positive row for Blob). To balance this we will pick a random
subgraph that does not correspond to anti-pattern t and has the
same number of nodes as PI and insert it into decision table
with 96 conditional attributes computed likewise. For such a
row we will set decision=NOT_t (e.g. NOT_Blob). We will
call such a row a negative row for t (e.g. negative row for
Blob).

The decision table constructed according to the above de-
scription has 97 columns and the number of rows is twice the
number of occurrences of all design anti-patterns in the entire
software evolution. We can partition this table into smaller
tables by selecting only positive and negative rows for only
single type t of anti-patterns (e.g we only take rows with
decision Blob and NOT_Blob). Each such sub-table is in fact
a perfectly balanced binary decision table that can be used to
train a machine-learning classification algorithm that produces
a classifier in the form of a set of classification rules. We will
call these rules spatio-temporal rules for t and the classifier
will be called spatio-temporal classier for t. Technically, the
classifier, given a vector of 96 natural numbers, outputs either
t or NOT_t.

If we take occurrence l of some subgraph g in the software
evolution we can compute 96 attributes for it and apply a
spatio-temporal classifier on such a vector. Conceptually, the
classifier for type t can tell if the given graph occurrence
resembles a design anti-pattern t occurrence in terms of its
spatio-temporal relations. We can use this observation to
introduce an improved spatio-temporal detector for t. This
concept is described in the following section.

VI. SPATIO-TEMPORAL DETECTORS OF ANTI-PATTERNS

Let us assume that some subgraph g, that is part of a
software snapshot at revision r, is considered to be an anti-
pattern of type t by a respective detector described in Section
II. If we have a spatio-temporal classifier for t, then we can
find its output for the occurrence of g at revision r according
to the method described in the preceding Section V-A. In
the proposed approach we will consider g to be an actual
anti-pattern of type t iff the output of the spatio-temporal
classifier was also t. Conceptually, in this detection strategy
we combine a purely static definition of design anti-patterns
given in Section II with spatio-temporal knowledge about the
evolution of the software. We will consider a graph to be an
actual anti-pattern, only when both premises hold.

Clearly, such a compound classifier can reduce the num-
ber of false positives but also increase the number of false
negatives, thus it does not necessarily improve the quality
of an anti-pattern detection. However, in practice, it appears
that such a construct improves the classification quality by an

average of 4% in terms of F-measure, if we mine the spatio-
temporal rules from the very beginning of software evolution
and use them to identify static patterns in a separate, final
period of this evolution. Details of the experimental setting is
given in the following Section VII.

VII. EXPERIMENTAL VALIDATION

The experiments were run on the evolution of the following
open-source software:

" Argouml ([30], [31], [32]) is a simple UML editor, which
used to be popular. The SCM of this software (along with
Xerces2j and Jhotdraw) is frequently used as the source
of data in mining software repositories research. The
analyzed evolution of this software spans from January
1998 to December 2011.

" Struts1 ([33], [34], [35]) is a java web framework, which
was popular 20 years ago. The analyzed evolution of this
software spans from May 2000 to December 2008.

" Xerces2j ([36], [34], [35]) is a popular Java XML Parser.
The analysed software evolution spans from November
1999 to May 2008.

" Elasticsearch ([37], [38]) is a popular search engine. The
analyzed evolution of this software spans from February
2010 to September 2017.

" JHotdraw ([39], [40]) is a Java framework for 2D graph-
ics. The analyzed evolution of this software spans from
October 2000 to November 2012.

" Lucene-solr ([41], [42], [35]) is a popular search engine.
The analyzed evolution of this software spans from
September 2001 to November 2016.

" Wildfly ([43], [44], [45]) is a popular Java application
server. The analyzed evolution of this software spans from
June 2010 to June 2013.

For each system, the spatio-temporal classifier, based on
C4.5 Boolean classifier, was trained on the sub-evolution built
from the first 70% revisions of the respective system. The
closeness and remoteness spatial relations were defined by
dc = 1 and dr = 2 respectively (see Section III). The detection
quality was tested on each commit of the sub-evolution which
consisted of the last 30% of revisions. Table II shows the cases,
where the result of detection was different. In two cases the
quality decreased by 6-11%, and in all other cases it improved
by 1-14% in terms of F1. There was an average improvement
of 4%.

VIII. CONCLUSIONS

In our previous work ([1], [46]) we analyzed the phe-
nomena of spatio-temporal relations between occurrences of
anti-patterns in the software evolution. This paper presents
how spatio-temporal rules can help to slightly improve the
quality of detection of a few anti-patterns: We combine typical
static detectors derived from existing state-of-the-art detection
methods with additional knowledge that comes from analysis
of the spatio-temporal relations in the software development
process.
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Spatial Spatio-temp. Change of
Dataset APT Prec./Rec. Prec./Rec. F1
elastic BB 0.71 / 0.88 1.0 / 0.54 0.89
argouml Bl 0.9 / 0.76 1.0 / 0.76 1.05
elastic Bl 0.83 / 0.9 1.0 / 0.88 1.08
Xerces Bl 0.91 / 0.69 1.0 / 0.69 1.04
elastic BC 0.87 / 0.84 1.0 / 0.81 1.05
argouml SAK 0.78 / 1.0 1.0 / 0.94 1.11
elastic SAK 0.78 / 0.99 1.0 / 0.99 1.14
Lucene SAK 0.86 / 1.0 1.0 / 0.92 1.04
Xerces SAK 0.8 / 0.89 1.0 / 0.65 0.94
Xerces YoYo 0.98 / 1.0 1.0 / 0.99 1.01

Average 1.04
Table II

IMPACT OF SPATIO-TEMPORAL RULES ON STATIC DETECTION QUALITY.
THE TABLE PRESENTS HOW SPATIO-TEMPORAL RULES CHANGE THE

QUALITY OF DETECTION OF SPATIAL DETECTORS DESCRIBED IN
SUBSECTIONS II-C1–II-C8. THIRD COLUMN PRESENTS

PRECISION/RECALL OF PURELY STATIC DETECTION. THE FOURTH
COLUMN PRESENTS PRECISION/RECALL AFTER ADDING

SPATIO-TEMPORAL RULES. APT = ANTI-PATTERN TYPE, BB = BASE
BEAN, BL = BLOB, BC = BRAIN CLASS, SAK = SWISS ARMY KNIFE, F1

= F-MEASURE.

The experimental validation shows that in most cases the
prediction quality was identical, with an observable difference
only in a few cases described in Table II above. It was worse in
only two cases, and on average in improved by 4% in terms of
F-measure, which is a harmonic mean of precision and recall.

A. Future work

The following paragraphs provide some proposals for appli-
cations and modifications of the proposed framework, which
yield to future research in the topic.

In this paper we have presented how spatio-temporal rules
can be used to improve the quality of prediction of static
pattern detection. The same rules can be used to predict where
certain types of anti-patterns may appear in the future in the
software source code.

In the method described herein, spatio-temporal rules were
trained and used within the same software system. However, it
is possible that rules trained on the evolution of one software
system can be interpreted within another system. By doing
so we may answer if there are universal spatio-temporal rules
that model typical spatio-temporal phenomena in the software
development process that hold across many projects.

The proposed framework is specifically suited for Java
programming language, but can be easily adopted to other
programming languages as well. It would require changing
the definition of the software snapshot multigraph.

Allens algebra is a helpful formalism, but it can arguably be
too simplifying when it is used to model temporal relations
between intervals of revisions in the software development
process. For example, it cannot measure temporal proxim-
ity between intervals. Please note that relation between the
separated intervals of revisions are indiscernible in terms of
Allens theory in two cases: when they are separated by a
single commit and when they are separated by thousands of
commits. Thus Allens algebra could be replaced by alternative
formalism, which would incorporate more accurate model of
temporal relations.

In this research we have assumed time to be linear (i.e.
commits are linearly ordered), as we have considered commits
from only a single main development branch. In fact, the
software development process typically uses many parallel
branches and cross-branch merges (see [47]). To cover such
phenomena, the time representation in the proposed framework
should be replaced with a more versatile model, such as e.g.
CTL.

This research is based on the concept of a spatio-temporal
relation to occurrences of anti-patterns described in Section
II. But it can easily be adapted so that we can use other
subgraphs in place of anti-patterns. For example we could
use frequent subgraphs ([48]) or graphs built from frequently
modified source code entities ([49]).

B. Threats to validity

Drawing general conclusions from empirical studies based
on just a few software systems is always difficult, because
of the complexity of the matter and the variety of different
sources of data. This paper is based on data gathered from
systems that share a common characteristic: they are open-
source, non-commercial systems, developed by the commu-
nity for many years. It may appear that software developed
differently (e.g. by smaller teams, commercially, with closed
source) tends to evolve differently.

Anti-patterns are very infrequent in relation to all possible
containment-complete subgraphs in the software, as the num-
ber of the latter is exponential in relation to the number of
software entities in the source code. To have a balanced set
of examples, we have randomly selected sub-set of such sub-
graphs to construct a decision table described in Section V-A.
Even though the results presented in Section VII were stable
with multiple repetitions of the experimental reproduction, this
fact presumably introduces some randomness in the results.
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Abstract—This paper presents a modified Iterative Closest
Point (ICP) algorithm based on a suitable selection of initial
points and local optical flow to speed up registration of static
scenes with high accuracy. The biggest disadvantages of using
standard ICP algorithm are appropriate initialization and ef-
fective matching point step in each iteration. In the proposed
modification we deal with these problems and optimize this
method for Augmented Reality application. As this application
uses RGB-D images sequence the changes between consecutive
key-frames are small. Therefore only small subset of the source
image key-points is selected using scale-space pyramid and FAST
approaches. It leads to the significant reduction of the number of
the processed image points. Since the point matching technique
using local optical flow is applied, in each optimization step of
ICP the costly point matching procedure can be abandoned.
The proposed approach has been validated by the numerical
examples.

I. INTRODUCTION

THE reconstruction of the geometry of the environment
from a movable camera is a well studied problem in

the category of computer vision topics. In theory, the de-
termination of the trajectory is already possible with the
use of only a few reference points traced in real time [1].
However, the smaller number of tracked points makes the
solution more sensitive to data noise. Recently, we have
seen significant progress in the development of methods for
dense 3D reconstruction from many images. Unfortunately,
many of these proposed approaches are not able to work
in real time [2]. In addition, they usually require a large
number of calibrated images, making them unsuitable for live
reconstruction from one movable camera. On the other hand,
there are many approaches for the reconstruction of dense
depth maps from pairs of images [3]. While these approaches
have been shown to provide excellent results in dense depth
estimation, they are usually computationally too expensive for
real-time applications.

In this article we propose modification of the first block of
Iterative Closest Point (ICP) method - looking for a match of
the identities of the points in each iteration. It has been re-
placed with the previous step using local optical tracking. This
approach, perhaps surprisingly, does not involve a significant
loss of speed, but allows a significant reduction in the amount
of data while increasing accuracy. The modified ICP method
was designed for Augmented Reality (AR) applications. AR

is the computer vision system integrating computer generated
virtual information with the real world environment in the form
of image, sound or video. The added information, usually
virtual objects, has to be precisely aligned with the real
world. Image registration is the key element of AR algorithm.
The ICP method was first presented by Besl and Mackay
in 1992 (see [4]). This method is more concept then solid
algorithm. The first step, i.e., the initial selection of the points
is the most important step to enforce ICP method to be
convergent to global rather then to local minimum. There
is always a trade off between using feature points or dense
data. In literature ICP approach is based on feature extracting
methods as in [5]. It leads to long computational time and
low quality of point cloud to be augmented in final step of
AR image generation. Therefore in this paper, we present
different approach than proposed in literature for initial points
selection and matching based on scale-space and Features from
Accelerated Segment Test (FAST) [6], [7] approaches as well
as local optical flow method. The selected set of points may
contain outliers. However, in the proposed method there is
no separate mechanism for removing such points. Outliers are
removed in the optical tracking procedure if they do not meet
the stability criteria of this procedure. As a result, we get a
set of points that no longer contain outliers. Finally in the last
step the error metric is minimized to find the six parameters of
the transformation, i.e. the rotation matrix and the translation
vector. The main focus is on the speed of convergence and
the accuracy of the final transformation and the application it
to construct AR image. The performance of the ICP method
depends mainly on the data and proper initialization. If some a-
priori assumption concerning the similarity of the frames can
be made, the quality of matching is much better. Therefore
in this paper, we assume that point clouds are constructed
from two following frames of a video sequence. The pixel
brightness is also assumed not to change significantly on those
two consecutive frames.

II. RELATED WORK

A. Geometric Registration

Most of the registration methods operate on candidate
correspondences. Popular method use point to point matches
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based on local geometric descriptors [8], other defines corre-
spondence on pairs or tuples of points [9]. When candidate cor-
respondence are collected, alignment is estimated attractively
from sparse subset to correspondence. This iterative process
is typically based on variant of randomized algorithms like
RANSAC [8], [9]. When the data is noisy and the surfaces
only partially overlap, existing pipelines often require many
iterations to sample a good correspondence set and find a
good reasonable alignment. In many applications we have a
priori knowledge that stream of consecutive data observation
has relatively small transformations. This approach is know
in literature as local refinement where rough initial alignment
is known and the result is tight registration usually based on
denser correspondence compared to global alignment [10]. ICP
method and its modifications are popular for local refinement.
The simplest algorithm of the ICP starts with initial alignment
and alternates between establishing correspondence via find
the closest point and recalculate the alignment based on the
current correspondence set. ICP can give an accurate result
when initiated near the optimal position, but it is unreliable
without such initialization. In many papers [11], [12] are
explored different approaches to increase ICP sensitivity to
local optima. There are many modification of ICP method
based on correspondence or transformation parameter estima-
tion step modifications [5]. Park [11] proposed modification
where he used geometry as well as intensity of RGB color
value. This approach is valid when registration use data
stream from the source when conditions are not changed like
frame stream where camera intrinsic parameters are the same.
The accumulated 3D model can be either in the form of a
volumetric representation [12], a 3D point cloud [13] or a set
of depth maps.

B. Optical flow of feature points

Optical flow is popular method of image processing when
there is a need to know the movement (speed and direction) of
the part of the image. According to Akpinar et al. [14], optical
flow estimation algorithms can be grouped according to the
theoretical approach while interpreting optical flow. These are
differential techniques, region-based matching, energy-based
methods and phase-based techniques. There are two groups of
optical flow methods. The first is local optical flow introduced
by Lucas-Kanade [15], and the second global optical flow
introduced by Horn and Schunck [16]. In this paper we mostly
focus on geometric aspect of registration then local optical
flow is more suitable [7], [17]. Input data stream consists color
RGB intensity frames and depth information.

III. PROPOSED ALGORITHM

A. Overview

Our goal is to calculate the rigid body motion transition T
consisting of translation t and rotation R that minimizes the
difference between the two sets of points O and M . In the next
subsections, the process of locating, matching, and filtering
the appropriate feature points is described and the following
section presents the proposed pose estimation calculation.

B. Finding and Matching Visual Features

An RGB-D image consists of a color image I and a depth
image D recorded in the same coordinate frame. We assume
to have a pair of RGB-D (Ii, Di) and (Ij , Dj) images and
an initial T 0 transformation that roughly aligns (Ii, Di) to
(Ij , Dj). Also p = (u, v)T is the a pixel in (Ii, Di) and p2 =
(u2, v2)T is the corresponding pixel in (Ij , Dj). The goal is
to find the optimal transformation that densely aligns the two
RGB-D images. Here we assume that the individual frames
are not distant in time, so that the color intensity of the pixels
does not change rapidly and the initial match T 0 can be equal
to the identity matrix. The first step of registration is to select
feature points using FAST method on RGB image. For image I
FAST point detecting method gives set of feature points P . In
order to avoid the problem with the scale and the high speed of
moving individual points, a scale pyramid is built. The original
RGB image I is used in first layer, then the size of image is
divided by 2 and the resultant image, the same procedure is
repeated until the image becomes too small. As a result the set
N = {Pk} of points is obtained where k is number of layers in
pyramid. Then local optical flow method is used for tracking
of selected points Ni2>j from image Ii on consecutive image
Ij . Let Oi2>j be the set of successfully tracked points and
Ci2>j theirs movement vectors. Then the projections π of the
RGB-D image pixel p = (u, v)T , d = D(p) over 3D space is
done using

Π(u, v, d) = [
(u− cx)d

fx
,
(v − cy)d

fy
, d, 1]T , (1)

where fx and fy are the camera focal lengths and (cx, cy)
is the principal point. The inverse projection function π21 is
defined as follow

π21(x, y, z, 1) = (
xfx
z

+ cx,
yfy
z

+ cy, z)
T . (2)

Using the projection π over points set Oi2>j the 3D point set
is obtained.

Wi2>j = π(Oi2>j) (3)

In practice, the depth component in an RGB-D image need
not always be defined. Then such a pixel cannot be projected
into 3D space. In that case such pixels are not used for 3D
projection. Set Wi,j is also called point cloud. The photometric
objective is to find transformation T satisfying:

p = π21(Tπ(p2, D(p2))). (4)

Projection of pixels p and p2 should be the same point in 3D
space

π(p,D(p)) = Tπ(p2, D(p2)). (5)

C. Pose estimation

The ICP consist of two steps correspondence estimation and
transformation parameter estimation. In the first iteration we
consider two consecutive image frames: current (Ii, Di) and
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registered (Ij , Dj). The objective of correspondence estima-
tion step of ICP is to build mapping function φ which define
correspondence between Ii and Ij

p = φ(p2). (6)

In the proposed method function φ is defined by Ci2>j and
it does not have to be recalculated at each loop step. The
transformation parameters estimation is done by looking for
transformation T that minimize objective function

Tn+1 = argminT

O�

i=1

|| π(pi, D(pi))−

Tnπ(p
2
i, D(p2i)) ||2

= argminT

O�

i=1

|| π(φ(p2i), D(φ(p2i)))−

Tnπ(p
2
i, D(p2i)) ||2, pi, p2i ∈ O

(7)

where n is iteration step counter. The computations may be
completed when the predetermined number of iterations have
been performed or when the estimate of T is sufficient. Opti-
mization problem (7) is solved using Gauss-Newton method.
In each iteration, we linearize T locally as a 6 elements vector
ξ = (ω1, ω2, ω3, t1, t2, t3). ξ contains rotation component ω
and a translation component t.

T ≈

û
üüý

1 −ω3 ω2 t1
ω3 1 −ω1 t2
−ω2 ω1 1 t3
0 0 0 1

þ
ÿÿøTn (8)

Using the Gauss-Newton optimization scheme, we calculate ξ
by solving the linear system

JT
r Jrξ = −JT

r r (9)

where r is the residual vector and Jr is Jacobian. In each
optimization step n, r and Jr are calculated. Then Tn is
obtained from ξ ( see equation 8). Next T is updated by Tn

using transformation to SE(3) group.

IV. NUMERICAL EXPERIMENTS

Publicly available sequenced RGB-D framesets were used
for the qualitative evaluation of the method proposed in this
paper. All datasets used for test were published by Sturm [10].
RGB-D frames were registered using Microsoft Kinect device.
Along with the images, the proposed benchmark dataset also
provides the real trajectory taken by the camera acquired by
an external, high-precision motion interception system.

A. Performance comparison

The performance comparison is summarized in the Table I.
Processing time and error were calculated for different RGB-
D sequences. Processing time was calculated as average of
the time for registration consecutive frames. Mean error was
calculated as the difference between benchmark trajectory and
method calculated trajectory. Proposed method was compared
to standard ICP implementation.

Algorithm 1 RGB-D images alignment

Require: Pair of RGB-D images (Ii, Di), (Ij , Dj),
initial transformation T 0

Ensure: T registration transformation from frame i to j
Build scale pyramid for RGB images Ii, Ij
Calculate feature points using FAST method N = {Pk}
Calculate local optical flow for points N and get Oi2>j ,
Ci2>j

Project N into 3D space using projection equation (1)
while not converged do

r ← 0, Jr ← 0
Use Ci2>j as correspondence between points from
frames i and j
Solve equation (9) to get ξ
Update T using equation (8) and map to SE(3)

end while

TABLE I: Speed comparison of proposed method and ICP

Dataset Proposed method ICP method
Processing time
[ms]

Mean error
[m]

Processing time
[ms]

Mean error
[m]

fr1/xyz 0.123 0.251 0.182 0.511
fr1/rpy 0.128 0.262 0.195 0.25
fr2/xyz 0.131 0.17 0.152 0.19
fr2/rpy 0.190 0.291 0.211 0.31

B. Scene reconstruction

Single frame reconstruction is presented on Figure 1. Top
row presents RGB image and depth component that is used
for projection. Bottom row contains 3D projections of frame
and camera location related to scene.

C. Augmented Reality application

Proposed method was used to build AR system as example
of usage. Image 2 presents RGB frames and model position
for different views as well as final AR image. In this case, the
model image in the appropriate position is presented on the
RGB image frame. The problem of obscuring an object added
by scene elements is not considered.

V. CONCLUSION

The article presents an approach to the problem of image
registration in a multi-frame sequence. The proposed method
uses information obtained by an RGB-D camera moving in
a static environment and is compared to the ICP method,
another popular approach often used in similar applications. Its
performance was assessed in terms of accuracy and processing
time on the benchmark data sets. The proposed method
achieved an average accuracy of 12% better than ICP and
the processing time on average 37% better than ICP. The
proposed algorithm works for both consecutive images and
multiple image frames. The novelty of the use of local optical
flow allows for better results than in the case of the classic
ICP algorithm. The application of the proposed method has
been shown on the example of AR. Information from previous
frames is accumulated in the form of a point cloud. This
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(a) RGB image

(b) 3D projection

(c) Depth component

(d) Camera position

Fig. 1: Single frame projection into 3D scene.

(a) Frame (b) Model position (c) AR image

Fig. 2: AR system based on proposed registration method.

feature can be used in applications where 3D reconstruction
plays an important role. In this article we not deal with the
loop closure problem. However this method potentially could
be used for simultaneous location and mapping algorithm
(SLAM) application as well. This will be studied in future
work.
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Abstract—In order to speed up the process of rendering scenes
containing many light sources, spatial data structures are used,
which allow the number of lights processed for each pixel to be
reduced during lighting computation. Examples of algorithms
using such data structures are clustered shading and hybrid
lighting. Alongside the rendering time, it is important to consider
memory consumption resulting from processing a large number
of lights. This paper presents a novel modification of the hybrid
lighting algorithm using an octree that allows for a significant
reduction in the amount of memory required to store the data
structure.

The proposed modification uses an octree to store the informa-
tion about the rendered space. Detailed analysis of the proposed
algorithm, and numerical results obtained for various 3D scenes,
as well as different input data, all prove that the proposed method
significantly reduces the memory required to store lists of lights
used by the algorithm.

I. INTRODUCTION

IN RECENT years during the creation of virtual scenes, a
lot of emphasis has been put on rendering visually realistic

scenes. Rendering scenes containing multiple light sources
requires calculating for each pixel a list of lights that affect
its color. The most commonly used type of light is a point
light with a limited range. Such lights can be represented
as spheres in a rendered scene. The process of rendering a
scene containing multiple light sources is therefore equivalent
to determining for each rendered point which spheres contain
this point. Fig. 1 shows an example scene for this problem
containing 1 000 000 lights.

In the case of scenes with a large number of lights a naive
approach of checking the distance between each rendered point
and each light source requires a large number of operations.
Improving rendering performance can be achieved by paral-
lelization and by using spatial data structures to approximate
light distribution in the scene space. These data structures are
used during lighting computations to reduce the number of
lights that are processed for each rendered point, which results
in lower rendering times.

Another major concern in the rendering process, alongside
the number of performed operations, is the memory complex-
ity of the algorithm. Operating with a large amount of memory
can often create a bottleneck while processing and visualizing
complex scenes.

Research funded by the grant of Faculty of Mathematics and Information
Science no. 504/04628/1120, Warsaw University of Technology

Fig. 1. A fragment of the Rungholt scene [1] containing 1 000 000 lights. All
lights are point lights with limited range.

II. RELATED WORK

Research on the optimization of rendering has been con-
ducted for over 50 years. Most of the algorithms used to
efficiently render scenes with multiple lights use an additional
data structure, describing scene geometry as well as lights
placed in the scene, in order to decrease the time required for
the calculation of lighting for each pixel. In these algorithms
data structures allow a list of lights that potentially affect
rendered geometry to be determined. The final decision on
whether or not a light should affect a given pixel is made for
each pair (pixel and light), based on the position of the shaded
point and the position of the light source and, optionally, the
normal vector in this point. The usage of the aforementioned
data structures decreases the set of lights that are considered
for a given pixel, which results in shorter rendering times.

One of the methods of rendering scenes containing many
light sources is an algorithm using g-buffers [2], which are
separate buffers used to store partial data, such as world
position, normal vector or material properties, used in lighting
computations in the final stage of frame rendering in which
the final color displayed on the screen is calculated. Areas
affected by lights are represented by spheres and each of those
spheres is then rasterized onto the screen, and lighting data for
each pixel in the area taken up by the light is updated. This
solution is not efficient on modern GPUs [3] as rendering each
frame requires multiple reads and writes to g-buffers, which
significantly slows down the overall rendering process.
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One of the most popular algorithms used to render scenes
containing many light was the tiled shading algorithm [4],
in which the rendered frame is divided into rectangular tiles
(Fig. 2). Each tile is associated with a list of lights that affect
any part of the scene contained in that tile. This additional data
structure is used during final pixel color calculation. However,
for each shaded pixel not all lights assigned to a corresponding
list affect its color. Increasing the number of tiles can result
in fewer lights to process for each pixel but processing more
tiles requires additional operations and memory.

The part of the scene being rendered is divided only
vertically and horizontally during tile construction. If a tile
contains objects that are close to the camera and objects that
are far from the camera (an example of such situation is
presented in Fig. 3), lights affecting any of these objects will
be processed for all of them. This can lead to many operations
being performed unnecessarily as these lights are unlikely to
affect all of the geometry contained in the tile.

There has been developed a modification of the tiled shading
algorithm, a 2.5D culling [5], aiming to reduce the number
of lights assigned to each tile in the case of a discontinuous
geometry. For each tile, the geometry’s range of depth is
calculated and this range is divided equally into a fixed number
of cells which contain the actual lists of lights.

An extension of the method of dividing space in three
dimensions was proposed in the clustered shading algorithm
[6]. In this algorithm all of the pixels of the rendered image are
divided into groups (clusters) and a list of lights is assigned
to each such cluster, in a similar way to the tiled shading
algorithm. Clusters are created based on the three-dimensional
position of shaded pixels as well as, optionally, a normal
vector at that point. As described by Olsson et al. the depth of
the rendered scene can be divided uniformly in either screen
space or view space, or one can perform an exponential depth
division in which resulting cells’ dimensions are as equal as
possible. During each frame of the rendering process, the lights
are organized into a bounding volume hierarchy (BVH), a tree
structure that allows for fast queries for all the lights that
affect a given part of space. The tree is constructed in parallel,
using the bottom-up approach. Then the bounding box of each
cluster is used to determine a set of lights that possibly affect
pixel samples in the cluster, and the normal vectors of cluster
samples are used to discard lights that cannot affect any sample
in the cluster.

There were also optimization attempts using the graphics
pipeline to organize lights into lists assigned to different
parts of the scene. The hybrid lighting algorithm [7] uses
rectangular billboards to approximate the location of each light
and to assign lights to appropriate lists. As with the clustered
shading algorithm, the rendered space is divided into cells of
a three-dimensional array. The billboards are rendered in a
resolution corresponding to the vertical and horizontal array
dimensions, and analytical calculations (the intersection of a
sphere representing the area affected by the light and a ray
originating from the camera) are performed to determine the
range of cells in the depth affected by the light.

Complex spatial data structures can be implemented effi-
ciently using graphics cards, allowing for parallel construction
which results in lower building times. Tree structures are often
used to organize points in space, e.g. for dealing with the level
of detail [8] or multi-dimensional data clustering [9]. Trees
allow the space to be divided into either regular cells [8], [9]
or using hyper-planes which divide the space into two sub-
spaces, each containing a subset of points [10].

The graphics pipeline has also been used to build this type
of structure. Crassin et al. [11] describe a parallel algorithm
for constructing an octree by inserting leaves into the partially
constructed tree. To ensure that no two threads try to insert
children nodes into the same parent node at the same time, a
mutex for each node is used. The algorithm uses a separate
buffer to store all nodes that cannot be inserted at a given
moment and iterates until all of the nodes are inserted into the
tree.

Another approach to rendering scenes with many light
sources is taken in the tiled light trees algorithm [12]. Instead
of the discrete division of the rendered space in all three
dimensions, the lights are assigned to two-dimensional tiles,
in a similar way to the tiled shading algorithm. However, in
each tile a ”light tree” (a variant of an interval tree), organizing
lights in the depth of the scene, is constructed. During the final
shading process for a given pixel, a tree from the tile in which
the pixel is located is queried in the logarithmic time for the
set of lights that can affect the pixel’s color.

III. ALGORITHM DESCRIPTION

The developed algorithm is based on the hybrid lighting
algorithm [7]. The algorithm’s major novelty is its utilization
of an octree for lights’ spatial organization combined with
dynamic analysis of the scene: tree leaves are only created in
the presence of a scene’s geometry. In this way, the memory
needed for the tree’s representation is minimized. Another
optimization extends the basic tree properties: lights can be
stored not only in the leaves but also in the internal nodes.
This allows the information about a light to be stored in a
single node if it is assigned to the lists of all its children nodes.
The tree’s creation is therefore faster, since there is just one
insertion operation instead of many.

One of the improvements in the tree’s construction is the
adaptive space division during the tree’s creation, instead of
equal division in all directions. A bigger tree is created but
only a fragment of it is used while the rest, laying outside of
the divider region, is ignored. An example of this approach is
presented in Fig. 4. The number of tree cells in each direction
is equal to the lowest power of 2 equal or greater to the highest
array dimension. This solution does not add any significant
computation or memory cost due to the sparse structure of the
octree used in the implementation.

The octree is constructed in each frame, before the light
assignment operation. This operation is split into two steps:
determining a list of cells containing the scene’s geometry
present in the rendered frame and building an octree containing
these cells. In order to calculate a list of unique cells, first -
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Fig. 2. Division of a rendered frame into 32 tiles vertically and 32 tiles horizontally (Sponza scene [1]).

Fig. 3. Close-up of one of the tiles (outlined in red) of an image rendered
using the tiled shading algorithm (Sponza scene [1]) in which there are many
geometry discontinuities. Continuous parts of the geometry are highlighted in
the same color.

Fig. 4. Division of the space to 2× 3 cells, based on 4× 4 quadtree. Green
cells represent a space fragment, red cells are outside and are ignored.

for each pixel of a rendered scene - the cell which the pixel
belongs to is determined and its index is stored in a list. Then,
repetitive values are removed from the list.

Two methods of removing repetitive elements have been
proposed. The first method uses two functions commonly
used in parallel computing: sorting and removing consecutive
repeating elements on a list. One possible optimization of this
process entails also removing consecutive repeating elements
from the list before sorting. This optimization exploits the fact
that all cell indices are written to the list row by row and
many consecutive indices on the list are equal. This results in
a certain amount of the list’s elements being removed, which
reduces the time needed to sort the entire list.

The second method of removing repeating elements from
the list exploits a fact that all indices are from a small,
finite range, bounded by the array dimensions. This makes
it possible to use bitmasks to store the information about the
presence of a cell in a frame. Moreover, the cells’ indices are
correlated with the two-dimensional tile of the image the pixel
belongs to. This fact allows for easier parallel processing of
the cells: all pixels from a given tile are processed by threads
from the same warp, and the atomic operations (synchronized
between threads in a single warp) are used to mark the
presence of a given cell. The bitmasks are therefore stored
in a separate list, each 32-bit element of the list representing
32 consecutive cells within the same two-dimensional tile. In
the list containing the bitmasks, a parallel scan counting the
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Fig. 5. The process of checking if a light can be assigned to the inner node
of a quadtree. The node represents a group of 4 × 4 cells. The distance is
checked from the light source O to each cell corner marked in blue. The
light’s range is represented by the yellow circle. In the example shown in
the figure on the left, one of the points (marked in red) is farther from the
light source than the light’s range, therefore this light isn’t assigned to the
leaf marked in yellow so it cannot be assigned to the processed node. In the
example shown in the figure on the right, all marked points are within range
of the light, thus this light can be assigned to the processed node.

number of set bits is performed to determine the starting index
in the resulting list under which the cells’ indices should be
written. In the final step, the list of unique cells present in the
rendered frame is filled using the bitmask list.

The approach to building an octree described by Crassin et
al. [11] has been adapted to the CUDA framework. All of the
cells from the list computed in the previous step are inserted
into the tree. This tree is then used during the assignment of
lights to lists associated with each cell.

The process of assigning lights to lists is similar to the
original algorithm, in which the lights’ locations and ranges
are approximated by billboards. The main difference is that
after determining the cells which the light should be assigned
to, for each cell a path in the octree (from the root to the
leaf corresponding to the cell) is traced to check whether or
not the light can be assigned to one of the internal nodes.
For each node on this path, the distance from the light source
to the innermost corners of the outermost cells of a group is
compared to the light range. If all of the corners are within the
range of the light, a light is assigned to this inner node and the
rest of the path to the leaf is ignored. A 2D example of this
process is shown in Fig. 5. All the calculations are performed
in view-space because then the corner of each of the cells has
a constant position. Moreover, it is possible to calculate the
view-space position of each cell corner in advance and read it
from the additional buffer instead of calculating it every time
it is used.

During the final shading process the lights are read from
all the lists corresponding to nodes on a path from the octree
root to the leaf representing the cell the shaded pixel is in.

IV. RESULTS

The described algorithm was subjected to a series of tests
to determine its effectiveness in comparison to the clustered
shading and hybrid lighting algorithms. We concentrated on
comparing the memory required by algorithms, as minimizing
the memory requirements was the main purpose of the pro-
posed modification. All reported results were obtained on a PC

Fig. 6. Cornell Box test scene with 2 000 lights spaced uniformly in the scene
volume.

Fig. 7. Bars test scene with 50 000 lights spaced uniformly in the scene
volume.

with an Intel Core i7-9750H CPU 2.6 GHz and 16 GB RAM,
supplied with an NVIDIA GeForce RTX 2060 Mobile (1920
CUDA cores) 6 GB GDDR6 with CC 7.5. All algorithms
were implemented using C++17 with Direct3D 11 [13]
and CUDA [14] libraries and were implemented for the deferred
shading pipeline.

The algorithms were tested on 4 different scenes with 3
different distributions of light positions. Images were rendered
at a resolution of 1920× 1080 pixels. In each test the camera
moved along a predetermined path. To minimize the impact of
the operating system’s background work on rendering times,
each test was repeated 5 times, and the results were averaged
for each frame.

Three of the four test scenes, Cornell Box, Sponza [1] and
Rungholt [1], are commonly used as a benchmark for evalu-
ating rendering algorithms, and the other one, Bars, contains
many vertical bars, and was created to test the algorithms on
a scene containing many geometry discontinuities. All scenes,
along with the light distribution used in them, are shown in
Figs. 6, 7, 8 and 9.

The lights in all test scenes were distributed randomly, using
one of three distributions: uniform distribution in the scene’s
volume; uniform distribution on the scene’s geometry; groups
of lights distributed uniformly in the scene’s volume. The
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Fig. 8. Sponza [1] test scene with 50 000 lights spaced uniformly on the
scene’s geometry surface.

Fig. 9. Rungholt [1] test scene with 1 000 groups each containing 1 000 lights
spaced uniformly in the scene volume.

lights’ ranges were generated based on a uniform distribu-
tion between a minimum and maximum range, different for
each scene. For the uniform distribution around the scene’s
volume, each coordinate of the light’s position was generated
independently of another, based on the scene’s bounding box.
In the uniform distribution around the scene’s geometry, a
random triangle from a fixed number (1 000 in the case of
the performed tests) of the biggest triangles was selected at
random, with the probability of being chosen proportional to
the triangle’s area. Then, a random point on a chosen triangle
was generated and a light was placed in a position within the
predefined distance of the chosen point along the triangle’s
normal vector. To generate groups of lights, the positions of
the groups’ centers were generated around the scene’s volume.
Then, for each group, a fixed number of lights’ positions were
generated using the truncated normal distribution [15] with the
expected value equal to the generated group’s center.

A number of tests were performed to determine the impact
of each parameter on the average rendering time of each scene.
In each test case, parameter configurations differed by a single
parameter. As a base configuration we assumed:

• the division of the rendered image into 30× 17 tiles;
• exponential depth division in the view-space;
• the unique cell list determination method using bitmasks;
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Fig. 10. Rendering time for each frame of the Bars test scene with different
tile counts.

• precomputing the positions of cell corners.

Two different tile counts were compared with the base one:
32×32 and 60×34 tiles. In all test scenes, the lowest average
time was achieved in the configuration using 30×17 tiles. The
rendering times for each frame of the scene Bars are shown in
Fig. 10. Table I shows the average results for all test scenes.

Two configurations with uniform depth division in the
screen-space were tested: into 128 and into 256 cells. In the
case of the Cornell Box and Sponza scenes, notably higher
average rendering times were seen in the configuration with a
higher cell number, whereas in the other two scenes a higher
cell count resulted in lower average rendering times. Uniform
depth division into 128 and 256 cells in the view-space was
also tested. As with the screen-space division, whose cell
count resulted in lower average rendering times, the rendering
times differed between scenes. Notably, for the Rungholt scene
the differences between the average rendering times were
negligible. Table II shows the averaged results for all of the
four described depth division methods for all test scenes.

Figs. 11, 12, 13 and 14 show the rendering times of each
frame for the three tested methods of depth division. For
the uniform divisions, a division resolution resulting in the
lowest average rendering times was chosen. For the Bars,
Sponza and Rungholt scenes, screen-space division resulted
in significantly higher rendering times than the exponential
division in the view-space. Uniform division in the view-space
resulted in similar rendering times to exponential division for
the Cornell Box and Rungholt scenes, but the rendering times
for uniform division were higher than the exponential one for
the Bars and Sponza scenes. In the case of the Rungholt scene
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TABLE I
AVERAGE TIME [MS] FOR FRAME RENDERING USING THE DESCRIBED ALGORITHM FOR DIFFERENT IMAGE TILE COUNTS.

Test scene

Tile count
30×17 32× 32 60× 34

Cornell Box 11.07 15.61 +40.9% 18.71 +69.0%

Bars 22.37 32.59 +45.7% 38.96 +74.1%

Sponza 78.02 143.42 +83.8% 197.19 +152.8%

Rungholt 63.32 84.10 +32.8% 108.58 +71.5%

TABLE II
AVERAGE TIME [MS] OF FRAME RENDERING USING THE DESCRIBED ALGORITHM FOR FOUR DIFFERENT DEPTH DIVISIONS.

Test scene

Cell count in depth 128
(screen-space)

256
(screen-space)

256
(view-space)

256
(view-space)

Cornell Box 12.02 14.39 12.46 11.43

Bars 40.97 39.78 20.03 26.23

Sponza 99.44 106.25 60.14 73.66

Rungholt 149.20 136.82 61.16 61.19
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Fig. 11. Rendering time of each frame for the Cornell Box test scene for the
three depth division methods.

(Fig. 14), there were three parts of the test (at the beginning,
in the middle and at the end), in which screen-space division
resulted in significantly higher rendering times compared with
the other methods. In these parts of the test, the camera was
far from the scene geometry and a large area of the scene was
visible.
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Fig. 12. Rendering time of each frame for the Bars test scene for the three
depth division methods.

Three methods of obtaining the list of cells filled with
geometry were compared: using bitmasks, sorting and remov-
ing consecutive repeating elements, and removing consecutive
repeating elements before sorting. These configurations were
tested on the Bars, Sponza and Rungholt scenes. Fig. 15 shows
the obtained results for the Rungholt scene. Table III shows

540 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



0
50
0

10
00

15
00

20
00

25
00

30
00

35
00

Frame number

0

20

40

60

80

100

120

140

160

Re
nd

er
in
g 
tim

e 
[m

s]

uniform; 128 cells in screen-space
uniform; 128 cells in view-space
exponential

Fig. 13. Rendering time of each frame for the Sponza test scene for the three
depth division methods.
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Fig. 14. Rendering time of each frame for the Rungholt test scene for the
three depth division methods.
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Fig. 15. Rendering time of each frame for the Rungholt test scene for the
three methods of obtaining the list of unique cells.

the averaged results for all the test scenes. In all cases the
lowest average time was achieved using the bitmasks and the
highest time was seen using the sorting-based method without
removing the repeating elements beforehand.

A version of the algorithm in which the cells’ corner posi-
tions were precomputed was also compared with a version in
which the positions were calculated each time they were used.
These configurations were also tested on the Bars, Sponza and
Rungholt scenes. For all of these scenes, precomputing the
cells’ corner positions resulted in significantly lower average
rendering times than calculating them every time. Fig. 16
shows the results for the Sponza scene. Results for all of the
tested scenes are shown in Table IV.

The proposed algorithm was compared in terms of rendering
time and memory occupancy with the clustered shading and
the original hybrid lighting algorithms. The algorithms were
compared using the Sponza and Rungholt scenes with a vari-
able number of lights, with lights being placed on the scene’s
geometry in the Sponza scene, and with groups of lights in the
Rungholt scene. Two configurations of the hybrid algorithm
and the octree-based modification were tested, differing in the
number of tiles used to divide the rendered image: 30×17 and
60× 34. This resulted in tiles of 32× 32 and 64× 64 pixels
respectively. In the case of the clustered shading algorithm,
tile sizes of 16 × 16 and 32 × 32 pixels were used. Depth
was divided using the exponential division method, and a
configuration of the clustered shading algorithm without using
normal vectors during cluster creation was chosen.

Figs. 17 and 18 show the average rendering times for
each tested algorithm variant. The octree-based algorithm
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TABLE III
AVERAGE TIME [MS] OF FRAME RENDERING USING THE DESCRIBED ALGORITHM FOR THE THREE METHODS OF OBTAINING THE LIST OF UNIQUE CELLS.

Test scene

List obtaining method
bitmasks sorting-based

sorting-based
with the removal

of repeating
elements

before sorting

Bars 22.37 29.13 +30.2% 24.07 +7.6%

Sponza 78.02 84.29 +8.0% 78.78 +1.0%

Rungholt 63.32 70.66 +11.6% 64.55 +1.9%

TABLE IV
AVERAGE TIME [MS] OF FRAME RENDERING USING THE DESCRIBED ALGORITHM FOR TWO METHODS USED TO CALCULATE CELLS’ CORNER POSITIONS.

Test scene

Cells’ corner position calculation method
precomputing calculating

each time

Bars 22.37 26.56 +18.8%

Sponza 78.02 95.66 +22.6%

Rungholt 63.32 69.05 +9.1%
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Fig. 16. Rendering time of each frame for the Sponza test scene depending
on the method used to calculate the cells’ corner positions.

wasn’t tested for the Sponza scene for the light count above
30 000 because of a rapidly rising rendering time for the
increasing number of lights. In both test scenes the octree-
based algorithm with a tile size of 32 × 32 saw significantly
higher (by 11% – 392%) rendering times than the rest of the
algorithms. The configuration with tiles of size 64×64 pixels,
for up to 5 000 lights for the Sponza scene and up to 90 000 for
the Rungholt scene, achieved lower (by 16% – 17%) rendering
times than both configurations of the clustered shading algo-
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Fig. 17. Average rendering time of the Sponza scene depending on the total
number of lights in the scene, for each tested algorithm. The tile size, in
pixels, is written in parentheses.

rithm. For higher numbers of lights, the octree-based algorithm
was slower than the clustered shading algorithm by up to 131%
for the Sponza scene and up to 75% for the Rungholt scene.

Figs. 19 and 20 show the average sum of lights on the lists
of lights depending on the total number of lights in a scene.
As each light can be assigned to more than one list, the sum
of light list elements may be bigger than the number of lights
in a scene.
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Fig. 18. Average rendering time of the Rungholt scene depending on the
total number of lights in the scene, for each tested algorithm. The tile size,
in pixels, is written in parentheses.

On average, the lowest total number of light list elements
was achieved in the case of the octree-based algorithm with
a tile size of 64 × 64 pixels. For the Sponza scene, there
were at least 65% fewer elements compared with the other
two algorithms, and for the Rungholt scene – at least 23%
fewer. In the case of the Sponza scene, the proposed method
with tiles measuring 32 × 32 pixels resulted in a lower total
number of list elements (by 30% – 40%) than in the case of the
original, unmodified version of the hybrid lighting algorithm
with tiles that were twice as big.

V. SUMMARY

The results obtained in the tests show that both the scene
geometry and the lights’ distribution are important factors
impacting the rendering time.

Using an octree to store the lists of lights allows for a
significant reduction (up to 65%) in the number of elements
on the lists compared with the other tested algorithms. This
resulted in fewer list insertion operations that needed to
be performed for each frame. However, additional checks
performed in order to determine whether or not a light could
be stored in an internal node resulted in an overall slower
algorithm than the original version.

The approach of using billboards to approximate the lights’
positions and ranges resulted in many calculations that were
repeated by multiple threads. As each billboard’s pixel is
potentially processed by a different thread, each thread has to
check if the light affects all nodes in a group independently of
other threads. One idea for modifying the described algorithm
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Fig. 19. Total number of light list elements averaged for all frames (Sponza
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algorithm. The tile size, in pixels, is written in parentheses.
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algorithm. The tile size, in pixels, is written in parentheses.
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is to adapt this method so that one light is processed entirely
by a single thread.

Another modification that could result in shorter rendering
times is to replace the sparse octree representation with full
three-dimensional arrays, each representing one octree level.
This modification would make it possible to read information
about any node, without the necessity of tracing a path from
the octree’s root.

Another aspect of rendering scenes with many lights is
accounting for multiple shadow sources. Shadow rendering
poses a serious challenge, especially in the presence of many
light sources, as both the rendering times [16] and shadow
quality [17] have to be considered.
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Abstract—This paper presents a method for encrypting JPEG-
coded images that preserves both compression ratio and format
of a bit stream. Such solutions allow for selectively hiding
information: image contents can be encrypted, while in-file meta-
data remain readable. Our algorithm is a symmetric, polygram
substitution cipher, as it replaces Huffman code words and
rearranges value bits that describe the main results of the
Discrete Cosine Transform (DCT) of a pixel block: the DC
coefficient and the first non-zero AC coefficient. Both length
and format of a file are preserved, because bits are modified
under constraints on their numbers. Such encryption is a kind
of post-processing of a compressed bit stream, and thus it can be
built on the top of an existing JPEG codec, without accessing its
internals. Compared to previous similar solutions, our approach
better hides image contours, exchanging AC for DC energy. Our
work also reveals some properties of Huffman code tables and
bit streams related to the JPEG standard.

I. INTRODUCTION

IN RECENT years, one can notice research efforts to com-
bine the JPEG standard for image coding with data encryp-

tion [1]. Format-preserving approaches to joint encryption-
compression are less efficient, more difficult to implement, and
less secure than general-purpose ciphers. Nevertheless, they
are useful, allowing for selective encryption, i.e. for protecting
only a subset of information contained in a file [2].

In this paper, we propose a method for formant-compliant
encryption of JPEG files that is based on substituting and
restructuring pairs of variable-length code words under con-
straints on the total number of bits in a pair. These modifica-
tions are made to only code words related to the main results
of the Discrete Cosine Transform (DCT) and quantization: to
the DC coefficient and to the first non-zero AC coefficient.

As a couple of data units is replaced in accordance with
a cryptographic key, our solution is a polygram substitution
cypher. Consisting in post-processing of encoding results, it
can be built on the top of an existing JPEG codec, without
accessing its internals.

Similar known approaches, [3]–[5], modify DC coefficients
separately from AC ones. So they have little effects on image
contours, unless coefficients are exchanged among blocks of
8 × 8 pixels. Our solution is able to exchange DC for AC
energy of one image block, so as to better hide the latter,
buffering the minimum number of bits.

This paper additionally reveals some new facts on the
default Huffman dictionaries and on statistics of code words
in JPEG bit streams.

II. ENTROPY CODING OF DCT COEFFICIENTS IN THE
JPEG STANDARD

The JPEG standard specifies that an image to be compressed
is divided into blocks of 8 × 8 pixels, and each block is
converted into a vector of 64 coefficients, which then are
entropy coded. The conversion consists in computing the 2-D
DCT of the block, quantizing the resulting matrix, and taking
quantized elements in the zig-zag order.

The first of 8 × 8 DCT outputs is called the DC (direct-
current) coefficient, as it is the average value of all pixels of
a block. The remaining 63 outputs are called AC (alternate-
current) coefficients, because they reflect deviations from the
average value, of various frequencies.

For two consecutive blocks of 8 × 8 pixels, the average
pixel intensities, or the DC coefficients, often have similar
values. Therefore, it is advantageous to encode the difference
between them, by using two variable-length code words. The
first one has a length of 2 ≤ h0 ≤ 9 bits and results from
Huffman encoding of 0 ≤ v0 ≤ 11, the index of the value
category that embraces the difference value. The second code
word comprises v0 bits which point out a particular value in
the category. The first bit represents the sign of the difference,
whereas the remaining bits determine its magnitude.

Table I lists the categories and Huffman code words used to
encode DC coefficients. The lower magnitudes of the values
that comprise a category, the fewer values in this category. So,
a shorter the code word is assigned to its index, in order to
achieve data compression.

A non-zero quantized AC coefficient is usually preceded
by a series of zero-valued ones. Thus its value is encoded
together with the number of the latter, by using two code
words. For the kth non-zero coefficient, in the zig-zag order,
the first word comprises 2 ≤ hk ≤ 16 bits and is obtained by
Huffman encoding of the (rk, vk) pair, where 0 ≤ rk ≤ 15 is
the number of the zero-valued AC coefficients that precede
this non-zero one, and 1 ≤ vk ≤ 10 is the index of the
category that embraces the value of this coefficient. The second
word comprises vk bits, which determine a value in the vkth
category. As zero-valued quantized AC coefficients often occur
in long runs, and non-zero ones often have small magnitudes,
compression can be achieved by assigning shorter words to
(rk, vk) pairs that describe such occurrences.

Two special Huffman code words occur without value bits.
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TABLE I
VALUE CATEGORIES AND HUFFMAN CODE WORDS FOR ENCODING
DIFFERENCES BETWEEN DC COEFFICIENTS OF IMAGE LUMINANCE

v0 Value range Huffman code word h0

0 0 00 2
1 ±1 010 3
2 -3,-2, 2, 3 011 3
3 ±(4, . . . , 7) 100 3
4 ±(8, . . . , 15) 101 3
5 ±(16, . . . , 31) 110 3
6 ±(32, . . . , 63) 1110 4
7 ±(64, . . . , 127) 11110 5

· · · · · · · · · · · ·
11 ±(1024, . . . , 2047) 111111110 9

The EOB (End-of-Block) word is placed after the codes of the
last non-zero AC coefficient, so as to tell that the remaining
ones are zero. The ZRL (Zero-run-length) word represents
a series of 16 zero AC coefficients between non-zero ones.

III. ENCRYPTING JPEG BIT STREAMS BY SUBSTITUTING
HUFFMAN CODE WORDS

A. Substitution idea and constraints

Polygram substitution ciphers replace several symbols of
a text with the same number of other letters. Following this
idea, we have shown in [6] that Huffman-encoded data can
be encrypted by substituting pairs of code words. Herein, we
adapt this approach to JPEG bit streams, in which Huffman
code words are interleaved with value bits, and thus they need
to be substituted somewhat tricky. Moreover, it is pointless to
modify all code words, as the contents of an image is described
primarily by the main quantized coefficients of the DCT of an
8× 8 pixel block: the DC one and the first non-zero AC one.

So, we propose to encrypt JPEG-encoded images by pro-
cessing them block-by-block, by substituting Huffman code
words that describe categories of the aforementioned coef-
ficients and by moving bits between the code words that
describe coefficient values. As the cipher should not enlarge
files, we allow only such substitutions that

h0 + h1 = h0 + h1 and v0 + v1 = v0 + v1 (1)

where underlines denote the lengths of code words that replace
the original ones. These constraints ensure that a substitution
changes neither the total length of Huffman code words nor the
total number of value bits, h0+h1+v0+v1 = v0+v1+h0+h1.

The constraints can be explained by using Table II. It lists
12-bit, equal-length combinations of DC- and AC-related code
words and value bits. The combinations have been grouped
with respect to the total number of the value bits, v0 + v1.
A combination can be substituted for each other of the same
group, but not for one of another group.

B. Encryption procedure

Both encryption and decryption of our cipher can be ex-
plained by using the data flow shown in Fig. 1.

Assuming that the method is applied to an existing JPEG bit
stream, the first step is to scan the stream in order to determine
the Huffman code words and value bits that describe the DC
and AC coefficients of interest of a subsequent block of 8× 8

TABLE II
ALL 12-BIT COMBINATIONS OF DC- AND (AFTER "-") AC-RELATED

HUFFMAN CODE WORDS AND VALUE BITS (DENOTED AS "X", BEING 0
OR 1), GROUPED WITH RESPECT TO THE TOTAL NUMBER OF VALUE BITS

DC-AC code words h0 h0 v0 v1 r1 v0 + v1 h0 + h1

00-111111000x 2 9 0 1 8
00-111111001x 2 9 0 1 9 1 11
00-111111010x 2 9 0 1 10
00-11111001xx 2 8 0 2 2
010x-1111010x 3 7 1 1 5 2 10
010x-1111011x 3 7 1 1 6
00-1111001xxx 2 7 0 3 1
011xx-111010x 3 6 2 1 3 3 9
011xx-111011x 3 6 2 1 4
011xx-11011xx 3 5 2 2 1 4 8
100xxx-11100x 3 5 3 1 2
00-11010xxxxx 2 5 0 5 0
011xx-1011xxx 3 4 2 3 0 5 7
101xxxx-1100x 3 4 4 1 1

pixels. If the method has to be integrated with a JPEG encoder,
than it can be applied to quantized coefficients before forming
a bit stream. Knowing the code words, or coefficient values,
one can determine (h1+h0) and (v1+v0) and decide whether
substitution is possible. If so, then these bit counts point out the
group of N >= 2 pairs of code words that can be exchanged
for each other in accordance with (1).

Let us assume that the members of the substitute group
are ordered, so that they form an array and can be indexed
by the numbers from 0 to (N − 1). If ioriginal is the index of
the pair of original code words, than by adding (modulo N )
a pseudorandom offset we obtain the index of a substitute pair:

isubstitute = mod(ioriginal + randi(N), N) (2)

The ”mod” function gives the reminder after division, and
is used to ensure that 0 ≤ isubstiture < N , like ioriginal. The
”randi” produces a pseudorandom integer from the discrete
uniform distribution over [1, N ]. This function is assumed to
use a pseudorandom number generator whose output can be
controlled by using the cryptographic key as the seed.

The Huffman code words determined by isubstitute are sub-
mitted to the output (encrypted) bit stream, followed by the
original value bits, rearranged in accordance with v0 and v1
that match the substitutes. The cipher does not affect bits that
describe the rest of AC coefficients of the given pixel block.

C. Decryption procedure

By detecting and analysing a pair of DC- and AC-related
code words of the encrypted bit stream, one can determine
the substitute group and isubstitute. The original code words are
pointed by the inverse of (2)

ioriginal = mod(isubstitute − randi(N), N) (3)

provided that, at both encryption and decryption sides of a flow
of JPEG-compressed pictures, (i) members of a substitute
group are ordered in the same way, (ii) the same cryptographic
key is used as the seed of the pseudorandom generator behind
the "randi" function, when the processing of a bit stream starts,
and (iii) 8× 8 pixel blocks are processed in the same order.

Obviously, in addition to recovering the Huffman code
words, it is necessary to accordingly rearrange the value bits.
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DC-related code words AC-related code words

(begining of a block-related substream)

Category code word Value bits Run-category code word Value bits

101 | 1111 | 1100 | 0 | ...

00 |  | 11010 | xxxxx

011 | xx | 1011 | xxx

101 | xxxx | 1100 | x

011 | 11 | 1011 | 110 | ...

(4b+1b)  (2b+3b)

Category code word Value bits Run-category code word Value bits

DC-related code words AC-related code words

h h

for h0+h1=7 and v0+v1=5, N=3

vv

h h vv

#0

#1

#2

Fig. 1. Encryption of JPEG bit streams by length-constrained substitution of
Huffman code words and rearrangement of value bits.

IV. SUBSTITUTION LIMITATIONS

For most images and quality settings, code words can
be substituted sufficiently often to make it impossible to
recover a readable, quality image from an encrypted bit stream,
without knowing the cryptographic key. However, when an
image in encoded with low-quality settings, pixel blocks might
occur to which the proposed cipher cannot be applied. The
default Huffman dictionaries determine not so many pairs of
code words that have no substitutes, but the majority of the
replaceable combinations of bits occur only occasionally when
compressing natural images.

A. Substitution limitations by Huffman code tables

The JPEG standard specifies the default dictionaries of
Huffman code words. The tables for luminance contain 12
words for encoding differences between DC coefficients and
161 words for encoding AC coefficients. These words can be
combined into 12 × 161 = 1932 DC-AC pairs, which can
be grouped with respect to both the total length of Huffman
code words and the total number of the value bits that must
accompany them. If a resulting group comprises two or more
pairs of code words, then these DC-AC pairs can be substituted
for each other in accordance with (1).

The sizes of the groups can be visualized by colors as in
Fig. 2. The bit numbers related to the axes determine a group,
and are coordinates of the small square whose color reflects the
number of pairs in this group, in accordance with the legend.

Groups exist such that a pair of code words has as many as
several dozen of substitutes. But some groups comprise only
one combination of Huffman code words, which cannot be
substituted. The great majority of the pairs, 1892 (98%) of
them, have at least one potential substitute.

Table III lists the DC-AC pairs of code words that cannot be
substituted. Moreover, the cipher cannot be applied to blocks
for which all quantized AC coefficients are zero, i.e. when the
DC-related bits are followed by the EOB special code word.
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Fig. 2. Numbers of DC-AC pairs of default code words that can be substituted
in accordance with (1).

TABLE III
PAIRS OF DC- AND (AFTER "-") AC-RELATED DEFAULT CODE WORDS

THAT CANNOT BE SUBSTITUTED IN ACCORDANCE WITH (1)

DC- and AC-related h0 v0 h0 + v0
# code words and value h0 v0 h1 v1 r1 + + +

bits (denoted as "x") h1 v1 h1 + v1
1 00-00x 2 0 2 1 0 4 1 5
2 00-01xx 2 0 2 2 0 4 2 6
3 010x-00x 3 1 1 2 0 5 2 7
4 011xx-1100x 3 2 4 1 1 7 3 10
5 100xxx-1100x 3 3 4 1 1 7 4 11
6 011xx-100xxx 3 2 3 3 0 6 5 11
7 100xxx-100xxx 3 3 3 3 0 6 6 12
8 110xxxxx-01xx 3 5 2 2 0 5 7 12
9 100xxx-1011xxxx 3 3 4 4 0 7 7 14
10 100xxx-11010xxxxx 3 3 5 5 0 8 8 16
11 1111110xxxxxxxxx-00x 7 9 2 1 0 9 10 19
12 101xxxx-1111000xxxxxx 3 4 7 6 0 10 10 20

B. Substitution limitations by image contents

The essence of the JPEG standard lays in the adjustment
of entropy codes to statistics of quantized DCT coefficients
of an average, natural image. By lowering the quality set-
tings, one quantizes DCT coefficients more roughly, and thus
decreases differences between DC coefficients, increases the
number and seriality of zero-valued AC coefficients, and
decreases magnitudes of non-zero ones. The reconstructed
image looks worse, but it is described by a shorter bit stream.

Shortening of code words results in an increased probability
that they cannot be replaced in accordance with our cipher.
Moreover, it decreases the number of substitutes, when code
words can be replaced. Both these issues can be explained
by using Table IV and Fig. 3, which show properties of bit
streams that result from JPEG-encoding of the Lena image for
various quality settings.

In Table IV, one can see that decreasing quality increases
the number of pixel blocks which are described by only DC-
related bits, followed by the EOB code word, so that our cipher
cannot be applied. Such situations do not occur for higher-
quality settings, Q > 75%, but become frequent for Q < 50%.

In Fig. 3, the color of a small square shows how many
blocks of an image are described by code words and value
bits, whose lengths and numbers, respectively, are given by
the coordinates of the square. When the quality is decreased,
the distribution of code words shifts toward the origin: shorter
ones occur more frequently, while longer ones disappear.

The problem becomes clear after comparing the plots in
Fig. 3 to that in Fig. 2. The former overlap little with the
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Fig. 3. Occurrence frequencies of DC-AC pairs of code words for the Lena image (512× 512 pixels).

TABLE IV
PROPERTIES OF JPEG BIT STREAMS OF THE LENA IMAGE

Quality Ratio PSNR Percentage of blocks with the DC coefficient
[%] [bpp] [dB] followed by N nonzero AC coefficients [%]

N = 0 N = 1 N = 2 N = 3 N ≥ 4
100 4.93 47.34 0 0 0 0 100
90 1.78 39.92 0 0 0 0.02 99.98
75 0.98 37.40 0.29 1.46 4.27 6.98 86.98
50 0.63 35.55 6.22 11.49 13.62 10.88 57.76
25 0.43 33.57 22.31 19.11 13.28 8.10 37.18

TABLE V
PERCENTAGES OF 8× 8 PIXEL BLOCKS FOR WHICH THE DC-AC CODE

WORDS CAN BE SUBSTITUTED IN ACCORDANCE WITH OUR CIPHER

Lena Baboon Barbara Boat
Quality [%] Percentage of blocks [%]

100 84.49 88.84 85.81 84.17
90 84.47 88.33 85.37 78.83
75 81.98 80.85 80.46 71.02
50 69.60 73.04 69.82 55.93
25 51.63 68.60 57.39 43.77

latter even for higher-quality compression. For lower-quality
settings, the overlap is even smaller, and, what is even worse,
it occurs at the region, in Fig. 2, that is related to code words
that cannot be substituted or belong to substitute groups that
comprise very few pairs of code words.

So, in order to evaluate the probability that our cipher
can be applied to a pixel block of a given image, for given
quality settings, one should determine the corresponding data
distributions like those illustrated in Fig. 3 and combine it with
that that is shown in Fig. 2.

Table V shows summaries of such evaluations for several
well-known test images. In particular, it lists the percentages
of 8× 8 blocks to which our cipher can be applied. They are
satisfactory: for reasonable quality settings, our cipher is able
to modify considerable areas of an image.

A related measure of security is the average number of
substitutes per block. For these images, it varies from 1.3–
1.9 to 2.9–3.0, for quality settings from 25% to 100%,
respectively. By raising these numbers to the power of the
number of blocks in an image, one can estimate the number
of substitution combinations that must be reviewed in a brute
force attack on our cipher. Obviously, it is virtually impossible
to recover a quality image, without knowing the secret key.

V. CIPHER EVALUATION

A. Conceptual contribution

Our idea is related to encrypting data by altering Huffman
tables in accordance with a cryptographic key [7], [8]. How-
ever, we noticed no similar solutions, which would be based on
modifying both Huffman code words and value bits, of DC and
AC DCT coefficients. In most works, AC- and DC-related code
words are transformed independently, so encryption-related
changes to the bit stream are less deep than in our cipher,
unless coefficients are exchanged among blocks of 8×8 pixels,
which requires complicated data buffering.

By modifying together DC and AC coefficients of one pixel
block, our method is able to more affect the latter, or image
contours, without referring to other blocks.

A value of our works is also in providing arguments to
question the claims of [9], in which Huffman coding has been
evaluated as being unsuitable to encryption aimed at format
compliance and file size preservation.

B. Cipher manifestation in images and its strength

Figure 4 shows the Lena test image, and results of straight-
forward (without decryption) decoding of a corresponding
JPEG bit stream that had been encrypted using our method.
The reconstructed image is unreadable, mainly because of
rapid changes in average intensity of pixel blocks.

Unfortunately, an attacker can easily retrieve contours of
images from encrypted files. It is sufficient to only set all
DC coefficients to zero, and then to decode a picture without
care about decryption. Fig. 5 shows results of such decoding
of the Lena image from original and encrypted bit streams.
Even though edges are reconstructed incorrectly, they appear
in correct blocks, forming contours.

This weakness is not specific for our cipher. It charac-
terizes virtually all JPEG-compliant and file-size-preserving
approaches to joint compression-encryption, being related to
the JPEG coding principle of processing images block-by-
block. A cipher cannot modify the contour location without
moving information from block to block. So most publications
about extending JPEG coding with encryption describe some
method of exchanging pixels or (encoded) DCT coefficients
among blocks [3], [5]. They destroy contours but at the costs
of buffering an entire image and of increasing file size. Our
solution could as well be combined with such a method.
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Fig. 4. Lena image and corresponding picture decoded without taking into
consideration that JPEG bit streams have been encrypted.

Fig. 5. Non-DC contents of the Lena images: original and decoded without
taking into consideration that JPEG bit streams have been encrypted.

C. Inconsistencies in DC and AC coefficients

Our cipher might produce files that are logically inconsis-
tent. In Fig. 4, artifacts result mainly from that encrypted code
words might describe differences that sum up to values of the
DC coefficient that are outside the allowed range ±211, for
luminance. A decoder silently converts an incorrect value into
a number in the range, by overflow, or saturation.

The issue is known, and some methods have been proposed
to handle it [3], [10], but they are based on simultaneously
processing many blocks of 8 × 8 pixels. The problem seems
to be neglected in some works, in which DC-related Huffman
code words are left untouched, and only value bits are modified
simply, by pseudorandomly changing only value sign or by
XOR-ing more bits with pseudorandom patterns [11], [12].

In most of works that modify the DC coefficient, the file
size is not preserved [13]–[15].

A related problem is that encrypted AC code words might
describe so long runs of zero-valued AC coefficients, that the
64-element vector is too short to put all coefficients into it. We
noticed no publications which would discuss this, even though
the issue can be caused by some known ciphers, like those of
[4] and [16] that shuffle AC-related code words inside a block
and among blocks, respectively.

D. Computational load and memory consumption

Considerable computations or memory are necessary to
determine substitutes of code words. A slower but memory-
efficient approach is to determine a substitute on-the-fly, by
scanning Huffman tables provided by a JPEG codec. Alter-
natively, an array of arrays can be prepared that stores infor-
mation about substitute groups. It would occupy an additional

memory much larger than that of the Huffman dictionary, but
substitutions could be realized quickly by using (h1 + h0) or
(v1 + v0) as an index into the array of code-word groups.

VI. CONCLUSION

From the point of view of practice, our cipher rather
only slightly outperforms the known approaches to combining
JPEG compression with encryption. However, it can be evalu-
ated as conceptually subtle and sophisticated, being based on
nuances related to JPEG Huffman dictionaries of code words
and to distributions of quantized DCT coefficients. To the best
of our knowledge, this is the first paper that demonstrates and
analyses these nuances, via unique plots and tables.
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Abstract—Distributed Stream Processing systems are becoming
an increasingly essential part of Big Data processing platforms
as users grow ever more reliant on their ability to provide
fast access to new results. As such, making timely decisions
based on these results is dependent on a system’s ability to
tolerate failure. Typically, these systems achieve fault tolerance
and the ability to recover automatically from partial failures by
implementing checkpoint and rollback recovery. However, owing
to the statistical probability of partial failures occurring in these
distributed environments and the variability of workloads upon
which jobs are expected to operate, static configurations will often
not meet Quality of Service constraints with low overhead.

In this paper we present Khaos, a new approach which
utilizes the parallel processing capabilities of cloud orchestration
technologies for the automatic runtime optimization of fault
tolerance configurations in Distributed Stream Processing jobs.
Our approach employs three subsequent phases which borrows
from the principles of Chaos Engineering: establish the steady-
state processing conditions, conduct experiments to better un-
derstand how the system performs under failure, and use this
knowledge to continuously minimize Quality of Service violations.
We implemented Khaos prototypically together with Apache
Flink and demonstrate its usefulness experimentally.

Index Terms—Distributed Stream Processing, Chaos Engineer-
ing, Quality of Service, Cloud, Parallel Profiling, QoS Modeling,
Runtime Optimization

I. INTRODUCTION

W ITH the growing necessity to quickly process large
volumes of unbounded data, Distributed Stream Pro-

cessing (DSP) systems are becoming an increasingly essential
part of data processing environments. It is here where events
must traverse a graph of streaming operators to allow for the
extraction of results, which are at their most valuable closest
to the time of data arrival. Data streams are continuously
generated in a variety of contexts such as sensors in IoT
network, network monitoring, financial fraud detection, click
stream analytics, spam filtering, and social media [1], [2].
DSP systems are not only required to offer near to real-
time processing latencies at high throughput rates, but also
to recover from the various types of failures that inevitably
occur in these environments.

DSP jobs are, in principle, required to operate indefinitely
on unbounded streams of continuous data and exhibit het-
erogeneous modes of failure as they continue to run over
long periods of time [3]. Consequently, DSP systems such
as Apache Storm [4], Apache Spark [5], or Apache Flink [6]
feature high availability modes and fault tolerance mechanisms
that allow for results to be consistent in the presence of

partial failures. However, the complexity with which these
systems are composed makes estimating how a system will
perform through manual manipulation of the configuration
sets a hard problem to solve. This is complicated by the fact
that DSP jobs operating in an environment where streaming
workloads change over time will make any static configuration
selections obsolete in short order. This is especially relevant
when considering critical jobs where the presence of Quality
of Service (QoS) constraints dictate the minimum level of
performance that is to be expected. It is therefore essential
when optimizing the fault tolerance mechanism of DSP jobs to
not only understand how configuration impacts upon recovery
times as well as end-to-end processing latencies, but to ensure
that the system is capable of reacting to changing workloads.

Checkpointing mechanisms are among the most popular and
effective techniques for achieving fault tolerance in real world
processing systems and consequently a number of methods
for auto-configuration of checkpointing have been proposed.
Most of them try to optimize the checkpoint interval by means
of predicting or utilizing failure rates [7], the Mean Time
To Failure (MTTF) [8]–[10], or recovery times [11], whereas
some approaches even employ advanced multi-level check-
pointing [12]–[17]. Yet, the majority of such methods either
assume static workloads, consider solely offline optimization,
or are primarily designed for high-performance computing
(HPC) environments, which renders them not suitable for
real-world DSP systems. Therefore, a workload-adaptive DSP
configuration optimization approach, paired with a systemati-
cally attempt to evaluating DSP failure recovery performance
executing in production-like environments, is needed.

In this paper we present Khaos, a novel approach for the
automatic runtime optimization of DSP fault tolerance config-
urations. Borrowing from the principles of Chaos Engineering
[18], Khaos achieves this by executing a three phase plan:
Firstly, establishing the steady-state by recording and then
analyzing the streaming workload of a targeted DSP job to
identify interesting points for failure injection; Secondly, by
taking advantage of container orchestration cloud technologies
to replicate multiple pipelines in parallel where the workload
is replayed, and then utilizing fine-grained failure injection
together with an anomaly detector trained on normal pipeline
executions to measure recovery times across a range of con-
figuration settings and throughput rates; and thirdly, by taking
the information gathered during profiling to train analytical
models to monitor for when recovery times and latencies

Proceedings of the of the 17th Conference on Computer
Science and Intelligence Systems pp. 553–561

DOI: 10.15439/2022F225
ISSN 2300-5963 ACSIS, Vol. 30

IEEE Catalog Number: CFP2285N-ART ©2022, PTI 553



would exceed user-defined QoS constraints and automatically
optimize for better fault tolerance configurations at runtime. To
determine if violations should be acted upon immediately or
deferred for later, Khaos makes use of Time Series Forecasting
(TSF) to predict future workloads. Khaos is applicable for
users willing to initially accept an increased level of resource
utilization to ensure optimized execution over the longer term.

The remainder of the paper is structured as follows: Section
II explores the related work regarding DSP systems and their
fault tolerance mechanisms as well as adaptive checkpointing
schemes. Section III presents our approach to automatically
optimizing the fault tolerance mechanism of targeted DSP
jobs operating on variable workloads; Section IV describes our
evaluation through performing two experiments; and Section
V summarizes our findings.

II. RELATED WORK

In this section we examine how fault tolerance is handled in
three popular DSP systems as well as work most related to our
own, aimed at adaptive checkpointing and failure injection.

A. Distributed Stream Processing Systems

In DSP, checkpointing is the most popular fault tolerance
mechanism for real world systems. One of the first widely
used large-scale DSP systems is Apache Storm [4], which
guarantees that in the event of failure, messages are re-
processed by using a mechanism of upstream operator backup
and message acknowledgements. Although such a mechanism
does guarantee messages are processed at least once, it also
results in duplicate messages passing through the system and,
therefore, falls short of the exactly-once processing guarantees
needed by many modern DSP jobs.

Apache Spark Streaming [5], on the other hand, is designed
around the idea of micro-batching where messages are grouped
together in an attempt to overcome the overhead caused
by message-level synchronization. Here, micro-batches either
succeed or are recomputed when failures occur. It uses periodic
checkpointing to truncate the RDD lineage graph and save both
metadata and data to reliable storage. This technique allows
for exactly-once processing of messages.

Apache Flink [6] is a well-known DSP system, which
likewise provides exactly-once processing guarantees through
periodically creating and saving a distributed snapshot of the
global state [19]. It achieves this by passing streaming barriers
through the execution graph from source to sink operators. At
the arrival of a barrier, each operator performs a checkpoint
of the local state and then passes the barrier on to all output
edges. A checkpoint is considered complete when all operators
have completed their individual checkpoints.

B. Adaptive Checkpointing

A number of approaches have been proposed that optimize
the fault tolerance configuration parameters by finding an
optimal checkpoint interval (CI) to improve performance. Our
previous work [11] focused on predicting recovery times

and then optimizing the CI with regards to a single user-
defined QoS constraint. However, this approach is aimed at
scenarios where jobs process a static workload, i.e. throughput
does not change over time. In the closely related area of
research, we published an approach which uses times series
forecasting to optimize the resource utilization of DSP jobs
executing in environments where the workload is expected
to change over time [20]. A group of approaches focuses on
determining the mean time to failure (MTTF) of cluster nodes
and then adaptively fitting a CI that minimizes the time lost
due to failure [8]–[10]. These approaches, however, are more
appropriate to high-performance computing (HPC) clusters
and batch processing jobs as they rely on jobs having a finite
execution time as part of their calculations. Specific to DSP
systems, [7] incorporates failure rates in an attempt to fit the CI
based on the MTTF. However, unlike Khaos, optimizations are
not performed at runtime and therefore dynamic workloads are
not taken into account. Additionally, it does not incorporate the
total time needed to recover to processing events at the latest
timestamp nor consider any user-defined QoS constraints for
its optimization step.

Other approaches have been proposed using multi-level
checkpointing schemes to resolve the issue of check-
point/recovery overhead [12]–[17]. Different checkpointing
levels are used, which in turn are more flexible than traditional
single-level schemes as it can consider multiple-failure types
with each having a different checkpoint/recovery cost associ-
ated. Likewise, differing checkpoint levels can be associated
with different storage types, which is usually not possible with
single-level checkpoints. In [21], a two-level checkpointing
model is proposed: checkpoint level 1 deals with errors with
low checkpoint/recovery overheads such as transient memory
errors, and checkpoint level 2 deals with hardware crashes
such as node failures. These approaches are specific to HPC
environments and need adaption before vendors can consider
implementing them in DSP systems.

C. Failure injection

Here we present approaches which use failure injection as a
means of gaining a greater insight into how systems perform
when things go wrong. Failure injection for distributed systems
is realized in [22] using virtualization at a low level. Both
machines and networks are virtualized, and a failure injection
is performed by uncontrolled shutdown of machines. The
authors whole approach is accurately described as an emu-
lation platform. In contrast, Khaos utilizes modern container
orchestration technologies for deploying DSP pipelines and
thus eases the emulation furthermore. In another work, fault in-
jection is used in [23] to assess the effectiveness of partial fault
tolerance techniques in DSP applications. The authors identify
four metrics that can be used to evaluate the impact of faults
in different stream operators with respect to predictability and
availability. To reduce the number of required fault injection
targets when evaluating a target application, their framework
pre-analyzes the data flow graph. An approach that combines
fault injection and data analytics is motivated in [24]. Here,
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a database of failures is populated during a profiling phase,
and queried during execution of production DSP jobs. The
database is specifically used to help identify root causes of
failures observed by providing injected faults that generated
similar processing flows.

Netflix injects failures into its production system using
its Chaos Automation Platform (ChAP) and Failure Injection
Testing (FIT) tools [25]. ChAP performs Chaos experiments
on a small, randomly selected percentage of live traffic. ChAP
deploys two scaled-down clusters of the Netflix service, one
to serve as the performance baseline, the other to serve as a
canary group. FIT injects either error responses or increases
latency to simulate failure scenarios [26] for the canary group
and the results are compared against the baseline. Results of
the Chaos experiment are evaluated by performing anomaly
comparisons to detect statistically significant deviations be-
tween the normal state and Chaos experiment [25].

III. APPROACH

This section describes in detail the various phases of our
approach Khaos, right after a general overview.

A. Idea Overview

The configuration of a fault tolerance mechanism has a
direct impact both on the performance and availability of any
running DSP job. Khaos borrows from the principles of Chaos
Engineering and takes advantage of the massively paralleliz-
able capabilities of container orchestration cloud technologies
to provide an automated runtime approach for tuning the fault
tolerance configuration of targeted DSP jobs. It achieves this
by first conducting parallel profiling runs where failures are
injected into short-lived profiling jobs, each testing a variation
of the configurations, and gathering metrics related to the
latencies and recovery times. These results are then used to
train two multivariate runtime models that, when combined,
provide a mechanism whereby user-defined performance and
availability constraints are monitored for violations. Should
this occur, the system can be automatically reconfigured to
provide the best trade-off between constraints.

The cost of reconfiguration should likewise be taken into
account, as it requires a full restart of the job with several
current DSP implementations, albeit without having to repro-
cess any messages that might have accumulated during the
downtime. This is because controlled restarts perform a system
save immediately before making the change and therefore no
consumer lag can build up. In order to do this we make use
of TSF to determine if a reconfiguration should be performed
at the current point in time, or if the decision can be deferred
to the next optimization cycle. The logic behind this is that
if the workload is expected to decrease substantially, then a
reconfiguration is not necessary. Overall, such an optimization
approach is imperative when operating in an environment
where the workload changes dynamically over time and any
static configurations are essentially made obsolete immedi-
ately. In order to achieve this, our approach is subdivided into

three distinct phases that are executed sequentially. Next we
describe each of these phases and provide formal definitions.

B. Phase 1: Establishing the Steady State

The first phase focuses on capturing and establishing the
steady state that describes job performance under failure-
free conditions. A graphical overview of this phase can be
seen in Figure 1(a). Consider a production-level DSP job
a user would like to have adaptively optimized. The job
is executing in a containerized environment, consuming a
variable workload from a streaming platform, and metrics are
gathered in a time series database. On initialization, Khaos
connects to the streaming platform and begins recording the
incoming event stream. It does this for a finite amount of
time k as defined by the user and ideally should contain the
maximum range of throughput rates as expected under normal
processing loads across that period. For best results, DSP
jobs processing a stationary data stream would best fit our
approach. When considering any single timestamp ti within
this recording period, we can define the set of arriving events
as E(ti) = {e(ti)1 , e

(ti)
2 , . . . , e

(ti)
n−1, e

(ti)
n }, where n denotes the

number of arriving events in that timestamp. Consequently, the
full set D of events arriving across all timestamps during the
recording period is defined as

D = {E(t1), E(t2), . . . , E(tk−1), E(tk)}. (1)

As Khaos is concerned with injecting failures into a running
system to gain an understanding of how recovery times differ
across various configurations, it needs to select a set of points
over the full range of observed throughput rates where failures
can be injected when the dataset is replayed. Therefore,
a continuous function W of time t is extracted from D
representing the workload over time and is defined by

W (t) = |E(t)| (2)

This function is analyzed to find a set of equidistantly
spaced throughput rates between the minimum and maximum
observed workloads and their corresponding timestamp values.
Importantly an averaging window is used to smooth the
workload function and remove outliers. Formally, we identify

tmin = arg min0≤j≤kW (j)

tmax = arg max0≤j≤kW (j)
(3)

as the points in time with minimum and maximum work-
load. Subsequently, we find m equidistant points and arrive at
a set F of timestamps representing the failure points, i.e.

F = {tmin, tmin+h, . . . , tmax−h, tmax},
h = (tmax − tmin)/(m− 1).

(4)

Since F is a set of timestamps, the corresponding set of
throughput rates TR can be defined as

TR = {W (f)|f ∈ F}. (5)
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(c) Phase 3: Modeling and Runtime Optimization.

Fig. 1: Overview of Khaos.

On the conclusion of phase 1, the steady state of the
production DSP job has been explored and the dataset D,
failure points F and corresponding throughput rates TR are
available for use in the next phase.

C. Phase 2: Experimentation and Profiling

The second phase focuses on performing experiments in an
environment that is as similar as possible to production with
the goal of gathering metrics data using the same DSP job
but executed across a closed range of configuration settings.
In order to do so we take advantage of container orchestra-
tion cloud technologies to rapidly replicate multiple profiling
pipelines in parallel, record their operational latencies under
differing throughput rates, and then use fine-grained failure
injection together with an anomaly detector A to measure
recovery times. Figure 1(b) provides a graphical overview of
this phase and illustrates the interactions between components.

Concerning configuration of the fault tolerance mechanism,
we are most concerned with the checkpoint interval, defined as
the frequency with which the checkpoint process is initiated.
It is by varying the CI that we are able to configure the fault
tolerance mechanism, where higher values represent possible
longer recovery times and, conversely, lower values represent
faster recovery times. Varying the checkpoint interval will have
an impact on both the overall performance and availability
of the system. For the CI, we seek to investigate a range of
z equidistantly spaced values given a minimum value and
a maximum value. We effectively obtain a set of concrete
configurations C with z = |C| analogue to the procedure for
F . Thus, we can test all configurations in C at the same time,
i.e. arriving at as many deployments as configuration values.

After the parallel profiling jobs have been instantiated, each
timestamp in the failure points F is registered with a built-
in failure injector. This is so that when the timestamp, and
therefore the associated throughput rate, is realized, Khaos
will inject a failure concurrently into each one of the parallel
deployments. Once this has been completed, Khaos will begin

replaying the dataset D at the same rate at which it was
recorded. All parallel profiling jobs will read from the same
source to which the data is being replayed. It is important to
note that this is a separate messaging queue to the one being
consumed by the production job. At the point before injecting
the failure, an average latency measurement is taken for each
of the parallel deployments forming the set L with

L = {l(j)i |1 ≤ i ≤ m, 1 ≤ j ≤ z}, (6)

where l
(j)
i is the average latency measurement correspond-

ing to the i-th failure injection into the j-th deployment.
Although the full recorded dataset can be replayed, to reduce
resource utilization during profiling, the user can specify a
time interval where events just prior to and after the points of
failure injection can be replayed thus limiting time spent in
this phase. At the same time, performance metrics are gathered
across all parallel deployments in order to measure recovery
times. The metrics we are most concerned with include:
• Input Throughput: Measured in events per second, this

value represents the sum of the events entering the source
operators of the DSP job per second.

• Average Consumer Lag: Measured in number of
events, this value represents the number of events accumu-
lated at the messaging queue waiting to be consumed by the
source operators of the DSP job.
In order to measure how long it takes for the DSP job

to recover after experiencing a failure, the aforementioned
metrics are used to train an anomaly detection algorithm on
positive executions, i.e. let the function s : X → X perfectly
represent the metrics data stream such that for any given data
point x ∈ X the prediction is always s(x) = x. Assuming
most data collected in the recording period is normal, the
algorithm can learn to detect deviations from the expected
normal behaviors and therefore will report an anomalous
behavior if a configurable threshold based on a window of

556 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



past errors is hit. Measuring the length of time the system was
in an anomalous state is therefore equivalent to the recovery
time. In order to accomplish this, we utilize an online ARIMA
method motivated in [27] for our implementation.

It is important to note that in this context, the recovery time
is not only referring to the time the system is in an inconsis-
tent state before processing resumes. For systems employing
checkpoint and rollback recovery strategies, processing will
start at a previous saved offset and then attempt to catch up to
the latest offset, all while new events are continuously arriving.
It is this length of time, from when the failure occurs to the
point at which processing is once again producing results at
the latest offset, that we are interested in measuring, as it is
a more accurate reflection of availability. Thus, we define the
set of recovery times as measured by the anomaly detector as

R = {r(j)i |1 ≤ i ≤ m, 1 ≤ j ≤ z}. (7)

Consequently, the lengths of the observed recovery times in
R are influenced by two main factors: the variable nature of
the workload, i.e. the changing number of messages arriving
per second over time; and the point at which the failure occurs
relative to the next checkpoint completed successfully. As we
intend to create a prediction model in the next phase using
the recovery time observations, these factors need to be con-
sidered as they introduce variance influencing comparability,
thus making our models unusable without further adaptions.
Concerning the workload, we make the assumption that over
these shorter time periods where recovery takes place, i.e. less
than 15 minutes, the changing throughput rates would average
out over time. Therefore, a constant workload can be assumed
However, the point at which the last checkpoint completed
successfully will differ across failures and will directly impact
the number of messages that need to be reprocessed, thus
increasing or decreasing the recovery time. Therefore, for
the purposes of our work, we only consider the worst-case
scenario, i.e. we assume failures occur at the point right
before the next checkpoint completes successfully. As such,
for profiling runs, we measure the distance in time until the
next checkpoint is scheduled to start, and inject the failure just
prior to this point.

At the conclusion of the profiling runs, the parallel deploy-
ments are deleted and the resources are released, with the
profiling sets C, TR, L, and R being passed into the third and
final phase addressing modeling and runtime optimization.

D. Phase 3: Modeling and Runtime Optimization

The third and final phase is intended to execute indefi-
nitely while continuously optimizing the targeted DSP job by
monitoring for violations of two user-defined QoS constraints:
lconst which defines an upper bound on the average end-to-end
latency; and rconst which defines an upper bound on predicted
recovery time. A violation of either constraint triggers a
reconfiguration of the system where a new CI is chosen. Care
must be taken when choosing a new CI value, as increasing the
frequency with which checkpoints are performed will result

in better recovery times but could likewise negatively impact
latencies and vice versa. Therefore, we formulate this as an
optimization problem where the objective is to select a CI that
minimizes for both performance and availability. A graphical
representation can be seen in Figure 1(c).

In order to achieve this, we train two multiple regression
models using the data gathered in the preceding two phases.
The performance model ML aims at finding a mapping such
that ML : C, TR → L, whereas the recovery time model
MR is configured as MR : C, TR → R. Once both models
have been trained with our observed values, metrics from the
targeted DSP job are continuously gathered and evaluated. For
performance violations, Khaos compares the current average
end-to-end latency to the performance constraint lconst. As end-
to-end latencies tend to be quite volatile, our previously fitted
models likely contain noise for which we need to account
when making actual predictions. Thus, we employ a correction
approach for the prospective prediction error to localize pre-
dictions to the current cluster conditions. Khaos keeps track of
the latency observations over the past k optimization iterations,
averages across the k pairwise fractional differences given the
current latency, and then uses this estimated rescaling factor
p to rescale the predicted value obtained from our model. For
recovery time violations, it determines the average throughput
rate and together with the current CI uses MR to predict the
recovery time considering the worst case scenario.

However, reconfiguration is not without its own cost and
requires a full restart of the job. Therefore, when violations
of the constraints are detected, Khaos will determine whether
or not a reconfiguration should be performed immediately or
if this decision should be deferred until the next optimization
cycle. In order to achieve this, a TSF model is trained on
the incoming message rate and a multi-step ahead forecast is
performed should a violation be detected. If the prospective
incoming message rate is expected to decrease significantly,
i.e. more than 10%, from the current point in time until
the next optimization run is executed, then the decision to
reconfigure can be delayed. Otherwise, the reconfiguration can
proceed as per normal. The goal of reconfiguration is to select
a CI value that results in the furthest distance from the two
upper bounds that satisfies both. Formally, this multi-objective
optimization problem can be formulated as

min
C

QR +Q∗
L + |QR −Q∗

L|
s.t. QR < rconst,

Q∗
L < lconst,

QR, Q
∗
L > 0.

(8)

Here, QR is the fraction MR(C,TRavg)
rconst

between the prediction of
the recovery time model and the corresponding constraint. The
same applies to the latency model, except that Q∗

L describes
the fraction after rescaling, i.e. Q∗

L = p · QL. Given our
configuration set C and the current average throughput rate
TRavg, we aim at finding a value for the CI that satisfies both
objectives individually. If minimizing the above expression
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finds a new value for the CI, which is predicted to be
more performant, then the system is reconfigured should the
expected workload not decrease and monitoring continues.

IV. EVALUATION

Now we show that Khaos is both practical and beneficial
for DSP through experimentation. The prototype, data, and
experiment artifacts can be found in the following repository1.

A. Experimental Setup

Resource Details

OS Ubuntu 18.04.3
CPU Quadcore Intel Xeon CPU E3-1230 V2 3.30GHz

Memory 16 GB RAM
Storage 3TB RAID0 (3x1TB disks, linux software RAID)

Network 1 GBit Ethernet NIC
Software Java v1.11, Flink v1.12, Kafka v2.6, ZooKeeper

v3.6, Docker v19.3, Kubernetes v1.18, HDFS v2.8,
Redis v5.0, Prometheus v2.25

TABLE I: Cluster Specifications

Our experimental setup consisted of a co-located 50-node
Kubernetes [28] and HDFS [29] cluster as well as a 3-node
Apache Kafka2 cluster configured to have 8 partitions and a
replication factor of 3. Node specifications and software ver-
sions are summarized in Table I. A single switch connected all
nodes. Each experiment consisted of a Kubernetes namespace
containing: an Apache Flink3 native session cluster with all
jobs set to have a parallelism of 4; and a single Prometheus4

time series database was used for the gathering of metrics. The
Yahoo Streaming Benchmark (YSB) experiment additionally
made use of a Redis5 database. Regarding end-to-end latency
measurements, averages were taken over the 99th percentile
in order to filter outliers during normal failure free operations.
The timeout interval for Flink taskmanager nodes is 50s as
per the default settings. Importantly, for both experiments
QoS constraints for performance and availability were set at
1000ms for end-to-end latencies and 240s for recovery times
respectively. Each experiment was conducted 5 times with the
median selected for our results and discussion.

B. IoT Vehicles Experiment

We created a simulation that mapped the streets and inter-
sections of an area of central Berlin, Germany. In this area
a number of vehicles were generated travelling along various
routes and providing an update message every 1 second. Each
update message contained the vehicle ID, vehicle type, ge-
olocation, speed, direction, and event time. This IoT Vehicles
streaming dataset was generated using Sumo [30] and the
number of concurrent vehicles, i.e. the workload, is based on

1https://github.com/dos-group/khaos
2https://kafka.apache.org/, Accessed: May 2022
3https://flink.apache.org/, Accessed: May 2022
4https://prometheus.io, Accessed: May 2022
5https://redis.io/, Accessed: May 2022

TABLE II: IoT Vehicles Experiment Results.

(a) Error Analysis.

Performance Availability

Avg. Percent Error 0.099 0.131

(b) IoT Vehicles Experiment Results.

Configuration Khaos 10s 30s 60s 90s 120s

Avg. Latency (ms) 737 1086 729 796 697 692

Lat Violations (%) 0.087 0.153 0.062 0.110 0.073 0.060

Recovery Time (s) 2071 2757 1681 2064 2505 2904

Rec Violations (s) 197 1188 147 227 555 826

the TAPASCologne scenario6. For this experiment, a 7-day
streaming dataset was generated using random seeds to create
variability across the various days. Throughput rates over time
can be seen in Figure 2(a).

A DSP job was created that processes the streaming vehicle
data. It consisted of the following streaming operations: read
an event from Kafka; deserialize the JSON string; filter update
events not within a certain radius of a designated geo-point
where vehicles are to be monitored; take a 3s sliding window
with a slide of 1s where all update events are of the same
vehicle ID and calculate the vehicle’s average speed; generate
a notification for vehicles that have exceeded the speed limit;
enrich notification with vehicle type information from data
stored in system memory and write it back out to Kafka.

C. YSB Experiment

This experiment is based on the Yahoo Streaming Bench-
mark7. It implements a simple streaming advertisement job
where there are a number of advertising campaigns and a
number of advertisements for each campaign. The authors
of the benchmark created a Kafka Producer application that
would generate a constant stream of events containing, among
other things, an event time, an event type, and an ad id. We
created a generator that was combined with a click-through
rate dataset8 to create the workload for this experiment. This
workload can be in Figure 2(b).

The job of the benchmark is to read various JSON events
from Kafka, identify relevant events, and store a windowed
count of these events per campaign in Redis. The job con-
sists of the following operations: read an event from Kafka;
deserialize the JSON string; filter out irrelevant events (based
on type field), take a projection of the relevant fields (ad id
and event time), join each event by ad id with its associated
campaign id stored in Redis; take a 10s windowed count of
events per campaign and store each window in Redis along
with a timestamp of when the window was last updated. For

6https://sumo.dlr.de/docs/Data/Scenarios/TAPASCologne.html; Accessed:
May 2022

7https://yahooeng.tumblr.com/post/135321837876/
benchmarking-streaming-computation-engines-at, Accessed: May 2022

8https://www.kaggle.com/c/avazu-ctr-prediction, Accessed: May 2022
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(a) IoT Vehicles Experiment Dataset.
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(b) YSB Experiment Dataset.
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(c) IoT Vehicles Experiment. Failure injections and reconfigurations.
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(d) YSB Experiment. Failure injections and reconfigurations.

Fig. 2: Overview of datasets, their throughput rates, utilized failure injection points, and CI reconfigurations triggered by Khaos.

TABLE III: YSB Experiment Results.

(a) Error Analysis.

Performance Availability

Avg. Percent Error 0.122 0.0728

(b) YSB Experiment Results.

Configuration Khaos 10s 30s 60s 90s 120s

Avg. Latency (ms) 653 691 660 637 576 527

Lat Violations (%) 0.059 0.061 0.069 0.058 0.033 0.024

Recovery Time (s) 2319 2182 2126 2548 3093 3532

Rec Violations (s) 9 117 32 77 401 764

the purposes of our experiments, we modified the Flink bench-
mark by enabling checkpointing and replacing the handwritten
windowing functionality with the default Flink implementa-
tion. Although doing so decreases the update frequency to
the length of each window, results should be accurate and
more interesting for our experiments due to the accumulated
windowing operator state at each node.

D. Experimental Results & Discussion

The results of both experiments will now be presented and
discussed in further detail. The effectiveness of our approach
was evaluated against 5 baseline runs, which were executed
in parallel to ensure cluster conditions were commensurate.
For baseline runs, a range of static CI values were selected
and streaming jobs started using these configurations. Each
job consumed the same stream of events. Static CI values
included 10, 30, 60, 90, and 120 seconds respectively. Over
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(a) IoT Vehicles Experiment.
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(b) YSB Experiment.

Fig. 3: Latency (L.) violations, normalized recovery times
(R.T.), and normalized recovery time violations.
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the course of each experiment, 12 failures were injected at
similar times across all jobs. Failure selection was based
on different throughput levels which can be seen for both
experiments in Figure 2(c) and Figure 2(d). To ensure results
were comparable, failures were injected at the end of the CI.
This is inline with our assumption of the worst case scenario,
i.e. a failure occurs just before the next checkpoint completes
successfully and therefore maximizing recovery times.

Concerning the predictive models trained as part of the pro-
filing phase for each experiment, the results of a post execution
error analysis can be seen in Table II(a) and Table III(a). These
results measured the average percent error between predicted
and actual observations for both latencies and recovery times
across the full duration of the experiments. Latency values
were collected as part of the optimization loop and recovery
times were measured when failures were injected. The results
show that on average latency predictions were within 9% and
12% of expected and recovery time predictions were within
13% and 7% of expected. Considering the presence of this
error within our predictions, we conclude that it was accurate
enough for the optimization step to make good CI selections.
We previously described our failure injection procedure high-
lighted in Figure 2(c) and Figure 2(d), we will now describe
the bottom section of this figure. Associated results for these
experiments can be seen in Table II(b) and Table III(b). During
optimization, Khaos triggers reconfigurations of the CI in order
to account for changes in latency and prospective recovery
times. We observed in total three reconfigurations for the
IoT Vehicles Experiment, and two reconfigurations for the
YSB Experiment. It can be seen that the CI is often set
to a lower value with increasing throughput rates. This is
expected, as formulated recovery time constraints can likely
not be fulfilled when maintaining a high CI value. In general,
the few reconfigurations result from our method requiring
one of the constraints to be fulfilled in order to conduct an
optimization step. Consequently, reconfigurations are applied
sparsely, and CI configurations in-between observed violations
are not guaranteed to be optimized if both constraints are
intermittently jointly violated. An example for this can be
seen in Figure 3(a) with recovery time violations for Khaos,
indicating that CI updates were aborted at some point.

Regarding the violation of formulated performance and
availability constraints, we report in Figure 3 the fraction of
time the latency constraint was not fulfilled, and normalize the
measured recovery times accordingly such that the resulting
bars are aligned for Khaos. This allows us to better assess
the relation of both objectives for the utilized static CI values,
i.e. our baselines. It can be clearly showed that the CI has an
impact on latencies, i.e. with more frequent checkpoints being
performed, latencies are higher and vice versa with recovery
times. This often leads to violations of the respective formu-
lated constraints. In our conducted experiments, this is less
problematic for smaller CI values, which is also what Khaos
often defaults to (see Figure 2). An exception to this is the
10s CI illustrated in Figure 3(a), which performs poorly due
to a failure injection during catch-up from a previous failure.

However, while certain static CI configurations show compara-
bly good results, this is restricted to our exemplary streaming
jobs only, i.e. the discovered CIs are not a general solution.
Based on the results presented in Table II(b) and Table III(b),
we can surmise that Khaos produces better average latencies
overall than the high frequency CI configurations. Likewise
the percentage of latency violations were commensurate with
these configurations. At the same time, Khaos produced fewer
recovery time violations indicating that it provides a balance of
both within the user-defined constraints. It is important to note
that while individual static configurations might marginally
outperform Khaos for a specific job and workload, the benefits
of such a selection will not generalize if the jobs and/or
workloads change.

V. CONCLUSION

In this paper we presented Khaos, an approach which
borrows from the principles of Chaos Engineering to allow
for the automatic runtime optimization of DSP fault tolerance
configurations. It makes use of parallel profiling runs and
failure injection to capture metrics, which are in turn used
to model the performance and availability of targeted DSP
jobs executing on variable workloads. It does this in order to
monitor for runtime violations of user-defined QoS constraints
and, should a violation be detected, can search for and select
near-optimal CI configurations, which provide a balance of
both. Through our experiments we showed that Khaos is able
to optimize the CI configuration variable in order to minimize
both latency and recovery time violations while outperforming
most static configurations. For future work we intend to
investigate the feasibility of a continuous optimization routine
which takes periods of low utilization into consideration.
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Abstract—In order to realize collaboration on a global scale,
academic research requires often large quantities of data to
be shared between geographically dispersed organizations. The
requirement to protect and govern data in a network of loosely
coupled, autonomous institutions is an incentive for decentralized
solutions, where the participants are in full control of their data
without trusting a third-party provider to store and process the
data. In order to increase data availability and fault tolerance in
decentralized collaborative systems, we propose a layer, which is
based on replication and decentralized authority over the data.
The solution consists of an idea of peer-sets, which are groups
of peers implementing collective data management, a consensus
protocol which synchronizes a distributed ledger between peers,
and an atomic commitment protocol used to implement optional
two-way references between documents. This architecture may
be utilized in various decentralized collaborative data-sharing
systems, such as Onedata.

I. INTRODUCTION

DEMAND for global data access and data availability is
growing due to increasing globalization and scale. It is

especially evident in research, where often large quantities of
data need to be shared upon request easily between geograph-
ically dispersed groups of people. High data availability and
safety is usually a requisite in order to perform large scale
computations. For instance, the eXtreme-DataCloud project [1]
developed smart orchestration tools and building blocks of
software, which provide storage federation with transparent
or quasi-transparent data access for large and geographically
distributed datasets. This project was dedicated to prominent
research communities from various domains: LifeScience,
Biodiversity, Clinical Research, Astrophysics, High Energy
Physics, and Photon Science.

Collaboration between researchers may be backed by sci-
entific organizations, which are autonomous and often do not
have any written agreements between them. Each organization
manages its own data, which may reside on various storage
systems in different clouds. The requirement to protect and
govern their data in a network of loosely coupled, autonomous
institutions makes it difficult to constrain data sharing software
to be centralized. Instead, decentralized solutions are more
suitable in such cases, because the participants are in full
control of their data and they may decide what is shared to
whom, without trusting a third-party provider to store and

process the data. Examples include ScienceMesh [2], which
tries to connect existing storage systems and services using
a common API, or Onedata [3], which delivers a service
allowing to create a global network of independent storage
providers.

High data availability in collaborative systems is crucial,
but is also more difficult to accomplish in decentralized
environments. When a party experiences a failure, all of
its data becomes unavailable to others, whom parts of the
data have been shared with. The problem is more complex,
because not only may collaborators want to access the shared
data, but also modify it—all of it during the outage of the
original organization’s infrastructure. These scenarios show a
demand not only for decentralized architecture of data sharing
systems, but also for decentralized authority over shared data,
i.e. a possibility to modify it collectively by each one of its
owners—collaboration between organizations often results in
a joint work, and it is not uncommon for people to be parts of
multiple organizations at once. In this paper, we propose an
architecture of a layer of data-sharing systems, which ensures
high availability and fault tolerance, and is based on a global,
decentralized network of peers. The novelty of our proposal
lies in dividing the global network into smaller peer-sets,
which allow unrestricted global collaboration, at the same time
limiting the flow of information between peers to the required
minimum.

II. RELATED WORK

The concept of decentralized collaboration and data-sharing
has been studied for years. Onedata is an important exam-
ple, the goal of which is to achieve collaboration in global
networks of autonomous organizations. It provides a service
called Onezone, which implements a common layer between
different storage providers and enables universal user authenti-
cation [4]. Other notable work include ScienceMesh [5], which
provides an ecosystem—common interfaces and tools in order
to connect existing heterogeneous services. Its goal is to allow
collaboration using, for instance, share-with flows or data
synchronization. It is relatively simple and does not implement
more advanced solutions, such as complex organizational
structures.
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Peer-set α

Peer-set β

asset E

group D

user A

user B

user C

Fig. 1. Exemplary organizational structure spanned across two peer-sets.

It is possible to create a global network of independent
peers using various DHT implementations, but they have
inherent problems with security in trustless environments.
Blockchain [6], on the other hand, ensures Byzantine Fault
Tolerance and can be used both for decentralized storage [7],
and for decentralized collaboration [8]. Blockchain is prob-
lematic due to its publicness—in situations where data is
to be kept private its use is limited. In order to constrain
possible participants and limit public access, permissioned
blockchains may be used. However, they require a central
authority responsible for authorization which undermines their
decentralization. Irrespectively of the type of blockchain used,
the primary issue is related to the commitment of organiza-
tions to handle a global chain and store data accessible to
other blockchain participants regardless of their willingness to
collaborate.

III. OUR PROPOSAL

We propose a decentralized architecture of a layer of data-
sharing systems with goals of increasing data availability
and fault tolerance. It is achieved by utilizing decentralized
authority over the data and replicating it over several peers.
This section also includes a discussion on protocols and
structures of the data used. We target the metadata used to
describe organizational structures, users, groups, etc., but the
architecture overall may be used for more generic document-
like data with optional two-way references between them.

A. Architecture

We assume that the system stores and allows access to “ob-
jects”, which represent arbitrary metadata. Objects may have
relations between them, which are represented as two-way
references. For instance, in case of organizational structures,
an object may represent a user, a group, or an asset. Relations
may represent memberships, in case of users and groups, or
access grants, in case of assets (cf. Fig. 1).

Objects are decentralized by nature—each object is owned
by some organization—a peer. For instance, an object repre-
senting a user may be owned by its university (an organiza-
tion), along with his groups. Collaboration between different
organizations happens when users belonging to each have
common relations, e.g. they are both members of the same
group.

Peer
α1

Peer
α2

Peer
α3

Ledger α
...

Peer
β1

Peer
β2

Peer
β3

Peer
β4

Ledger β
...

Peer-set α Peer-set β

Peer-set Identity
Management Service (PIMS#1)

PI
M

S#
1

: pe
er-

se
t α

PIM
S#1

: peer-set β

Fig. 2. Exemplary logical structure of peer-sets: each peer-set stores its own
ledger, whereas PIMSes resolve peers inside peer-sets.

Peer
Peer-set
PIMS

Fig. 3. Exemplary network consisting of PIMSes and peers divided into peer-
sets; one peer may belong to an arbitrary number of peer-sets, peer-sets may
consist of arbitrary numbers of peers.

We propose an idea of a “peer-set”—a group of peers which
collectively manages a set of objects (cf. Fig. 2 and 3). This
concept increases data availability and fault-tolerance, because
objects are not managed in a centralized manner, but rather
are managed collectively by multiple peers. This way, users
with multiple affiliations may be naturally managed by a peer-
set consisting of organizations they are part of. Groups and
assets may be spanned across organizations which support the
work they are used for, or they may be backed up to other
peers provided by the organization. Every peer-set is a closed
group, which may be created by a user, given permissions
from each peer. We assume that every member of a peer-set
is not malicious, and the peer-set creator trusts each peer to
store and manage the data, thus we do not consider Byzantine
faults.

In order to increase flexibility, our proposal also includes
mutability of peer-sets. This allows users to dynamically add
or remove a peer from the peer-set, which improves data
availability.

B. Peer-set ledger structure and consensus protocol

A fundamental problem in distributed systems is coor-
dinating multiple peers to agree on some common value,
i.e. reach consensus. Consensus protocols—created to solve
this problem—have to be fault tolerant, as an arbitrary set of
participating peers may fail at any moment. The conventional
consensus protocols include Paxos [9] along with its modifica-
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TABLE I
PEER-SET α LEDGER CONTENTS

# Peer-set α

4 Add relation “group D from β”→“asset E”

3 Add relation “user A”→“asset E”

2 Add object “asset E”

1 Add object “user A”

TABLE II
PEER-SET β LEDGER CONTENTS

# Peer-set β

6 Add relation “group D”→“asset E from α”

5 Add relation “user C”→“group D”

4 Add relation “user B”→“group D”

3 Add object “group D”

2 Add object “user C”

1 Add object “user B”

tions, such as Multi-Paxos [10] or EPaxos [11]. There are also
alternatives, such as Raft [12] or Zab [13]. Some consensus
protocols may also be categorized as Byzantine fault-tolerant,
which imposes a weaker condition on the type of faults that
may happen—instead of only assuming crashes, they allow
an arbitrary failure, including malicious misbehaving, such
as forging counterfeited messages. Such consensus protocols
include proof-of-work or proof-of-stake [14], both of which
are used mainly in public blockchain networks [6]. There
are also BFT versions of consensus protocols used outside
of blockchain, such as PBFT [15].

In case of peer-sets, all peers inside them need to synchro-
nize and decide on common state of the managed objects.
Thus, we propose a peer-set history structure based on a dis-
tributed ledger, which consists of a list of incremental changes
to the objects. The ledger is synchronized between peers using
a consensus protocol based on examples mentioned above.
Every peer may propose a change which extends the ledger by
a new entry. Tables I and II depict exemplary ledger contents
of respectively peer-set α and peer-set β, which are consistent
with the state shown in figure 1. Solutions such as QLDB [16]
may be used as an implementation for the ledger.

Our approach assumes not only data replication, but also
a mechanism of data validation, where peers decide whether
the common state is valid. This mechanism prevents one peer
from suggesting a change that others may disagree with, and
ensures that more than half of the peers accepted the change.

The proposed peer-set ledger structure is akin to a classic
permissioned blockchain, however the global ledger is divided
into multiple, separate ledgers maintained by a large number
of peer-sets, which together participate in a global network.

C. Object and peer-set identification

One of the challenges in decentralized systems is object
identification. A popular way of identifying objects in such

environments is content addressing. This method is usually
based on attaching a cryptographic hash function’s digest
of an object to its identifier. It addresses objects by their
content instead of their location—it implies increasing data
availability, but at the same time it restricts its modifications
as every change generates a new identifier, and the old one
becomes outdated. A well-known example is the BitTorrent
protocol [17] which stores hashes inside torrent files or magnet
links. Other uses include IPFS with CIDs [7], or Git with
commit/tree/blob hashes [18].

When data is subject to change, content addressing becomes
difficult to apply and other solutions are required. Standard
identification methods, such as URLs, persistent identifiers,
or handles [19], are content-agnostic, but in turn have fixed
location, which undermines the decentralized nature of object
storage and limits possibilities to migrate the data. Alterna-
tives include decentralized identifiers (DIDs) [20], which are
designed to identify and verify digital entities in decentralized
web applications, and to provide a way of interacting with
them. Blockchain also provides a possibility to store a pubic
collection of peer-set identification records in a decentralized
manner. However, all parties would have to agree to participate
in a public network and to process the chain, which may
discourage potential users.

Our architecture assumes both decentralized nature and
possibility to modify data along with its owners. We propose
a hybrid object identification system, which is based on a de-
centralized network of peer-set identity management services
(PIMS), which are responsible for providing and managing
information about peer-sets. An identifier to an object consists
of three parts: 1) PIMS identification, 2) peer-set identification,
and 3) object identification. The first part unambiguously
identifies the service, which shares information about the peer-
set upon request, using the second part of the identifier. This
way, the user of the identifier may learn about the current
state of the peer-set, without the need to change the identifier
or waive the decentralized nature of the system (cf. f2).
PIMSes are meant to be provided by organizations and create
a decentralized network themselves.

Peer-set identity management services also have to im-
plement specific identity management policies. Peer-sets are
designed to be self-governing, so actions which modify a peer-
set (such as adding a new peer, or removing an existing one)
need to be established by the peer-set itself. Such requirement
makes managing the data dependent on the data itself, which
additionally justifies creating a dedicated service. For instance,
adding a new peer D to a peer-set consisting of peers A, B,
and C, may require approvals of D and majority of {A,B,C}.

D. Atomic commitment between peer-sets

Our proposal also takes into account atomic commitment
between peer-sets. It may be used for instance to implement
two-way relations between objects originating from different
peer-sets. The atomic commitment ensures that two different
peer-sets either both commit a change, or both ignore it (cf.
entry 4 in table I and entry 6 in table II). We take into
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consideration two ways of ensuring atomic commitment in
our proposal.

Let us assume an atomic commitment between peer-sets
A, B, and C, each one consisting of an arbitrary number
of peers denoted A0, A1, etc. The first approach is to treat
{A,B,C} as one single database divided into three shards A,
B, and C. Each shard contains a number of replicas, which
are represented by peers. Using this interpretation we can
use existing atomic commitment protocols which are designed
for shards of replicas [21], but requires cooperation with the
consensus protocol.

The second approach is to treat each peer-set as an en-
tity and synchronize commitment between two representative
peers. A special entry is added to the ledger, which represents
an ongoing atomic commitment between peer-sets. This entry
is used as a way of synchronizing state between all peers
inside each of the peer-sets, and is used to implement a
higher-level commitment protocol, which does not have to
assume multiple replicas. Examples of such protocols include
two-phase commit protocol (2PC), along with variations and
improved versions such as 2PC* [22].

IV. FUTURE WORK

The problem of increasing data availability and fault tol-
erance in decentralized collaborative systems is very broad
and complex. This publication aims to designate a vision of
our solution, which is based on replication and decentralized
authority over data, and outline directions of its development.
We propose an architecture of a layer of data-sharing systems,
consisting of

• peer-sets, which implement a decentralized mechanism of
collaboration between peers,

• peer-set identity management services, which allow dis-
covery and identification of peer-sets, and

• atomic commitment protocol, which enables performing
atomic changes between peer-sets in order to implement
e.g. two-way relations between objects.

Discussions in section III are entry points to more detailed
research in each subject. We plan to evaluate several consensus
protocols in terms of usability and integrate them with the
idea of voting and validating changes by peers. In case of
atomic commitment, we want to implement and compare the
two proposed solutions. Finally, we plan to create a proof-of-
concept of the whole system along with detailed description
and evaluation. We also intend to integrate our solution with
Onedata by providing an integration layer with GraphSync—
the metadata synchronization protocol.
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Network Systems and Applications

MODERN network systems encompass a wide range
of solutions and technologies, including wireless and

wired networks, network systems, services, and applica-
tions. This results in numerous active research areas ori-
ented towards various technical, scientific and social as-
pects of network systems and applications. The primary
objective of Network Systems and Applications conference
track is to group network-related technical sessions and pro-
mote synergy between different fields of network-related re-
search.

The rapid development of computer networks including
wired and wireless networks observed today is very evolving,
dynamic, and multidimensional. On the one hand, network
technologies are used in virtually several areas that make
human life easier and more comfortable. On the other hand, the
rapid need for network deployment brings new challenges in
network management and network design, which are reflected
in hardware, software, services, and security-related problems.
Every day, a new solution in the field of technology and
applications of computer networks is released. The NSA track
is devoted to emphasizing up-to-date topics in networking sys-
tems and technologies by covering problems and challenges re-
lated to the intensive multidimensional network developments.
This track covers not only the technological side but also
the societal and social impacts of network developments. The
track is inclusive and spans a wide spectrum of networking-
related topics.

The NSA track is a great place to exchange ideas, conduct
discussions, introduce new ideas and integrate scientists, prac-

titioners, and scientific communities working in networking
research themes.

TOPICS

• Networks architecture
• Networks management
• Quality-of-Service enhancement
• Performance modeling and analysis
• Fault-tolerant challenges and solutions
• 5G developments and applications
• Traffic identification and classification
• Switching and routing technologies
• Protocols design and implementation
• Wireless sensor networks
• Future Internet architectures
• Networked operating systems
• Industrial networks deployment
• Software-defined networks
• Self-organizing and self-healing networks
• Mulimedia in Computer Networks
• Communication quality and reliability
• Emerging aspects of networking systems

Track 3 includes technical sessions:
• Complex Networks—Theory and Application (1st Work-

shop CN-TA’22)
• Internet of Things—Enablers, Challenges and Applica-

tions (6th Workshop IoT-ECAW’22)
• Cyber Security, Privacy and Trust (3rd International Fo-

rum NEMESIS’22)
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Abstract—One of the recent challenging but vital tasks in
graph theory and network analysis, especially when dealing with
graphs equipped with a set of nodal attributes, is to discover
subgraphs consisting of highly interacting nodes with respect to
the number of edges and the attributes’ similarities. This paper
proposes an approach based on integer programming modeling
and the graph neural network message-passing manner for
efficiently extracting these subgraphs. The experiments illustrate
the proposed method’s privilege over some alternative algorithms
known so far, utilizing several well-known instances.

Index Terms—Graph partitioning, Network analysis, Integer
programming, Message passing, Local search.

I. INTRODUCTION

WHEN studying graphs/networks, we usually face collec-
tions consisting of nodes with common topological and

nodal attribute characteristics. More specifically, sets of highly
interactive vertices are likely to yield and share common
relationships and properties. In this sense, in all scientific fields
where graphs are somehow implicated, one of the challenging
tasks would be to efficiently partition the given graph into a
number of dense subgraphs consisting of massively connected
vertices that share similar properties. These subgraphs are well
known as communities, and naturally, the process of identify-
ing them is referred to as the community detection problem.
Detecting communities has become one of the fundamental
subjects in the field of network analysis and graph theory and
has numerous applications in a wide range of areas, including
the analysis of Social/Biological/Cosmological networks [1],
[2], [3], [4] and WEB [5]. It also plays a crucial role in the
domain of Network Design problems [6], Signal Processing
[7], Image Segmentation [8], Pattern Recognition [9], and Data
Mining [10].

Crucial in this domain is a more formal representation of
a graph: A pair G = (V,E) with the set of vertices V
and edges E. Subsequently, from the perspective of graph
topological structure, a community can be contemplated as a
subset C ¦ V with a high density of edges between nodes
inside C and a low density of edges connecting C to the other
subsets. Accordingly, one can define the community detection
problem as partitioning V into a set of disjoint communities
C = {C1, C2, . . . , Ck}.

In fact, mining high-quality communities usually coincides
with finding a measure that estimates the goodness of com-
munities. In the literature, a large number of such quality
measures have been proposed for evaluating the superiority
of partitioning from the viewpoint of topological structures.
Among them, one of the most widely used and well-known
is Modularity, introduced by Newman [11]. Intuitively, for a
community C, Modularity is the number of edges inside C
subtracted by the expected number of such edges, whereat the
expected number of edges can be derived by corresponding to
G, a randomized graph (called the Null model) with exactly
the same vertices and the same degree of G, in which edges
are placed randomly. More specifically if di and m are,
respectively, the degree of node i and the number of edges
in G, the probability of existing an edge between nodes i and
j in such a graph is didj

2m . This is because, first, each node is
assigned the number of stub links exactly equal to its edges
(Fig. 1a, 1b). Afterward, each of the two stub edges will be
joined at random (Fig. 1c). Consequently, the Modularity value
for a community C can be defined as the number of edges
within C in G minus the number of edges within C in a Null
model of G. Thus, Modularity for partitioning C can then be
expressed as

Q(C) =
1

2m

�

i,j*V

[ai,j 2
didj
2m

]ξ(i, j), (1)

where A = (ai,j) be the adjacency matrix of G, where ai,j is
one when there is an edge between node i and node j, and
zero otherwise; n is the number of vertices in G. In addition,
ξ(i, j) is one if i and j are in the same community and zero
otherwise.

As a result, high-quality communities can be determined
as the ones with a high value of Modularity. However,
despite Modularity’s advancements in finding high-quality
communities in a wide range of graphs, it is known to suffer
from limitations (see [12], [13], for example). In particular,
as pointed out in [14], since Modularity only considers the
existing edges of the network, it qualifies the goodness of
the discovered communities by only measuring how good the
partitioning fits the existing edges. This is indeed a drawback
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(a) Graph G (b) Nodes with stub links equiv-
alent to their degree

(c) A null model of G

Fig. 1: A Null model associated with a given Graph G.

because the disconnected nodes (absent links) that lie in the
same community are not taken into account.

On the other hand, Max-Min Modularity [14], as one of the
successful extensions of Modularity, is able to significantly
improves the accuracy of the measure by compensating for
the Modularity quantity when disconnected nodes are in the
same community. More precisely, it is assumed in [14] that (in
addition to the graph G) a zero-one relation matrix U = (ui,j)
is given that defines whether every pair of disconnected nodes
of the network is related or not: ui,j is one when disconnected
nodes i and j are related, and zero otherwise. Max-Min
Modularity, in fact, tries to take into account the importance
of the indirect connections between disconnected nodes by
penalizing the Modularity measure when unrelated nodes are
in the same community: Consider a complemented graph
G2 = (V,E2), where E2 contains an edge between every pair
of disconnected nodes of G that is unrelated; i.e., there is
an edge between i and j in G2 if there is not such an edge
in G and also ui,j is zero. Max-Min Modularity, then, aims
at maximizing the Modularity in G as well as minimizing
Modularity in G2 simultaneously. Mathematically speaking, if
A2 = (a2i,j) is the adjacency matrix of G2, d

2
i is the degree of

node i in G2, and m2 is the number of the edges in G2, then
Max-Min Modularity QMM of a given partition C of V is
defined as follows:

QMM (C) =
�

i,j*V

[
1

2m
(ai,j − didj

2m
)− 1

2m2 (a
2
i,j −

d
2
id

2
j

2m2 )]ξ(i, j). (2)

We refer to the problem of finding a partition of the network
that maximizes Max-Min Modularity as the Max-Min Modu-
larity Maximization problem.

As a crucial remark, we can note that not only is the
Max-Min Modularity Maximization problem categorized in
the class of NP-hard problems [15], making it hard to find
an efficient optimization algorithm, but it also suffers from
a major drawback: Max-Min Modularity strongly depends on
the accuracy of the given relation matrix, meaning that the
quantity of the measure might be heavily affected by the node
relationships defined by the user/oracle in the first place. De-

spite Ferdowsi and Khanteymoori [16] succeeded in proposing
a systematic approach for unveiling the relation between non-
adjacent vertices, from a more critical point of view, one
could argue that both Modularity and Max-Min Modularity,
like many other community discovery methods, only utilize
topological information of nodes, naively overlooking a rich
set of nodal attributes (e.g., user profiles of an online social
network or textual contents of a citation network), which is
abundant in all real-life networks [17].

In this regard, recently, an emerging domain of deep
learning for graphs has ensured the design of more accurate
and scalable algorithms. However, despite these approaches
achieving outstanding results in graph-related tasks like link
prediction and node classification [18], fairly little concentra-
tion has been committed to their application on unsupervised
learning that encompasses the community detection problem.
This is primarily because graph embedding methods can
ideally align with (semi-)supervised learning approaches; how-
ever, they cannot be naturally generalized to the unsupervised
learning manners since it is not very simple to find a proper
loss function to govern the back-propagation updating proce-
dure. Despite that, several deep learning-based unsupervised
graph algorithms have been proposed [19], [20], [21], but they
all suffer from a not accurate choice of a loss function that can
authoritatively extend the model to unsupervised vision. The
diverse results obtained by these approaches over the same
input instances can prove this claim.

Main contribution: In this work, we introduce a refined
model for the Max-Min Modularity that empowers us to
find high-quality communities with simultaneously taking the
graph’s topological structure and the nodal attributes into
account. In the sequel, we involve the Modularity metric
to mine the communities consisting of densely connected
vertices. In addition, we provide a technical introduction to
Graph Neural Network (GNN) formalism, a dominant and
fast-growing paradigm for deep learning with graph data,
whose ability is to use nodes’ features and local structure to
generate embeddings. Utilizing the general concept of GNN
feed-forward message passing, we devise an efficient mech-
anism for extracting the information induced by propagating
nodes’ properties throughout the network, leading to a perfect
systematic characterization of the relation matrix. Everything
combined, we introduce the advanced Max-Min Modularity
scheme and express it with a standard integer programming
formulation. Ultimately, by solving the model using a robust
approach consisting of a row/column generation technique for
solving the model’s linear relaxation version and a local search
manner for obtaining integer solutions, we identify the final
communities.

The paper is organized as follows: the rest of this section
focuses on providing a brief literature review. In Section II, we
first restate the Modularity Maximization problem in terms of
an integer programming model. We then devise a method for
providing a refined relation matrix. Afterward, gathering all
things together, we extend the primary Max-Min Modularity
model and present an integer programming formulation for
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it. Next, in Section III, we introduce the employed solution
approach that leads to discovering high-quality communities.
Section IV eventually focuses on various experiments, con-
firming the proposed method’s high performance.

A. Related Works

Several approaches have been proposed in the literature
to detect communities in networks; see, for example, the
survey conducted by Souravlas et al. [22]. However, despite a
large number of these techniques, relatively little work solves
the problem using mathematical programming techniques.
Especially in the case of Modularity maximization, few results
have been established [23], [24], [25], [26]. On the other side,
Chen et al. [14] illustrated that maximizing the Modularity
alone does not usually lead to superior communities. Based on
their findings, one of the significant drawbacks of Modularity
is its sheer dependence on the (existing) links, meaning that,
Modularity only focuses on discovering communities in which
the number of interactive edges (links) is as many as possible.
At the same time, it does not pay any attention to the missing
links. This is while just as existing links can play an essential
role in analyzing networks, so do the absent links. Therefore,
new extensions of Modularity emerged subsequently, one of
the most successful of which is the already mentioned: Max-
Min Modularity [14]. Nevertheless, as discussed, Max-Min
Modularity itself suffers from a critical issue: the nonexistence
of a systematic way for proposing the so-called relation matrix,
which is required to express the relationship between non-
adjacent nodes. In this respect, Ferdowsi and Khanteymoori
[16] succeeded in offering an analytical procedure to address
this deficiency, generalize the conventional Max-Min Modu-
larity, and provide an efficient local search-based algorithm
to discover high-quality communities by considering both
existing and missing links.

On the other side, in the past few years, most research
has surged toward deep learning methods due to their power
to achieve unprecedented results. These techniques aim at
embedding nodes into a low-dimensional, dense vector space
[27], [28]. However, unfortunately, a vast number of these
methods lack the strength of encountering attributed graphs
in which nodes are equipped with a set of features, and this is
while we are now most surrounded by attributed networks ev-
erywhere [19]. It is worth mentioning that a few deep-learning
methods have been recently proposed that consider attributed
network embedding [29], [30], though most of them employ
a matrix factorization manner, which endures some critical
boundaries. More precisely, the representation capability of
a matrix factorization-based approach is found to be more
inadequate than a neural network-based method [31]. Besides,
one could also argue that the majority of these proposals only
rely on supervised graph algorithms, and therefore, usually
fail to perform the community detection task, which can be
categorized as an unsupervised assignment in graph problems
[32], [33]. And the rests, which are designed for unsupervised
learnings, still cannot find a promising loss function that can

lead to fine communities for various given graph instances
[34], [19].

II. MODEL SKETCHING

In this section, we first recite the so-called Modularity
Maximization problem in terms of an integer programming
formulation, enabling us to discover communities with respect
to the topological aspects of a given graph. Afterward, we
explain the Graph Neural Network message passing method
that facilitates us to devise a procedure for determining an
accurate relation matrix for the Max-Min Modularity problem.
This achievement then hopefully leads to a proper integer
formulation for our advanced Max-Min Modularity problem
that can be used to efficiently capture communities with
respect to simultaneously taking both topological and attributes
aspects into consideration.

A. Topology extraction

Let the binary variable xij indicate if nodes i and j belong
to the same community or not; the value of xij is zero if nodes
i and j belong to the same community, and one otherwise.
Let Iall = {(i, j) * V 2 | i < j}; and qij = ai,j 2 didj

2m ,
for each (i, j) * Iall. As described in [25], the Modularity
Maximization problem can be formulated in terms of the
following integer linear program:

max
1

m

�

(i,j)*Iall

qij(12 xij) (IP-M)

xij + xjk 2 xik g 0 "i < j < k (3)
xij 2 xjk + xik g 0 "i < j < k (4)
2 xij + xjk + xik g 0 "i < j < k (5)
xij * {0, 1} "(i, j) * Iall (6)

Constraints (3)-(5) guarantee that if i and j are in the same
community and j and k are in the same community, then so
are i and k. We refer to the relaxation of (IP-M), obtained
by replacing the constraints xij * {0, 1} by xij * [0, 1], as
(LP-M).

As discussed in [23] and [35], solving IP-M can soundly
provide us with communities consisting of highly interactive
edges. It is, however, incontrovertible that maximizing Mod-
ularity cannot help us tackle the attributed graphs. Conse-
quently, to address this deficiency, our goal is to design an
advanced model for the Max-Min Modularity problem so that
nodal attributes are also effectively involved in the community
mining process. In order to do that, we first provide a way to
exploit the information diffused via nodes’ features.

B. Attribute extraction

In this section, which establishes the core part of this re-
search, we utilize the Graph Neural Network (GNN) message-
passing framework to provide a systematic and accurate way
of defining a relation matrix that perfectly depicts the similar-
ity between nodes by analyzing the information spread by the
attributes. More precisely, we aim to feed the nodal attributes
to a GNN message passing to create single representation
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Fig. 2: A scheme of the encoder approach. The encoder maps
the node u to a low-dimensional embedding zu.

vectors, each of which captures a node’s structure as well as
the feature information.

To motivate our discussion, we initially raise the notion
of node embedding, which seeks to encode nodes as low-
dimensional vectors that summarize their structural graph
position and the information of their local graph neighborhood.
In other words, node embedding aims to project vertices into
a latent space, where geometric relations in this latent space
correspond to relationships (e.g., edge existence or similarity)
in the original graph or network. In this fashion, an encoder
can be referred to as a function that maps each node u * V
to vector embedding zu * Rd (i.e., zu corresponds to the
embedding for node u * V ) (See Fig. 2).

We now turn our attention toward one of the substantial
encoder models: Graph Neural Network (GNN), a broad
framework for defining deep neural networks on graph data.
The elucidative characteristic of a GNN is that it adopts a
form of neural message passing in which vector messages are
exchanged between nodes and updated using neural networks
[36]. In each message-passing iteration of a GNN, a hidden
embedding h

(k)
u corresponding to each node u * V is updated

according to information aggregated from u’s graph neighbor-
hood N (u). Informally speaking, to each node u * V one can
correspond a so-called computational graph that accumulates
the information propagated from u’s neighbors, and in turn,
the messages coming from these neighbors are based on
information aggregated from their respective neighborhoods,
and so on. Fig. 3 exemplifies a two layers computational graph.
From the mathematical perspective, GNN message-passing
procedure can be expressed as follows. Suppose that each node
u is associated with a d-dimensional attribute vector that we
represent with Xu * Rd. Then, the k2th embedding layer
h
(k)
u , corresponding to node u * V , can be obtained by the

following recursive formula:

h(k)
u = σ

�
W (k)

�

v*N (u)

h(k21)
v + b(k)

�
, (7)

where h
(0)
u = Xu and Wd×d is a trainable matrix, which

weights the nodes’ attributes. Moreover, let σ denotes an
elementwise non-linearity (e.g., a tanh or Relu). Furthermore,
b(k) * Rd is the bias term, which can be often omitted for
the sake of simplicity, but including it could be important to
obtain high-quality performance. As can be inferred from (7),
first, the messages incoming from the neighbors are summed;

Fig. 3: Two layers computational graph corresponding to node
A. The model aggregates messages from A’s local graph
neighbors, and in turn, the messages coming from these
neighbors are based on information aggregated from their
respective neighborhoods.

then, the neighborhood information with the node’s previous
embedding is combined using a linear combination; finally, an
elementwise non-linearity is applied.

Now, in order to transform the node-level equation (7)
into something we can implement, we can come up with the
following graph-level definition of the model:

H(k) = σ
�
AH(k21)W (k)

�
, (8)

where H(k) * R|V |×d is the matrix of node representations at
layer k in the GNN, with each node corresponding to a row
in the matrix.

However, despite the straightforward intuition behind the
update procedure (8), considerably notable is its two limita-
tions. The first one is the non-consideration of the attributes of
each node itself. This is crucial since the effectiveness of GNN
becomes severely limited, as the information coming from the
node’s neighbors cannot be differentiated from the information
from the node itself. This restriction originates form the fact
that self-loops are not taken into account in the adjacency
matrix A. The problem, however, can be easily resolved by
substituting A with A + I , where I * Rn×n is the identity
matrix that lets the self-loops also be involved. Another issue
that may raise concern regarding (8) is the non-normality
of features, which can indeed lead to numerical instabilities.
However, fortunately, to also prevent this shortcoming, it
seems convincing to apply the symmetric normalization as it
has turned out to drive powerful dynamics [37]. For doing this,
it is sufficient to replace A + I with the normalization term
D

21
2 (A + I)D

1
2 , where D * Rn×n is the degree matrix. As

a result, in the case of a basic GNN, we can end up with the
following graph level definition of the model:

H(k) = σ
�
D

21
2 (A+ I)D

1
2H(k21)W (k)

�
(9)

It is worth pointing out that since our goal is to employ
the feed-forward message passing exclusively and not to
implement the back-propagation procedure, training the weight
matrix W is not specifically part of our requirements. Instead,
the only thing that matters to us is finding a final vector repre-
sentation for each node by which we can sufficiently reflect the
similarities among nodes with respect to the information that
originates/propagates from attributes. For this reason, we can
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safely omit W from (9) and obtain the following embedding
matrix H .

H(k) = σ
�
D

21
2 (A+ I)D

1
2H(k21)

�
(10)

One important insight that could be gained by (10) is that
GNN feed-forward message passing is capable of effectively
encoding neighborhood information in such a way that after
performing the updating procedure for a number of layers,
similar nodes in the graph will tend to have analogous final
embedding representation [38]. This is primarily due to the
fact that each node inherits the information (attributes) from
its neighborhood.

Accordingly, any techniques for computing the distance be-
tween each pair of final vectors representation could naturally
lead to obtaining the similarities between the corresponding
vertices with respect to their attributes. In this work, we
employ the well-known z-Normalized Euclidean Distance to
measure the similarities between nodes. In this fashion, the
distance between two vectors is defined as the Euclidean
distance between the normal form of the two vectors, where
the normalized form associated with each sequence is obtained
by transforming the vector so it has a mean distribution µ = 0
and standard deviation σ = 1. More explicitly, given two nodes
i and j, with the corresponding vector embeddings H(k)

i * Rd

and H
(k)
j * Rd, at layer k, we define x7

ij =
||"H(k)

i 2"
H

(k)
j ||2

2
:
d

to
be their z-score normalized Euclidean distance, where || · ||2
is the Euclidean norm, �

H
(k)
i =

H
(k)
i 2µ

H
(k)
i

σ
H

(k)
i

, µ
H

(k)
i

is the

distribution mean, and σ
H

(k)
i

is the standard deviation of the

vector H
(k)
i . It is not difficult to check that for any given

i, j * V , we have x7
ij * [0, 1] [39] and that x7 preserves

the triangle inequality. Subsequently, x7 forms a metric space,
which we denote by Embedding Distance (ED), on graph G.
Clearly, the larger the obtained ED between two nodes, the
less similarity between them.

C. Advanced Max-Min Modularity Model

As already mentioned, the larger x7
ij is, the less likely it is

that i and j are similar, that is, the less correlated they are,
and therefore, the more likely they are to be in distinct com-
munities. This intuition and also the fact that the Modularity
Maximization problem can be nicely expressed for weighted
graphs [40] persuade us to propose an advanced Max-Min
Modularity model by recharacterizing the relation matrix and
so the complemented weighted graph G2 = (V,E2) using ED.
Accordingly, we define the relation matrix A2 = (a2i,j) and G2

((a2i,j) represents the weight of the edge between nodes i and
j in G2) as follows:

a2i,j =

�
x7
ij if ai,j = 0 and i ;= j
0 otherwise

(11)

Given a relation matrix A2 = (a2i,j), and noticing that
in the induced metric ED, Constraints (3)-(5) guarantee the

triangle inequality, for any i, j, k * V , the advanced Max-
Min Modularity Maximization problem can be formulated as
the following IP:

max
�

(i,j)*Iall

(
qij
m

2
q2ij
m2 )(12xij) (IP-MM)

(3), (4), (5)

xij * {0, 1} "(i, j) * Iall,

where q2ij = a2i,j2
d2
id

2
j

2m2 , for each (i, j) * Iall; d
2
i =

�n
j=1 a

2
i,j ,

and m2 =
�

(i,j)*Iall
a2i,j . We refer to the relaxation of

IP-MM, obtained by replacing the constraints xij * {0, 1}
by xij * [0, 1], as (LP-MM).

Considerably important is the fact that maximizing IP-MM
coincides with simultaneously maximizing the modularity over
the original given graph G and minimizing the modularity
over the complemented graph G2, determined by the pro-
posed message-passing approach. Whereas the first component
makes sure to return communities, each consisting of densely
connected nodes, the latter attempts to extract the communities
containing vertices with the most similar attributes possible.

III. SOLUTION APPROACH

Efficiently solving (IP-MM) consists of two main parts: 1)
optimally solving (LP-MM) and 2) accurately rounding the
obtained fractional solutions to the integer ones.

For the first task, we use the row/column generation al-
gorithm proposed in [16] that perfectly works for (LP-MM)
as well since the two models are identical apart from using
different relation matrices. A summary of the applied row/-
column generation technique is as follows. First, consider the
following sub-problem (LPs-MM(I)) of (LP-MM) consisting
of all pairs in I = {(i, j) * Iall | cij > 0} and some pairs in
I 2 = {(i, j) * Iall | cij f 0}:

max
�

(i,j)*I

cij(1 2 xij) +
�

(i,j)*I¢I2
cij(1 2 xij) (LPs-MM(I))

xij + xjk 2 xik g 0 "(i, j), (j, k), (i, k) * I * I, cij g 0 ( cjk g 0 (12)

xij 2 xjk + xik g 0 "(i, j), (j, k), (i, k) * I * I, cij g 0 ( cik g 0 (13)

2 xij + xjk + xik g 0 "(i, j), (j, k), (i, k) * I * I, cjk g 0 ( cik g 0 (14)

xij * [0, 1] " i < j, (i, j), (j, k), (i, k) * I * I (15)

Be advised that (LPs-MM(')) generates the smallest formu-
lation while (LPs-MM(I 2)) is equivalent to (LP-MM) itself.
Moreover, point out that (LPs-MM(I)) delivers an upper
bound of the optimal value of (LP-MM) that never gets worse
by adding variables [16]. Above all, however, as Theorem 3.1
in [16] depicts, if an optimal solution x̄7 = (x̄7

ij)(i,j)*I*I
to (LPs-MM(I)) satisfies the following condition (7), then
(x7

ij)(i,j)*Iall
is an optimal solution to (LP-MM), where

x7
ij =

�
x̄7
ij ; (i, j) * I * I
1 ; otherwise

(16)

and

(7)

ù
üüüú
üüüû

x̄7
ij + ¯x7

jk
g 1; (i, j), (j, k) * I * I, cij g 0 ( cjk g 0, (i, k) * I

2 2 I
x̄7
ij + ¯x7

ik
g 1; (i, j), (i, k) * I * I, cij g 0 ( cik g 0, (j, k) * I

2 2 I
¯x7
jk

+ ¯x7
ik

g 1; (j, k), (i, k) * I * I, cjk g 0 ( cik g 0, (i, j) * I
2 2 I
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This fact leads to the following efficient row/column gen-
eration procedure for optimally solving (LP-MM):

" Start solving (LPs-MM(I)) with I = ' and adding
those x̄7 * I 2 2 I that violate inequalities in (7) in
each iteration, until an optimal solution to (LPs-MM(I))
satisfies (7).

" In each repeat, employ a row generation technique for
solving (LPs-MM(I)):

1) Obtain an optimal solution x̄7 by solving (LPs-
MM(I)) with no constraints.

2) verify whether all constraints of (LPs-MM(I)) are
satisfied by x̄7. If not, add the violated ones and
solve (LPs-MM(I)).

3) Update x̄7 and repeat step (2).
" By having the optimal solution x̄7 to (LPs-MM(I)),

determine the optimal solution x7 to (LP-MM) by Equa-
tion (16).

To accomplish the second task, we can again apply the
rounding algorithm proposed in [16], which can be shortly
expressed as follows. Point out that the fractional optimal
solution to (LP-MM) provides us with a metric space, where
the distance between every pair of nodes is at most one.
Let us call this metric LP distance. It is apparent that in an
integral solution, the distance between each pair of nodes is
either zero (implying that these two nodes belong to the same
community) or one (inferring that these two nodes belong to
separate communities). The rounding task is to push (some
of) the nodes so as to determine a final valid configuration of
the points in which the distance between every pair of nodes
is either zero or one. Obviously, such a valid configuration
correlates with a feasible integral solution x̂ to (IP-MM):
x̂ij = 0, for points i and j which are co-located; and x̂ij = 1,
for those with the distance one from each other. The main
idea of the local search-based rounding procedure is to explore
such promising configurations (using the LP information) and
find a configuration leading to a solution (partitioning) whose
max-min modularity value (2) is (locally) optimal.

Assume that x̄ is the optimal fractional solution to
(LP-MM), obtained by the mentioned row/column generation
technique. As explained above, to compute an integral solution
to (IP-MM), we need to determine a set of final locations at
distance one from each other (we refer to these final locations
as community centers) and move the nodes to these centers
so as to obtain a valid configuration. In fact, to compute an
integral solution, we only need to determine a set of distinct
centers, since we can then simply move each point to the
closest center (with respect to the LP distance) and obtain a
corresponding integral solution: for each pair i and j, x̂ij = 0
if i and j are co-located; and 1 otherwise. Therefore, the only
task of the utilized local search algorithm is to determine a
good set of final centers.

More precisely, the local search algorithm works as follows:
Randomly pick a subset of V as initial centers. As discussed
above, move other vertices to these centers to form a solution
(partitioning) and then compute the max-min modularity value

TABLE I: Networks under study

ID Network
1 CiteSeer [41]
2 Arnetminer [42]
3 Caltech36 [43]
4 Reed98 [43]
5 Facebook348 [38]

of the resulting partitioning; see (2). The local search tech-
nique tries to improve the max-min modularity value by adding
and/or deleting a center to/from the set of centers at a time.
The local search movement that yields the most significant
improvement in the max-min modularity value is selected at
each iteration. The algorithm terminates when no improving
local search move exists.

IV. COMPUTATIONAL RESULTS

This section presents a comprehensive performance eval-
uation for the proposed method using five well-known real-
world networks listed in Table I. Ground truth (i.e., the optimal
community structures) is available and known for each of
these networks, and therefore, one can facilely measure the
quality of a community detection algorithm by estimating
the similarities between the communities obtained by the
algorithm and the ground truth. For doing this, we use the
well-known performance metrics Adjusted Rand Index and
Normalized Mutual Information, explained in the following
subsection.

A. Performance metrics

Suppose that for a given graph G, C(A) = {C1, . . . , Ck}
and C2 = {C 2

1, . . . , C
2
k2} be respectively a set of communities

obtained by an algorithm A and the ground truth.
Although NMI [44] is a well-known clustering comparison

metric, it can perfectly evaluate the similarity between the
optimal communities and those discovered by an algorithm.
The NMI value corresponding to the algorithm A can be
written as

NMI =

22

|C|�

x=1

|C2|�

y=1

|Cx + C 2
y|

n
log(

n|Cx + C 2
y|)

|Cx||C 2
y|

|C|�

x=1

Cx

n
log(

Cx

n
) +

|C2|�

y=1

C 2
y

n
log(

C 2
y

n
)

(17)

In the case where the detected communities are identical to
the ground truth, the NMI takes its maximum value one, while
in the case where the two sets totally disagree, the NMI score
is zero. Generally, the more the NMI, the better community
structures have been found.

Adjusted rand index (ARI) [45], associated with algorithm
A, measures the similarity between C(A) and C2 as follows

ARI =
2(a× d2 b× c)

(a+ b)× (b+ d)× (a+ c)× (c+ d)
(18)

where a, b, c and d are respectively the number of vertex pairs
that are in the same community in both C(A) and C2, in the
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Fig. 4: Average normalized ARI and NMI performance rank
of different algorithms applying to the real-world networks,
presented in Table I. The average NMI and ARI values ob-
tained by our method are respectively equal to 0.39 and 0.46.

same community in C(A) but not in C2, in the same community
in C2 but not in C(A), and in different communities in both
C(A) and C2. Like the NMI measure, the value of ARI varies
between 0 and 1, and the higher its value is, the more similarity
is between the communities obtained by algorithm A and the
grand truth of G.

B. Experiments

In what follows, we provide a process for comparing the
performance of our proposed algorithm against five powerful
rival algorithms: Node2Vec [28], Neural-Brane [19], DeepWalk
[27], Line [46], and Text-Associated DeepWalk (TADW) [30].
These are all state-of-the-arts for integrating both network
topology and nodal attributes for graph representation learning.

All algorithms are implemented with C++, and CPLEX
optimizer 12.9 is used for solving linear programming.

Fig. 4 provides a comprehensive comparison by evaluating
communities in terms of the average ARI and NMI ranks
over all datasets. It is apparent that the proposed method
significantly outperforms other algorithms in the sense that
the communities it discovered are much more similar to the
ground truths than those obtained by the other methods.

Although the results obtained in Fig. 4 perfectly illustrate
the proposed method’s superiority and reliability against some
other state-of-the-art algorithms, it could still be worth inves-
tigating the role of the applied GNN feed-forwards message
passing procedure in improving the communities. For doing
this, we compute the value of NMI associated with each of
the networks’ obtained final communities in terms of different
hidden layer numbers k. In this regard, k = 0 refers to
the case when the embedding layer is not applied, and only
Modularity is employed to identify communities with respect
to the graph’s topological structure. Fig. 5 shows the results.
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Fig. 5: The computed NMI corresponding to the final com-
munities of each of the networks, provided in Table I, with
respect to different values of k.

It is apparent from the results that, first of all, maximizing
the Modularity alone (i.e., only relying on topological aspects
and ignoring the nodal attributes) cannot lead to promising re-
sults. Furthermore, considerably notable is the approving effect
of increasing the number of hidden layers. The more the value
of k, the more accurate the embedding vector representation
becomes due to the more information diffused through the
neighboring vertices. However, interestingly enough, from a
certain point on, increasing k does not influence the quality
of communities, and this is primarily due to the fact that after
a certain number of updates, each of the embedding vectors
starts to converge.

V. CONCLUSION

In this work, we built a community discovery method on
the basis of the mathematical programming formalism and the
graph neural network feed-forward message passing manner.
We managed to propose a systematic way to generate an
authentic relation matrix for the Max-Min Modularity problem
centered on an efficient node embedding technique, which
enabled us to model the standard integer formulation for the
Max-Min Modularity Maximization problem. A successful
row/column generation technique and a local search-based
rounding algorithm facilitated us in solving the model accu-
rately and capturing the communities of a given attributed net-
work. Furthermore, the proposed computational experiments
showed that our results highly resemble the optimal solutions
and that our algorithm outperforms the previous well-known
algorithms.
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Abstract4 The article presents the assessment of the 

potential accuracy of the location of the terrestrial radio signal 

source in the Rice channel using the received signal filtering 

and the non-linear regression function. The basic assumption 

for the parameterization of the channel was to use a drone with 

a simple antenna system and Received Signal Strength analysis 

from multiple measurement points (Multilateration location). 

Preliminary results under Rice-typical channel conditions 

indicate position estimation errors of the order of 60 meters for 

K=7, which in the assumed network structure is approximately 

10% of the actual average distance. By using properly 

parameterized filtration systems (Kalman algorithm and 

Moving Average algorithm set), it is possible to increase this 

accuracy by one-third of the initial value. 

I. INTRODUCTION 

HE problem of locating the source of radio radiation is 

very broad. This task can be viewed as a service to a 

locater or located user. The method of its implementation 

varies depending, for example, on the type of services 

(military or civil), type of system, technical capabilities of 

devices (e.g. antenna set), conditions in which the task is 

performed (e.g. type of land cover, user traffic 

characteristics). In the changing world of technology, one of 

the recently popular branches of development is the area 

related to the use of unmanned aerial vehicles  [1]-[3]. They 

are of course used for different purposes and hence can be 

classified differently. 

This study assumes the use of simple, small Unmanned 

Aerial Vehicles (UAV) with an uncomplicated antenna 

system (omnidirectional antenna with low gain) and limited 

computing possibilities (e.g. [4]4[5]). These types of UAVs 

are relatively cheap and can perform various types of 

services in a team (e.g. a swarm of UAVs). The article 

considers the operation of a single UAV, which uses 

Received Signal Strength (RSS) recorded during the flight 

and the Multilateration method [6] to locate the radio signal 

source. Location methods based on RSS measurement 

belong to the Range Based group and are used relatively 

easily, realizing location with moderate accuracy, which can 

be increased by increasing the number of bearing points. 

Technical details such as the curvature of the Earth 

resulting from geodetic corrections are omitted in the study.. 

The results of the analysis shed additional light on the 
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potential averaged efficiency of using simple, single UAVs 

in the process of locating the radiation source based on a 

blind flight over the area of network operation, when the 

UAV performs other functions simultaneously [7]. 

Chapter 2 is a reference to the state of knowledge in the 

analyzed area. The following chapters describe the network 

structure (Chapter 3), the radio channel model (Chapter 4), 

the location method and filtering algorithms for the channel 

response (Chapter 5), and the results of simulation analyzes 

(Chapter 6). 

II. RELATED WORKS 

The use of UAVs to locate the source of radio radiation, 

both indoor and outdoor, is currently the subject of several 

research and applications. Depending on the goals to be 

achieved and the technical capabilities of tracking systems 

and radiation sources, various types of location methods are 

proposed in [8]4[13]. Others are used in military 

applications, others in civil applications. 

In a situation where advanced technical support from 

ground nodes cannot be expected, the possibility of using a 

simple and easy to implement location method based on the 

measurement of the RSS is often considered (e.g. [14]4
[17]). Such algorithms, in connection with the situation 

when we have a large number of measurement values (the 

UAV carries out a relatively large number of measurements 

during the flight while performing other tasks (e.g. securing 

the network integrity [7], [18]) may offer increased location 

accuracy, by using the so-called Multilateration algorithms 

(unlike Trilateration, when the location is based on 

information from only 3 measurement points [19]. 

When assessing the possible location accuracy, it should 

be taken into account that the channel distortions on the Air 

to Ground connections depend mainly on the type of terrain  

[20], however, it can be assumed that due to the elevation of 

the UAV above the ground level, signal fading is not very 

deep [21] and we often deal with a Rice channel with a 

coefficient from K = 7 to K = 14. Nevertheless, increasing 

the accuracy of the location requires additional filtration 

operations, the most popular of which are Kalman filtration 

[22] and the so-called Moving Average. 
 

III. THE NETWORK STRUCTURE 

From the point of view of the ground station location 

algorithm itself, the structure of the network does not matter 

much. However, to cover the issue in more practical reality, 
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it was assumed that the task of the UAV, which performs the 

network flight and records signals from terrestrial [7] radio 

sources, is to indicate the location of nodes beyond the 

network coverage (not connected, Fig. 1) to undertake 

subsequent actions to connect them with the rest of the 

network (e.g. by sending retranslation drones). To average 

the results, tests were carried out for 4 different route cases, 

differing in the value of the parameter R, which can be 

interpreted as the turning radius of the UAV. 

The following main assumptions were made about such a 

network: 

1. The terrestrial network is relatively stationary  

2. Network nodes do not support UAV measurements 

(they do not have GPS receivers). 
 

 

Fig. 1 An example of the location of 20 nodes of a clustered network. 

RN - Regular Node, CH - Cluster Head (red), UAV - Unmanned Aerial 
Vehicle (blue line), UN - Unknown Node (green, the disconnected 

node) 

IV. THE RADIO CHANNEL MODEL 

The characteristics of the radio channel for the case 

considered in the material (ground-air link of UAV) mainly 

depend on the following factors: 

1. Drone flight altitudes. 

2. UAV flight speed and associated Doppler shift. 

3. Land cover (city, suburban area, mountainous area, 

etc.).  

4. Network operating frequencies. 

5. Volatility of the above-mentioned factors. 

 

An overview of these types of channels can be found e.g. 

in [20]. Additional discussion of this type of propagation 

conditions, e.g. in [18]. The conditions assumed in this study 

assume an outdoor LOS (Line of Sight) link modelled by the 

Rice radio channel. According to the guidelines contained in 

[21], the  factor characterizing the depth of decays ranges 

from 7 to 14. 

We can write down that for the Rice channel: 

1.  factor being the ratio of the power of the direct ray to 

the value of the sum of the powers of the other reflected 

components 

  . (1)  

 2. « factor as total received power 
 

 . (2)  
The amplitude of the received signal is defined as: 
 

  «  and   (3)  

and we write the probability density function as: 
 

 
(4)  

Exemplary realizations of the amplitude of the signal 

received by the UAV for the values of the coefficients 

 during a single flight over the network (along the 

selected route) are shown in Fig. 2. The model did not take 

into account the Doppler shift and antenna characteristics, 

assuming low UAV speed and omnidirectional 

characteristics of the antenna with zero gain. 
 

 

Fig. 2 The amplitude of the signal in the Rice channel for the 

coefficient K = 7 

V.   DESCRIPTION OF THE LOCATION METHOD 

As mentioned in Chapter 2, you can find many literature 

sources describing different kinds of localization methods. 

However, if we accept the above-mentioned organizational 

and technical constraints imposed on network and UAV 

devices, the problem narrows significantly. In addition, it is 

worth noting that the assessment of the accuracy of the 

location in the Rice channel presented in this article is based 

on the assumption that we have a large set of measurement 

data, which results in the use of Multilateration algorithms 

[23], [6], Fig. 3. 

Having the bearings from many points, we can save the 

estimated distance from the localized point in the form: 

 

where: 

 (5)  
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d 3 estimated distance from the localized point, 

 3 coordinate  of DF no. i , 

 3 coordinate  of DF no. i . 
 

 

Fig. 3 An example of a directional finding using the Multilateration 

method with the use of n Directional Finders (DF). L (x, y) - position of 

the localized station 

 

The position of the signal source can be expressed, for 

example, in a general form as a solution to the algebraic 

equation [24]: 

 

 

(6)  

 

where z - coordinate z (in a spatial case). 
 

Here, to determine the estimate of the radio signal source 

location, the MATLAB nonlinear regression function was 

used, giving the model function in the form modelfun = @ 

(b, X) (abs (b (1) -X (:, 1)). ^ 2 + abs (b (2) - X (:, 2)). ^ 2). ^ 

(1/2) and the starting point of searching for the optimal 

solution (position of the target station) in the center of the 

monitored plane. 

To increase the accuracy of the location, the measured 

signal was pre-filtered. For comparison, Kalman filtering 

and 7 different Moving Average algorithms were used (Fig. 

4). 

In addition, before performing the proper location 

calculation, taking into account the fact that the filtered 

signal is subject to a time shift (delay), a corresponding 

correcting time shift and averaging window for the Moving 

Average methods were made individually for each filter 

result. 

This action was aimed at minimizing the vector distance 

between the distorted original signal and the filtered signal 

according to the relationship: 
 

 
(7)  

where: 

 3 i-th point of the UAV route, 

 - -i-th RSS level of measured signal, 

 - -i-th RSS level of filtered signal. 

 

 

Fig. 4 The effect of applying filtration using various algorithms 

 

This action resulted in a significant reduction in tracking 

errors.  

VI. SIMULATION RESULTS 

I. System parametrization 

The simulations were carried out in the MATLAB 

R2021b simulation environment (9.11.0.1769968) using the 

parameters presented in Table . 30 channel conditions 

randomization was performed for each set value of the R and 

K parameters.  
TABLE I.  

SIMULATION PARAMETERS 

Parameter Value 

Channel models AWGN, Rice 

K factor of Rice channel 7 to 14 

Noise Variance 1 

Number of UAV 1 

The number of random 

repetitions of each case 

30 

Number of measures In the range from 144 to 362 

depending on the UAV route. 

R [m] 100, 150, 200, 250 

 

II.  Results 

The results of the simulation tests are shown in Fig.5 and 

Fig.6. It can be initially concluded that each of the filtration 

methods increases the efficiency of localization to a similar 

degree. The final error, in the analyzed cases, is the smaller 

the smaller the value of the K coefficient (channel with 

deeper fades), and for K = 7 it is about one-third smaller 

than the original value (Fig. 5). 

The highest potential in the discussed distortion filtration 

process, in the range of small K values, is shown by Kalman 

filtration and the Simple Moving Average. 

VII. CONCLUSION 

The article assesses the accuracy of the location of the 

radio ground station in the Rice Channel based on RSS level 

measurements by the UAV flying around the entire network 

deployment area. As a result of the application of the 

Multilateration method and the nonlinear regression function 
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supported by the filtering algorithms of the measured signal, 

the location accuracy was improved by several to several 

dozen meters depending on the depth of the decays (the 

greater the effect, the deeper the value of the decays). The 

further direction of work will be related to research using 

other types of channels and verification of the obtained 

results in real channel conditions. 
 

 

Fig. 5 Mean position error for Rice channels and various measurement 

signal filtering methods 
 

 

Fig. 6 The standard deviation for the mean position error in the Rice 

channels and different filtration methods 
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Abstract—The article presents the problem of the complexity

of prediction and the analysis of the effectiveness of selected IT

tools in the example of the Covid-19 pandemic data in Poland.

The study used a variety of tools and methods to obtain predic-

tions of extinct infections and mortality for each wave of the

Covid-19 pandemic. The results are presented for the 4th wave

with a detailed description of selected models and methods im-

plemented in the prognostic package of the statistical program-

ming language R, as well as in the Statistica and Microsoft Ex-

cel  programs.  Naive methods,  regression models,  exponential

smoothing methods (including ETS models),  ARIMA models,

and the method of artificial intelligence - autoregressive models

built by neural networks (NNAR) were used. Detailed analysis

was performed and the results for each of these methods were

compared.

I. INTRODUCTION

REDICTION is the process of making certain anticipa-

tions  with  a  definable  probability  of  how phenomena

will develop in the future. It derives from the field of statis-

tics. It is rational in nature and uses data from the past in its

course. Forecasting is used in various areas, such as predict-

ing the weather, electricity consumption, product prices, etc.

The resulting forecasts can provide valuable information and

help in making decisions about future activities.

P

Predicts makes it possible to determine the possible future

values of a time series.  Various methods are available for

their determination. They are based on mathematical models

that describe the values of the series. The models may take

into account many factors, e.g. historical values of the se-

ries, values of predictors, characteristics of the series, etc. A

model is created by performing a series analysis and param-

eter estimation based on the data at hand.

Since the beginning of the Covid-19 pandemic, many dis-

ease prediction models have emerged, shaping the interest of

the  media,  policymakers,  and  the  broader  public  [1,  2].

However, forecasting the future development of a pandemic

is  challenged  by  the  inherent  uncertainty  rooted  in  many

"unknown unknowns," not only about the contagious virus

itself, but also the human, social, and political factors that

coevolve and keep the future of the pandemic open. Fore-

casting models have varying degrees of predictive accuracy.

Researchers  have attempted  analyses  during  previous  epi-

demics  of  the  21st  century,  namely  SARS,  H1N1,  and

Ebola.  As  reported  in  [1,  3],  predictions  of  Ebola  deaths

have often been far from the ultimate reality, with a strong

tendency to overestimate. It is therefore important to com-

municate  the  uncertainty  of  such  analyses.  The  Covid-19

pandemic spread rapidly around the world, and researchers

attempted to estimate the risk. Many researchers around the

world have used various prediction techniques such as the

Susceptible-Infected-Recovered  model,  Susceptible-Ex-

posed-Infected-Recovered model, and Automatic Regressive

Integrated Moving Average (ARIMA) model to predict the

spread  of  this pandemic.   The ARIMA technique has  not

been  extensively  used  in  Covid-19  forecasting  by  re-

searchers due to the claim that it is not suitable for use in

complex and dynamic contexts. However, in [4], the authors

proposed the use of time series algorithms, Autoregressive

Integrated  Moving  Average (ARIMA) and Autoregressive

(AR).  ARIMA-based  models  showed  promising  results

compared to AR-based models. However, the most difficult

challenge was parameter identification due to the sudden in-

crease-decrease  trend  in  coronavirus  cases.  The  proposed

work  presents  prediction  quality  scoring  metrics  for  both

models. In [5], verification was performed to see how accu-

rate the best-fit predictions of the ARIMA model were with

the actual values reported after the entire prediction period.

The results showed that despite the dynamic nature of the

disease  and  the continuous  changes  made by  the  Kuwaiti

government, the actual values for most of the observed pe-

riod were within the prediction limits of our chosen ARIMA

model  with  a  95% confidence  interval.  Another  direction

taken by the researchers is to apply machine learning (ML)

based forecasting mechanisms. ML models have long been

used in many application domains that required the identifi-

cation  and  prioritization  of  adverse  threat  factors.

In the paper  [6],  four  standard  prediction  models  such as

linear  regression  (LR),  least  absolute  shrinkage

and  selection  operator  (LASSO),  support  vector
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machine (SVM), and exponential smoothing (ES) were used 
to predict risk factors. The results proved that ES performs 
best among all the models used, followed by LR and 
LASSO, which perform well in predicting new confirmed 
cases, mortality, and recovery rate, while SVM performs 
poorly in all prediction scenarios given the available data set.  

The author's paper [7] proposes an approach to forecasting 
the spread of pandemics based on a vector autoregression 
model.  Time series of the number of new cases and the 
number of new deaths were combined to obtain a common 
prediction model. Test results based on data from the United 
Arab Emirates, Saudi Arabia, and Kuwait showed that the 
proposed model achieved a high level of accuracy, 
outperforming many existing methods. which can be a 
valuable tool in pandemic management. 

The pandemic has shown that having knowledge and 
prediction of its spread will allow one to respond 
appropriately and attempt to undertake containment.  Results 
obtained in [8] using a network model based on long-short-
term memory (LSTM) have shown promise. The proposed 
model was used to predict the dates when other countries 
would be able to contain the spread of Covid-19. 

In [9], the authors presented the results of a study on 
developing a neural network model for predicting the spread 
of Covid-19. They proposed a predictor based on a classical 
approach with a deep architecture that learns using the 
NAdam training model. Official data from government and 
open source repositories were used for training. The results 
of the proposed model showed high accuracy, which reached 
more than 99% in some cases. 

The scope of this paper is to use different forecasting 
methods and to compare the results obtained for a given set 
of data from the course of the Covid-19 pandemic in Poland. 
The aim is to analyze the correctness and degree of fit of the 
forecasts obtained using different algorithms.  

In the analysis, we used data on the daily incidence and 
death rates registered in Poland during the Covid-19 
pandemic. On their basis, mathematical models were created, 
and then forecasts of subsequent values for time horizons of 
different lengths were carried out. In this way, possible 
scenarios for the course of the pandemic were presented.  

The paper is divided into five chapters. The introduction 
provides a review of the literature and recent trends used in 
the prediction of Covid-19 pandemic trends. Chapter 2 
characterizes the methods and IT tools used in the study such 
as regression and ARIMA models, methods based on neural 
networks, and main packages in R, Statistica, and Excel 
environments. Chapter 3 presents the selected issue of 
forecasting the evolution of a pandemic. Chapter 4 presents a 
description of the experiments and a comparative analysis of 
the results of prediction methods for the 4th wave of the 
pandemic in Poland. The summary, conclusion, and scope of 
future research are presented in Chapter 5. 

II. PREDICTION METHODS AND IT TOOLS 
The paper presents various techniques used in time series 

prediction - from simple ones, such as naive methods, 
through adaptive models and autoregressions to more 
advanced ones, such as ARIMA models or neuro-networks. 
The obtained models will be evaluated in terms of their fit to 
historical realizations of the series and the quality of 
generated forecasts. In addition, the use of selected software 
tools useful in forecastings such as Microsoft Excel, 
Statistica, and RStudio environment using R language 
developed for statistical purposes is presented. We use 
regression models which is a statistical method of describing 
utilizing a function the dependence of the values of some 
variables (explanatory) on the values of others (explanatory, 
predictors) [10], and autoregressive (AR) models describe 
the explanatory variable as a function of its lagged values 
[11-12]. Prediction is also possible based on neural network-
based models. Artificial neural networks have a layered 
structure, which includes neurons that in a simplified way 
mimic the operation of cells found in the human brain. With 
the use of neural networks, it is possible to model the 
autoregression of time series. It consists in feeding the 
network input with delayed values of time series. An 
example of such solution implementation is nnetar() function 
from FORECAST package where one-way neural networks 
with one hidden layer (NNAR models) are used therefore 
forecasting [13-15]. 

III. FORECASTING THE EVOLUTION OF A PANDEMIC USING 
VARIOUS IT TOOLS AND METHODS 

The subject of this study is data related to the course of 
the Covid-19 pandemic in Poland. The decision to use the 
results from their timeliness and availability at the time of 
work creation. The collected data describe the daily numbers 
of infections, deaths, and tests performed between 
05.03.2020 and 25.10.2021. They form a time series that will 
be used to test the effectiveness of different prediction 
methods. 

 
Fig. 1 Regression charts of a series of infection numbers for 
the 4th wave 
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To simplify the code of scripts, functions were prepared to 
create graphs using methods provided by the ggplot2 
package of R language. To validate the quality of models 
and forecasts, functions were created to calculate the values 
of error measures (ME, MAE, MSE, RMSE, MAPE) and to 
select the objects of models and forecasts that are 
characterized by the most satisfactory features (Table I) [12-
15]. 

The fitting of models to historical data and forecasts 
generated by them are presented in Fig. 1. Figure shows the 
fit of the finally selected models to the training series and a 
comparison of the generated forecasts for the 30-day horizon 
with the test series. The forecast charts also show the ranges 
for the 80% and 95% confidence levels. 

IV. TIME SERIES ANALYSIS OF PANDEMIC WAVE 4 DEATH 
NUMBERS 

The following methods were selected to forecast the 
values of death numbers for the 4th wave (time period from 
26.09.2021 to 25.10.2021): 
÷ R - simple naive method, 
÷ R - seasonal naive method, 
÷ R - incremental naive method, 
÷ R - linear regression model including linear trend and 

seasonal variables built on training time series with 
observations from 17.07.2021 to 25.09.2021), 

÷ R - ETS(A,Ad,A) model estimated using historical 
values of death numbers from 05.03.2020 to 
25.09.2021, 

÷ R - ARIMA(2,1,2)(0,1,1) model built on the basis of 
modified by adding constant 1 and undergoing Box-
Cox transformation training time series with 
observations from 05.03.2020 to 25.09.2021, 

÷ R - NNAR(22,1,12)  model selected based on the 
training series with observations from 05.03.2020 to 
25.09.2021, 

÷ Statistica - Holt model estimated based on the training 
series with observations from 28.03.2020 to 
25.09.2021, 

÷ Statistica - Winters model estimated based on modified 
(addition of constant 1 and natural logarithmization) 
training time series with values from 28.03.2020 to 
25.09.2021. 

÷ Statistica - ARIMA(3,1,3)(2,1,2) )  model built based 
on modified by adding constant 1 and undergoing 
natural logarithmization training time series with 
observations from 28.03.2020 to 25.09.2021, 

÷ Microsoft Excel - ETS(A,A,A) model estimated from 
the modified training series with death numbers from 
28.03.2020 to 25.09.2021. 
 

TABLE I. 
A SUMMARY OF THE VALUES OF THE MEASURES OF THE ACCURACY OF THE PREDICTIONS OF THE NUMBER OF INFECTIONS OBTAINED BY 

THE NAIVE METHODS 

 ME MAE MSE RMSE MAPE 

Forecasts for 
wave 1 

simple naive 
method 61.03333 109.1 16914.433 130.0555 14.77851 

seasonal naive 
method 75.56667 108.2333 16411.967 128.1092 14.6654 

incremental 
naive method -3.80327 111.4168 16287.586 127.6228 16.56339 

Forecasts for 
wave 2 

simple naive 
method 10850.97 10850.97 144349654 12014.56 49.82617 

seasonal naive 
method 12019.67 12019.67 170837763 13070.49 56.40277 

incremental 
naive method 10222.1 10222.1 128708885 11344.99 46.87582 

Forecasts for 
wave 3 

simple naive 
method 12524.6 12767.6 215657209 14685.27 48.94015 

seasonal naive 
method 7015.067 7351.933 72519578 8515.843 29.32963 

incremental 
naive method 12074.23 12400.53 205532085 14336.39 47.49426 

Forecasts for 
wave 4 

simple naive 
method 1525.667 1593.467 4984209.6 2232.534 53.85878 

seasonal naive 
method 1719.233 1719.233 5393828.5 2322.462 58.65325 

incremental 
naive method 1500.687 1571.495 4871069 2207.05 53.14973 
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We concluded that predictions obtained using the Winters

method in the Statistica program are characterized by very

large values in comparison with predictions created by other

methods.  They differed significantly from the test  (actual)

values and were therefore not considered in further analyses.

The predictions (excluding those mentioned) are shown in

the graph (Fig. 2). 

Fig. 2 Comparison of predictions with actual death counts for the 4th

wave

Ex post forecast error measures were calculated. The cal-

culation of MAPE values omitted cases for which the value

of observations in the test series was equal to 0 (27.09.2021,

04.10.2021,  11.10.2021,  and 25.10.2021).  The most  satis-

factory predictions were obtained from the ARIMA(3,1,3)

(2,1,2) model in Statistica software.

V. CONCLUSION

The study used a variety of tools and methods to obtain

projections  of  expired  infection  and  death  rates  for  each

wave of the Covid-19 pandemic. Forecasting was performed

using  models  and  methods  implemented  in  the  forecast

package of the statistical  programming language named R

and the programs Statistica and Microsoft Excel. With the

first  tool,  naive  methods,  regression  models,  exponential

smoothing methods (including ETS models), ARIMA mod-

els, and artificial intelligence method - autoregressive mod-

els built by neural networks (NNAR) were applied for the

examined time series. In Statistica software, modules were

used to create predictions based on exponential smoothing

methods and ARIMA models. In the case of Excel, predic-

tions were obtained using prediction sheets. 

MAE, RMSE, and MAPE error  measures  were  used  to

verify the quality of the applied models and methods. Based

on their values calculated for the training time series, a pre-

liminary selection of the best variants of methods and mod-

els within one category was made (e.g. selection of the best

regression  model  from among models  taking into account

various predictors). The final selection of the best solution

for a particular time series was based on the values of the

ex-post forecast error measures (calculated for the test set).

Based on the analysis of the final results (forecasts obtained

with the selected methods), based on the values of the test

error measures, the solutions that allowed obtaining the most

satisfactory predictions were indicated. For the time series

of  infection  rates,  a  multiplicative  variant  of  the  Winters

method from the family of exponential equalization methods

was selected as the best forecasting method. For the time se-

ries of deaths, the use of ARIMA models was selected as the

best approach.
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Abstract—Denotational semantic model and its implementation
in C/C++ are presented for a virtual machine executing programs
written in the CPDev development environment according to
IEC 61131 standard. Programs written in IEC ST language
are compiled to control-oriented intermediate language designed
specifically for the machine. Architecture of the machine and
its operation are represented by formal semantic model which
assigns abstract algebraic objects to denote machine behaviour.
Execution of intermediate language instructions is described in
details by denotational semantic equations followed strictly by
C/C++ implementations to assure reliability of the machine.

I. INTRODUCTION

THE concept of virtual machines as platforms for software
execution had a significant impact on computer science

for almost half a century [1], [2]. A virtual machine (VM) is
understood as a kind of processor with a certain instruction set
and data types, which is implemented by software on particular
hardware platforms. A VM processes an intermediate code
generated by a compiler from a source program. The concept
of VMs has been gaining importance due to the widespread use
of the Java [3] and the .NET [4], [5]. Solutions based on VMs
have some important advantages, namely a) source program
and intermediate code are independent of target platforms, b)
one compiler is sufficient, c) programs are executed in safe
environments. The disadvantages include slower execution of
the intermediate code and the need to develop a runtime
environment suitable for the target platform.

This paper deals with the development of a runtime en-
vironment for control programs written according to the
standard IEC 61131 [6]. The IEC standard defines the pro-
gramming languages: Structured Text (ST), Instruction List
(IL), Ladder Diagram (LD), Function Block Diagram (FBD)
and Sequential Function Chart (SFC). Here, employing the
VM concept appears to be particularly justified in order to
cope with the large variety of target platforms. The CPDev
engineering environment [7] uses this concept to program
controllers according to the IEC standard. It consists of a
compiler translating ST to intermediate code and a VM-based
runtime system written in C. Initially, small and medium-scale
controllers were considered [8]. Recently, however, motivated
by applications with extensive calculations, arose the need
to extend the CPDev compiler and its VM. Therefore, some
additional assumptions were imposed, namely:

• to develop a semantic model of the machine and its
intermediate language followed by a C implementation,

• to achieve scalability of the machine depending on the
particular hardware and application requirements,

The model formalizes the VM description as an interpreter
of the intermediate code, including instruction and operand
decoding, and low-level operations while executing the in-
structions. Denotational semantics [9], [10] appropriate to
formally describe programming languages are applied [11],
[12]. For denotations the λ-notation is adequate and, therefore,
applied [9], [13].

II. VIRTUAL MACHINE ARCHITECTURE

The architecture of the VM includes [14]: code and data
memories, stacks and registers. The instruction processing
module fetches successive instructions from Code memory and
executes them acquiring values of operands either from Data
or Code memory. Results are stored in Data memory.

Registers: The program counter is kept in the CodeReg
register. The data base register DataReg is set by calls to
and returns from subprograms, including function blocks and
functions. When entering a subprogram the current values of
CodeReg and DataReg are pushed onto Code stack and Data
stack. The machine also includes the Flags register with status
flags signaling errors or unusual situations.

VMASM intermediate language: The virtual machine oper-
ates as an interpreter of assembly code called VMASM (VM
Assembler). The syntax is:

[:label] instruction [operand1][,operand2]...

Instruction set: Functions and system procedures are two
kinds of virtual machine instructions. Examples are shown in
Table I.

The compilation of the simple ST instruction

MOTOR:=(START OR MOTOR) AND NOT STOP;

is presented in Listing 1. At first, the variables START and
MOTOR are ORed and the result is stored in a temporary
variable ?LR?A03. If it is zero, JZ jumps to :?A02, where
MCD sets MOTOR to 0 interpreted as FALSE. If ?LR?A03 is
not zero, the function NOT performs logical negation of STOP
storing the result in ?LR?A05. If it is zero, JZ jumps to the
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TABLE I
SELECTED FUNCTIONS AND PROCEDURES

Mnemonic Meaning Operator
Functions

ADD Addition + (arithm.)
SUB Subtraction - (arithm.)
GT Greater >
EQ Equal =
NE Not equal <>
NOT Negation - (unary)
AND Logical and &

System procedures
JMP Unconditional jump
JZ, JNZ Conditional jumps
CALB Subroutine call
RETURN Return from subroutine
MCD Initialize data

:?A02 as before to set MOTOR to 0. If not, the first MCD
sets MOTOR to 1 (TRUE). This is followed by JMP to :?E08
from which another code begins.

Listing 1. Example of VMASM mnemonic code
OR ?LR?A03, START, MOTOR

JZ ?LR?A03, :?A02

NOT ?LR?A05, STOP

JZ ?LR?A05, :?A02

MCD MOTOR, #01, #01

JMP :?E08

:?A02

MCD MOTOR, #01, #00

:?E08

III. SCALABILITY

The data types and instructions of the VMASM language are
defined in XML-formatted library configuration files (LCF).

Types and instructions: A portion of type definitions is
shown in Listing 2. By applying deny-type one can restrict
some data types. Aliases to existing types and special types
not specified in the IEC standard can be defined, too.

Listing 2. Type definition
<deny-type name="LREAL" />
<type name="USINT" implement="alias">
<alias name="BYTE"/>

</type> ...

Functions: The definition of one in the group of ADD
functions is presented in Listing 3. The virtual machine code
vmcode consists of two bytes, with the first one 01 identi-
fying the group, whereas the second *2 indicates a flexible
number of inputs (*) and identifies the data type (2) processed.
The two components of vmcode are called group and type
identifier, and are denoted by ig and it. By choosing an
appropriate it, type-specific functions such as ADD:SINT,
ADD:INT, etc. are defined.

Listing 3. Function definition
<function name="ADD" vmcode="01*2" return="INT">

<operands>
<op no="*" name="a*" type="INT"/>

</operands>
</function> ...

Procedures: All system procedures are identified by
ig=1C. The second byte it of vmcode indicates a particular
procedure. The definitions of JNZ and CALB are shown in
Listing 4. JNZ executes a conditional jump to :gclabel,
CALB calls the subprogram at :gclabel.

Listing 4. Procedure definitions
<sysproc name="JNZ" vmcode="1C01">

<op no="0" name="cnd" type="BOOL"/>
<op no="1" name="clbl" type=":gclabel"/>

</sysproc>
<sysproc name="CALB" vmcode="1C16">

<op no="0" name="inst" type=":rdlabel"/>
<op no="1" name="clbl" type=":gclabel"/>

</sysproc>

Operand types: The following types are available:
• :gclabel :gdlabel – global pointer (address) to

Code/Data memory,
• :rclabel :rdlabel – address relative to actual con-

tent of code/data register,
• :imm – immediate value (direct, constant).

IV. SEMANTIC MODEL

Semantic models provide formal descriptions of program-
ming languages [11], [15]. In case of VMASM, the model
consists of domains describing the virtual machine’s states,
memory functions, value interpreters relating memory to
VMASM types, limited range operators, and a universal se-
mantic function.

Semantic domains: The domain BasicTypes consists of
four sets reflecting the memory sizes of the VMASM types.
The domain Address specifies 16- or 32-bit implementation.
The general domain Memory is a function mapping Address
to Byte1. Stack models a sequence (∗) of Address domains
(Kleene closure).

BasicTypes = Byte1 +Bytes2 +

+Bytes4 +Bytes8

Address = if AddressSize = 2 then
Bytes2 else Bytes4

Memory = Address → Byte1

CodeMemory = Memory

Stack = Address∗

CodeStack = Stack

CodeReg = Address

F lags = Bytes2

State: The purpose of program execution is to change the
current state into a new one. The state of the VM is a Cartesian
product of memory domains, stacks, registers and flags, i.e.

State = CodeMemory ×DataMemory ×
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× CodeStack ×DataStack ×
× CodeReg ×DataReg × Flags

Model functions: The functions presented below model low-
level operations executed on memory, stacks and flags.

• Get data from memory (read)

G1BM = (Address×Memory) → Byte1

G2BM = (Address×Memory) → Bytes2

G4BM = (Address×Memory) → Bytes4

G8BM = (Address×Memory) → Bytes8

• Get address from memory

GetAddress = (Address×Memory) → Address

• Memory update (write)

U1BM = (Address×Memory ×Byte1) → Memory

U2BM = (Address×Memory ×Bytes2) → Memory

U4BM = (Address×Memory ×Bytes4) → Memory

U8BM = (Address×Memory ×Bytes8) → Memory

• Memory move (copy)

MemMove = (Address×Memory ×Address×
×Memory ×Byte1) → Memory

The two Addresses represent source and target, respec-
tively with Byte1 denoting number of bytes being moved.

• Stack functions
Push = (Stack ×Address) → Stack

Pop = Stack → (Address× Stack)

Value interpreters: The following sample functions provide
numerical interpretations of memory chunks.

BoolOf = Byte1 → BOOL

FromBool = BOOL → Byte1

IntOf = Bytes2 → INT

FromInt = INT → Bytes2

DIntOf = Bytes4 → DINT

FromDInt = DINT → Bytes4

LIntOf = Bytes8 → LINT

FromLInt = LINT → Bytes8

Limited range operators: The virtual machine executes
arithmetic operations in limited ranges, dependent on the
particular types. For signed integers addition ⊕ is defined by

a⊕ b = if (a+ b) >= 0

then (a+ b) mod (−MinRange(a))

else (a+ b) mod (−MinRange(a) + 1)

where MinRange for SINT, INT, DINT and LINT means
−128, −32768, −231 or −263, respectively. For unsigned
integers USINT, UINT etc. we have

a⊕ b = (a+ b) mod (MaxRange(a))

where MaxRange means 256, 65536 etc.

Unification: The operator := used in expression unifies
both sides. If the right side is an expression, then the left side
is a variable with the value of the right side (assignment). If
the left side is a tuple and the right side a variable, then the
variable is split into the tuple’s components.

Universal semantic function: To jointly express the concept
of decoding group and type, followed by execution of a
particular instruction, one may define a universal function
covering all instructions

U:any_instruction; = State → State (1)

Internally, after decoding ig and it, this function calls a
specific function of the form

C:instruction; = State → State (2)

Instruction decoding: Instruction decoding can formally be
expressed by the denotational semantic equation shown in
Listing 5. According to [9] or [13], the λ-expression has
the form of λs.body, where s denotes the current state and
body determines the value returned by the function. The body
consists of a sequence of operations, the first of which splits
current state s into a tuple composed of model components.
The other operations decode the values of identifiers ig and it,
update the code register to cr2 and, by means of match ... with
statements, call particular C functions. The result provided by
C defines the new state s1 returned by the function U .

Listing 5. Denotational equation for the function U
U:any_instruction; =
λs.(cm, dm, cs, ds, cr, dr, f lg) := s
ig := G1BM(cr, cm)
cr1 := cr ⊕ 1
it := G1BM(cr1, cm)
cr2 := cr1 ⊕ 1
s1 := match ig with

| 01 → match it with
| 22 → C:ADD:INT:r:op1:op2;

(cm, dm, cs, ds, cr2, dr, f lg)
| 32 → C:ADD:INT:r:op1:op2:op3

;(cm, dm, cs, ds, cr2, dr, f lg)
| ...
end

| ...
end

s1

V. DENOTATIONS AND IMPLEMENTATIONS

Denotational equations modeling the VMASM instructions
have the common form C:...; = λs.body where the dots on
the left side are replaced by the descriptor of a particular
instruction. Splitting current state s into components through
unification

(cm, dm, cs, ds, cr, dr, f lg) := s (3)

is the first operation in body.
Assume that while calling a particular function C by the

universal function U , the code register cr points to the first
operand. (actually cr2 in Listing 5). If the operand is a variable
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or label, then its value, i.e. address, is acquired from code
memory cm by

operand := GetAddress(cr, cm) (4a)

In case of a global variable or label, operand stands for
a direct address in data or code memory. If, however, the
operand is a local variable of a subprogram, then the value
operand means an address relative to the current value of
data base register dr, which was set earlier by a subprogram
call. Therefore, the address of a local variable is obtained by
adding

operandaddr := dr ⊕ operand (4b)

The value of a variable, here shown for a Boolean, in data
memory dm is read out and interpreted by composition

BoolOf(G1BM(operandaddr, dm)) (5)

If an instruction has another operand, the code register cr
is incremented to point to the next memory location by

cr1 := cr ⊕AddressSize (6)

Defining the new state s1 as the tuple

s1 := (cm, ...) (7)

is the last operation in body, with the dots being replaced by
new values of the data memory (if updated), stacks, etc.

Basic procedures: The denotational equation of the uncon-
ditional jump JNZ is presented in Listing 6 and subprogram
call CALB in Listing 7.

Listing 6. Denotation of JNZ procedure
C:JNZ:cnd:clbl; = λs.
(cm, dm, cs, ds, cr, dr, f lg) := s
cnd := GetAddress(cr, cm)
cndaddr := dr ⊕ cnd
cr1 := cr ⊕AddressSize
clbl := GetAddress(cr1, cm)
cr2 := cr1 ⊕AddressSize
ctl := BoolOf(G1BM(cndaddr, dm))
s1 := match ctl with

| true → (cm, dm, cs, ds, clbl, dr, f lg)
| false → (cm, dm, cs, ds, cr2, dr, f lg) end

s1

Listing 7. Denotation of CALB procedure
C:CALB:inst:clbl; = λs.
(cm, dm, cs, ds, cr, dr, f lg) := s
inst := GetAddress(cr, cm)
iad := dr ⊕ inst
cr1 := cr ⊕AddressSize
clbl := GetAddress(cr1, cm)
cr2 := cr1 ⊕AddressSize
s1 := (cm, dm,Push(cs, cr2), Push(ds, dr), clbl, iad, flg)
s1

The equation of JNZ has two operands, the conditional
variable cnd in data memory and the code label clbl as
before. The address cndaddr is determined according to (4a)
and (4b) (with the content dr of the data base register equal

to zero in case of a global variable). The code register is
incremented to cr1 to obtain the address clbl and, then, to
cr2 pointing to the next instruction. The Boolean value ctl
controlling execution is determined as in (5). Depending on
ctl, the code register of s1 includes either clbl or cr2.

The first operand of CALB is the label of an instance
in data memory for which the subprogram beginning at the
label clbl is executed. The instance address iad and the
subprogram address clbl are determined as before. cr2 points
to the next instruction. Since the contents of cr2, dr must be
remembered for the subprogram return, they are pushed onto
corresponding stacks.

Listing 8 shows C implementation of the JNZ and CALB.
All system procedures having the common group identifier 1C
are handled by a single general function IG_SYSCPROC_1C,
with type identifier it as its parameter. The command
switch selects a particular procedure. Each of the code
segments sets codeReg to a new value depending on the
respective meaning. CALB also modify dataReg.

Listing 8. Implementations of JNZ and CALB procedures
void IG_SYSPROC_1C(BYTE it) {
switch(it) {
case 0x01: /* JNZ conditional jump */ {
ADDRESS cndaddr = dataReg + GetCodeAddress();
ADDRESS clbl = GetCodeAddress();
BOOL ctl = BOOLOf(G1BMData(cndaddr));
if (ctl) codeReg = clbl;
} break;
case 0x16: /* CALB call a function block */ {
ADDRESS iad = dataReg + GetCodeAddress();
ADDRESS clbl = GetCodeAddress();
push_CodeStack(codeReg);
push_DataStack(dataReg);
dataReg = iad;
codeReg = clbl;
} break;
... /* other procedures */
default: /* unknown code */
flags |= FAULT;
break; }

Selected functions: The semantics of function NOT pre-
sented in Listing 9 negates the value stored at op1. The
addresses raddr, op1addr are determined as before, followed
by the Boolean value bv obtained as in (5). By means of the
function U1BM (Sec. IV) the value at raddr in data memory
dm is then updated. That value is determined from bv by the
FromBool and match ... with construct. um denotes the new
state of the data memory. The C implementation of the NOT
function presented in Listing 10 corresponds directly to its
semantics.

In the case of the function EQ (Listing 11) two LINT
operands op1, op2 are checked for equality. The Boolean
value cmp follows from comparison (=) of the LINT numbers
determined by LIntOf . The updated data memory in s1 is
the result of invoking U1BM . The byte stored at raddr is
given by FromBool(cmp). The function IG_EQ_12 from
Listing 12 implements the comparison EQ for all relevant data
types (group) via a parameterized macrodefinition EQ_TYPE.
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The value of an operand of a particular TYPE is deter-
mined in EQ_TYPE by the function TYPE##Of with given
sizeof(TYPE).

Listing 9. Denotation of NOT function
C:NOT:r:op1; = λs.
(cm, dm, cs, ds, cr, dr, f lg) := s
r := GetAddress(cr, cm)
raddr := dr ⊕ r
cr1 := cr ⊕AddressSize
op1 := GetAddress(cr1, cm)
op1addr := dr ⊕ op1
cr2 := cr1 ⊕AddressSize
bv := BoolOf(G1BM(op1addr, dm))
um := U1BM(raddr, dm,FromBool(match bv with
| true → false
| false → true end))
s1 := (cm, um, cs, ds, cr2, dr, f lg)
s1

Listing 10. Implementation of NOT function
ADDRESS raddr = dataReg + GetCodeAddress();
ADDRESS op1addr = dataReg + GetCodeAddress();
BOOL bv = BOOLOf(G1BMData(op1addr));
U1BM(raddr, FromBOOL(

bv ? FALSE : TRUE ));

Listing 11. Denotation of EQ function
C:EQ:LINT:r:op1:op2; = λs.
(cm, dm, cs, ds, cr, dr, f lg) := s
r := GetAddress(cr, cm)
raddr := dr ⊕ r
cr1 := cr ⊕AddressSize
op1 := GetAddress(cr1, cm)
op1addr := dr ⊕ op1
cr2 := cr1 ⊕AddressSize
op2 := GetAddress(cr2, cm)
op2addr := dr ⊕ op2
cr3 := cr2 ⊕AddressSize
cmp := LIntOf(G8BM(op1addr, dm))
= LIntOf(G8BM(op2addr, dm))

s1 := (cm,U1BM(raddr, dm,
FromBool(cmp)), cs, ds, cr3, dr, f lg)
s1

Listing 12. Implementation of EQ function
#define EQ_TYPE(TYPE) \
case IT_EQ_##TYPE & 0x000F: {\
ADDRESS raddr = dataReg + GetCodeAddress(); \
ADDRESS op1addr = dataReg + GetCodeAddress(); \
ADDRESS op2addr = dataReg + GetCodeAddress(); \
TYPE op1 = TYPE##Of(GetMemData(op1addr, sizeof(TYPE)

)); \
TYPE op2 = TYPE##Of(GetMemData(op2addr, sizeof(TYPE)

)); \
BOOL cmp = op1 == op2; \
U1BM(raddr, FromBOOL(cmp));\
break;

void IG_EQ_12(BYTE it) {
switch (it & 0x0F) {
EQ_TYPE(SINT);
EQ_TYPE(INT);
EQ_TYPE(DINT);

EQ_TYPE(LINT);
... /* other types */

default: /* unknown code */
flag |= FAULT;

}
return; }

VI. CONCLUSION

Architecture, VMASM intermediate language, and deno-
tational semantic model have been presented for a virtual
machine executing IEC control programs. The machine’s
scalability covers the address size, available data types and
instructions. A semantic model was developed to enhance
software quality. Denotational equations modeling VMASM
instructions are directly followed by C implementations.

ACKNOWLEDGMENT

This project is financed by the Minister of Education and
Science of the Republic of Poland within the “Regional
Initiative of Excellence” program for years 2019–2022. Project
number 027/RID/2018/19, amount granted 11 999 900 PLN.

REFERENCES

[1] B. Venners, Inside the Java Virtual Machine. McGraw-Hill Companies,
1997.

[2] R. F. Stärk, J. Schmid, and E. Börger, Java and the Java Virtual Machine.
Berlin: Springer Heidelberg, 2001.

[3] T. Lindholm, F. Yellin, G. Bracha, and A. Buckley, The Java® Virtual
Machine Specification. Oracle America, Inc., 2013.

[4] T. L. Thai and L. H., .NET Framework Essentials. O’Reilly Media,
2001.

[5] ECMA-335 Standard, Common Language Infrastructure (CLI).
Geneva: ECMA, 2012.

[6] IEC 61131-3 Standard, Programmable Controllers. Part 3. Program-
ming languages. International Standard: IEC, 2013.
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Abstract—The article presents a prototype indoor space map-
ping solution using RFID transponders. The autonomous robot
reads the information they contain using a set of several readers,
which improves the process. The design of the robot prototype is
based on the STM32 NUCLEO module. Two types of transponder
grids are considered, square and triangular. Simulation results
for both grid types show the efficiency of reading information
from transponders by the moving robot.

I. INTRODUCTION

AUTONOMOUS navigation robots are currently the sub-
ject of much research, and the RFID technique [1], [2],

[3] is often used in experimental developments as part of a
robot navigation and indoor mapping system [4], [5]. Such
systems are used to identify objects with passive or semi-
passive tags equipped with a writable memory with an in-
formation capacity far superior to the currently used barcodes
[1]. RFID systems can be used in many areas, particularly
in the ISM field (Industrial, Scientific, Medical). Building
exploration, surface, and space mapping using such robots is
also a promising area of research [6], [7]. Complex systems
consisting of a robot group can also pose communication
challenges [8], [9].

A great advantage of RFID systems is that the information
can be read from multiple tagged objects simultaneously. A
robot that is equipped with an RFID reader can use information
and coordinates stored in RFID transponders embedded in
walls, floors, doors, and furniture [10], [11]. This is illustrated
in Fig. 1.

Unfortunately, reading the information does not provide
knowledge about the location of the object on a surface or in
space. Therefore, quickly reaching the correct object can be a
problem. Therefore, in the field of RFID systems, the problem
of mapping the space in which transponders are located is an
important research area [12], [13], [14], [15], [16], [17], [18].

Fig. 1: The use of RFID transponder grids for indoor mapping
with a robot
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Fig. 2: An overview of the autonomous robot

It has also been noted that it is possible to use this technique
in a different way and attempt to determine the position of
a mobile robot equipped with an RFID reader based on the
readings and analysis of the signals obtained when reading
information from tags placed at known locations [19], [20],
[21], [22]. Many of the existing studies are based on the use
of the RSSI (received signal strength index) method [22],
[23]. This is sometimes extended with methods related to
odometry and the use of EKF filtering to increase the accuracy
of position estimation [24]. There are also original solutions
based, for example, on the phase measurement of the signal
reflected from the transponder and carrying the information
read from the transponder [25].

However, the above-mentioned studies mainly cover a very
obtuse mathematical apparatus and almost completely ignore
the issue of location support with data stored in the transponder
memory. This gap was very quickly recognized, which resulted
in the development of various solutions using RFID transpon-
ders to determine the location and orientation of a robot
equipped with an RFID reader, starting from simple solutions
with information on how the robot should read the stored
transponders [26] to advanced systems using measurement
of the power of the signal reflected from RFID transponders
placed in a grid [27].

II. PROPOSED SOLUTION

This work considers a room mapping system using a robot
with four readers and the components shown schematically in
Fig. 2. The nature of RFID systems must consider the fact
that uninterrupted operation of readers is necessary to provide
power to transponders deployed in space and to correctly read
information from their memory.

Due to the principle of operation, it is possible to distinguish
two types of solutions that determine the energy transmission
in RFID systems. The first are systems operating on the
principle of inductive coupling, and the second is propagation
coupling. The energy transferred between the reader and the
transponder is transmitted through a magnetic field (Fig. 3),

Fig. 3: General scheme of the RFID identification system

and its amount depends on the surface and mutual position of
the receiving and transmitting antennas. For proper operation
of the system, it is necessary to activate the RFID transponder
antenna with resonant frequency, because it causes maximal
current flow in the antenna circuit.

Passive transponders are mostly used with inductive cou-
pling. In the basic scenario each transponder transmits its
serial number as long as it is in the area of correct reader
operation. The maximum range is achieved when the magnetic
field lines generated by the reader antenna are perpendicular
to the winding plane of the badge antenna coil. If the field
lines are parallel to the coil, the connection does not occur,
and no power is provided. The maximum range of readers is
mostly limited by administrative restrictions on the maximum
allowable intensity of the magnetic field produced by the
reader antenna.

Propagation coupling is used for communication in the UHF
band. Here, in contrast to inductive coupled systems, the far-
field region is used, and it is assumed that the electromagnetic
field strength is independent of the presence of transponders
in the field of the reader antenna. The information exchange
between transponders and a reader is based on the modulation
of magnetic field modulation.

The performance of an RFID system can be comprehen-
sively described by the idea of interrogation zone. It describes
field, energy and communication issues of RFID system
components [28]. Proper estimation of this area allows a
wider implementation of multiple object identification. Due
to the different modes of operation, the interrogation zone
is defined differently for inductive and propagation systems.
However, in both cases, energy is transferred through radio
waves, so each must comply with acceptable radiation stan-
dards based on CEPT/ERC 70-03 recommendations. Based
on these guidelines, the minimum field strength needed to
power the transponders can be determined [29]. Like any
electrical/electronic equipment, a robot is a potential source of
electromagnetic interference and must be designed in accor-
dance with the requirements of EMC Directive 2014/30/EU.
There are no subject standards for this class of equipment yet,
so the evaluation must be done according to the requirements
of the general standard IEC 61000-6-3 [29].
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III. RFID TRANSPONDER ARRANGEMENT

Thanks to the use of a grid of RFID transponders (sensors),
it is possible to build an environment that will determine
the coordinates of the sensors, memorize parameters of the
environment and the motion path of moving objects. Thus,
this approach makes it possible to implement a control system
for an autonomous mobile object [30]. The distribution of
transponders, the correlation of distances between them and
the area of correct operation of the RFID system significantly
affects the number of simultaneously detected transponders.
A larger number of transponders in the interrogation zone
requires a longer time needed for transponder recognition (use
of multiple identification algorithm, reading of data contained
in memory of individual transponders). On the other hand, the
time influences, to a large extent, parameters of movement of
a mobile object, and mainly determines its movement speed.
However, temporary lack of transponders in the interrogation
zone causes, that the mobile navigation system loses for some
time the actuality of position data.

Among the many possibilities for the deployment of
transponders in the considered area, two rational solutions
can be distinguished as shown in Fig. 4 with triangle and
square distribution of transponders. If the activity areas of
individual transponders have a circular shape (with radius R),
according to the theoretical premises of total area coverage
[31], the most economical solution is to locate transponders in
the vertices of an equilateral triangle (with side length: R

√
3).

However, the problem is more complicated, because this
arrangement is superimposed by the area of correct operation
of the RFID system (Interrogation Zone - IZ), which is usually
approximated to the shape of a circle of radius R [32].

Fig. 4: The structure of transponders deployment: a) triangle,
b) square

Fig. 5: Perspective view of the robot prototype

IV. THE MOBILE ROBOT

The robot built in this work is intended to be a mobile
structure moving inside a building, i.e., in a closed and highly
confined space. In order to reduce the likelihood of potential
problems during the construction and use of the RFID system,
the support structure was made entirely of materials that do
not cause wave interference during RFID reader operation, i.e.,
plastic. A central STM32 NUCLEO-F303RE microprocessor
unit with additional electronic components, such as a position
sensor and a Bluetooth module, was placed on the support
structure in the central part of the robot. The RFID readers
were mounted in the robot, two per side in two different
planes, horizontally and vertically, respectively. Additionally,
a distance sensor has been placed at the front of the robot to
detect and avoid obstacles. A Lipo battery pack is used as the
power source for the robot.

For primary structure a LEGO mechanical components and
drive assemblies were used to build the robot. The drive
system consists of two servos. Each of them has an internal
reduction gear, so their maximum torque is 8 N/cm and
their maximum holding torque is 12 N/cm. In addition, the
accuracy of the internal rotation sensor is 1 degree. On the
prepared drive base, a skeleton of the supporting structure
was mounted, to which the remaining components were then
attached, such as: ultrasonic distance sensor, Bluetooth module
eight RFID readers (Fig. 5); and indirectly through a special
extension overlay: multiplexer, two motor control systems,
microprocessor system, 9DoF inertial navigation unit.

V. RESULTS

An application in MathCad was developed for the com-
puter simulation of selected structures of the distribution
of transponders on a surface. Two types of structures were
analyzed: a square grid and a triangular grid. The sizes of
the surface on which the transponders are distributed can be
freely defined, but since the structures in question are regular,
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(a) (b)

Fig. 6: Assumptions to the simulation process for grid configu-
rations: a) triangle, b) square

the analysis of a limited area of this surface is sufficient for
simulation purposes. This is shown in Figure 6.

For comparison purposes, identical areas of 0.45m x 0.45m
were assumed for both grid configurations. The distances
between transponders, respectively for the triangular grid DT

and the square grid DK , can be defined independently for
both cases, but they are in close relation to each other. The
case where for both structures, for any antenna position of the
reader-programmer system with respect to the transponders,
there is at least one transponder in the interrogation zone was
chosen as the most reasonable one. The cases omitted are, in
which, during movement, the control system does not detect
any transponder and must use more advanced algorithms to
correctly determine the location. The above assumption leads
to the relationship:

DT = 3/2 ∗
"

3/2 ∗DK (1)

Considering relation (1), DK = 0.05m was assumed, while
DT = 0.092m. The mobile object can move in any direction
and according to any defined trajectory, but for simplicity
of calculations, it was assumed that the movement will take
place only along a straight line, for three different directions
(Fig. 6), respectively: Route No. 1, Route No. 2 and Route
No. 3). The shape of the region of correct operation was
assumed to be a circle with a defined radius R (Fig. 7). The x-
axis was discretized by running 100 equidistant lines, and the
steps of analyzing individual motion trajectories correspond
to their projections on the x-axis, for successive discretization
steps. It follows from this that the scope of the analysis of
the successive steps is limited to the shortest projection of
the motion trajectory on the x-axis. This is the projection of
Route 3 and determines the range of analysis in the interval
<0;0.26 m>.

In order to illustrate the problem in question, below is
an analysis of a selected case of configuration of spatial
distribution of tags in correlation with the size of the interro-
gation zone of the RFID system. Fig. 8 compares the number
of transponders in the interrogation zone for the selected
structures of their distribution: square grid and triangular grid,
respectively, when changing the position of the RWD system
antenna according to the assumed motion trajectories.

Fig. 7: Interrogation zone and limit consideration

The structure of transponder distribution has a significant
influence on the number of transponders, located in the in-
terrogation zone, as well as the dynamics of changes of this
number. For comparison purposes, a statistical analysis was
performed according to the relation:

SrKwTr =
Σ

lIdKwk
−lIdTrk

lIdKwk

100
∗ 100 (2)

where: k is the step of the mobile object (interrogation
zone) along the x-axis, lIdKw - number of transponders in
the interrogation zone of the RFID system for a square grid,
lIdTr - number of transponders in the interrogation zone
of the RFID system for a triangular grid. The number of
transponders is greater for the square grid, on average by more
than 30%. For example: for road 1: SrKwTr ≈ 33%, for road
2: SrKwTr ≈ 35%, and for road 3: SrKwTr ≈ 29%. The

Fig. 8: RFID transponders count in interrogation zone with
radius R = 0.15m
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observed, rapid increase in the number of transponders in the
first phase of traffic (slope of characteristics for road x up to
about 0.12m) is caused by reaching the point where there is a
full coverage of the IZ into the zone marked with transponders.

The above conclusions lead to the conclusion that the higher
resolution of the transponders with respect to the interrogation
zone, results in a percentage of more information for a square
grid than for a triangular grid. This situation significantly
affects the need to process more data in order to decide the
next step in the movement of the mobile object, and thus
requires an increase in the computing power of the control
system or a reduction in the maximum speed of movement of
the mobile object.
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C. Zieliński, and M. Kaliczyńska, Eds. Cham: Springer International
Publishing, 2018. ISBN 978-3-319-77179-3 pp. 490–499.

[10] C. Li, L. Mo, and D. Zhang, “Review on uhf rfid localization methods,”
IEEE Journal of Radio Frequency Identification, vol. 3, no. 4, pp. 205–
215, 2019. doi: 10.1109/JRFID.2019.2924346

[11] S. Willis and S. Helal, “Rfid information grid for blind navigation
and wayfinding,” in 9th IEEE International Symposium on Wearable
Computers, ISWC 2005. IEEE, 2005. doi: 10.1109/ISWC.2005.46.
ISBN 0769524192 pp. 34–37.

[12] G. Yang and J. Saniie, “Sight-to-sound human-machine interface for
guiding and navigating visually impaired people,” IEEE Access, vol. 8,
pp. 185 416–185 428, 2020. doi: 10.1109/ACCESS.2020.3029426

[13] H.-Y. Yu, J.-J. Chen, and T.-R. Hsiang, “Design and implementa-
tion of a real-time object location system based on passive rfid
tags,” IEEE Sensors Journal, vol. 15, pp. 1–1, 09 2015. doi:
10.1109/JSEN.2015.2432452

[14] C.-Y. Yao and W.-C. Hsia, “An indoor positioning system based on the
dual-channel passive rfid technology,” IEEE Sensors Journal, vol. 18,
no. 11, pp. 4654–4663, 2018. doi: 10.1109/JSEN.2018.2828044

[15] Q. Wen, Y. Liang, C. Wu, A. Tavares, and X. Han, “Indoor localization
algorithm based on artificial neural network and radio-frequency identi-
fication reference tags,” Advances in Mechanical Engineering, vol. 10,
no. 12, p. 1687814018808682, 2018. doi: 10.1177/1687814018808682

[16] J. Pomarico-Franquiz and Y. Shmaliy, “Accurate self-localization in rfid
tag information grids using fir filtering,” IEEE Transactions on Industrial
Informatics, vol. 10, 02 2014. doi: 10.1109/TII.2014.2310952

[17] S. P. Subramanian, J. Sommer, S. Schmitt, and W. Rosenstiel, “Ril
— reliable rfid based indoor localization for pedestrians,” in 2008
16th International Conference on Software, Telecommunications and
Computer Networks, 2008. doi: 10.1109/SOFTCOM.2008.4669483 pp.
218–222.

[18] C. Jiang, Y. He, X. Zheng, and Y. Liu, “Omnitrack: Orientation-
aware rfid tracking with centimeter-level accuracy,” IEEE Transac-
tions on Mobile Computing, vol. 20, no. 2, pp. 634–646, 2021. doi:
10.1109/TMC.2019.2949412

[19] L. Yang, J. Cao, W. Zhu, and S. Tang, “Accurate and effi-
cient object tracking based on passive rfid,” IEEE Transactions on
Mobile Computing, vol. 14, no. 11, pp. 2188–2200, 2015. doi:
10.1109/TMC.2014.2381232

[20] S. S. Saab and Z. S. Nakad, “A standalone rfid indoor positioning system
using passive tags,” IEEE Transactions on Industrial Electronics, vol. 58,
no. 5, pp. 1961–1970, 2011. doi: 10.1109/TIE.2010.2055774

[21] A. Motroni, P. Nepa, A. Buffi, and B. Tellini, “Robot localization via
passive uhf-rfid technology: State-of-the-art and challenges,” in 2020
IEEE International Conference on RFID (RFID), 2020. doi: 10.1109/R-
FID49298.2020.9244884 pp. 1–8.

[22] A. Motroni, A. Buffi, and P. Nepa, “A survey on indoor vehicle
localization through rfid technology,” IEEE Access, vol. 9, pp. 17 921–
17 942, 2021. doi: 10.1109/ACCESS.2021.3052316

[23] C. Wu, B. Tao, H. Wu, Z. Gong, and Z. Yin, “A uhf rfid-based dynamic
object following method for a mobile robot using phase difference
information,” IEEE Transactions on Instrumentation and Measurement,
vol. 70, pp. 1–11, 2021. doi: 10.1109/TIM.2021.3073712

[24] C. Röhrig, D. Heß, and F. Künemund, “Constrained kalman filtering
for indoor localization of transport vehicles using floor-installed hf rfid
transponders,” in 2015 IEEE International Conference on RFID (RFID),
2015. doi: 10.1109/RFID.2015.7113081 pp. 113–120.

[25] B. Tao, H. Wu, Z. Gong, Z. Yin, and H. Ding, “An rfid-based mobile
robot localization method combining phase difference and readability,”
IEEE Transactions on Automation Science and Engineering, vol. 18,
no. 3, pp. 1406–1416, 2021. doi: 10.1109/TASE.2020.3006724

[26] C. Wu, B. Tao, H. Wu, Z. Gong, and Z. Yin, “A uhf rfid-based dynamic
object following method for a mobile robot using phase difference
information,” IEEE Transactions on Instrumentation and Measurement,
vol. 70, pp. 1–11, 2021. doi: 10.1109/TIM.2021.3073712

[27] C. Jiang, Y. He, X. Zheng, and Y. Liu, “Orientation-aware rfid tracking
with centimeter-level accuracy,” in 2018 17th ACM/IEEE International
Conference on Information Processing in Sensor Networks (IPSN), 2018.
doi: 10.1109/IPSN.2018.00057 pp. 290–301.

[28] P. Jankowski-Mihuowicz, W. Kalita, and B. Pawowicz, “Problem of
dynamic change of tags location in anticollision rfid systems,” Mi-
croelectronics Reliability, vol. 48, no. 6, pp. 911–918, 2008. doi:
https://doi.org/10.1016/j.microrel.2008.03.006 Thermal, Mechanical and
Multi-physics Simulation and Experiments in Micro-electronics and
Micro-systems (EuroSimE 2007).

[29] S. IEC 61000-6-3, Electromagnetic Compatibility - Part 6-3: Generic
Standards - Emission Standard For Residential, Commercial And Light-
industrial Environments. International Standard: IEC, 2020.

[30] M. Hubacz, B. Pawłowicz, and B. Trybus, “Using multiple rfid readers
in mobile robots for surface exploration,” in Automation 2019, ser. Ad-
vances in Intelligent Systems and Computing, R. Szewczyk, C. Zielinski,
and M. Kaliczynska, Eds., vol. 920. Springer, 2019. doi: 10.1007/978-
3-030-13273-6_56 pp. 608–615.

[31] R. Kershner, “The number of circles covering a set,” American Journal
of Mathematics, vol. 61, no. 3, pp. 665–671, 1939. [Online]. Available:
http://www.jstor.org/stable/2371320

[32] M. Konieczny, B. Pawłowicz, J. Potencki, and M. Skoczylas, “Ap-
plication of rfid technology in navigation of mobile robot,” in 2017
21st European Microelectronics and Packaging Conference (EMPC)
Exhibition, 2017. doi: 10.23919/EMPC.2017.8346907 pp. 1–4.

MARIUSZ SKOCZYLAS ET AL.: ROOM MAPPING SYSTEM USING RFID AND MOBILE ROBOTS 597





6th Workshop on Internet of Things—Enablers,
Challenges and Applications

THE Internet of Things is a technology which is rapidly
emerging the world. IoT applications include: smart city

initiatives, wearable devices aimed to real-time health monitor-
ing, smart homes and buildings, smart vehicles, environment
monitoring, intelligent border protection, logistics support. The
Internet of Things is a paradigm that assumes a pervasive
presence in the environment of many smart things, including
sensors, actuators, embedded systems and other similar de-
vices. Widespread connectivity, getting cheaper smart devices
and a great demand for data, testify to that the IoT will
continue to grow by leaps and bounds. The business models
of various industries are being redesigned on basis of the
IoT paradigm. But the successful deployment of the IoT is
conditioned by the progress in solving many problems. These
issues are as the following:
• The integration of heterogeneous sensors and systems

with different technologies taking account environmental
constraints, and data confidentiality levels;

• Big challenges on information management for the appli-
cations of IoT in different fields (trustworthiness, prove-
nance, privacy);

• Security challenges related to co-existence and intercon-
nection of many IoT networks;

• Challenges related to reliability and dependability, espe-
cially when the IoT becomes the mission critical compo-
nent;

• Zero-configuration or other convenient approaches to
simplify the deployment and configuration of IoT and
self-healing of IoT networks;

• Knowledge discovery, especially semantic and syntactical
discovering of the information from data provided by IoT.

The IoT technical session is seeking original, high quality
research papers related to such topics. The session will also
solicit papers about current implementation efforts, research
results, as well as position statements from industry and
academia regarding applications of IoT. The focus areas will
be, but not limited to, the challenges on networking and infor-
mation management, security and ensuring privacy, logistics,
situation awareness, and medical care.

TOPICS

The IoT session is seeking original, high quality research
papers related to following topics:

• Future communication technologies (Future Internet;
Wireless Sensor Networks; Web-services, 5G, 4G, LTE,
LTE-Advanced; WLAN, WPAN; Small cell Networks. . . )
for IoT,

• Intelligent Internet Communication,
• IoT Standards,
• Networking Technologies for IoT,
• Protocols and Algorithms for IoT,
• Self-Organization and Self-Healing of IoT Networks,
• Object Naming, Security and Privacy in the IoT Environ-

ment,
• Security Issues of IoT,
• Integration of Heterogeneous Networks, Sensors and Sys-

tems,
• Context Modeling, Reasoning and Context-aware Com-

puting,
• Fault-Tolerant Networking for Content Dissemination,
• IoT Architecture Design, Interoperability and Technolo-

gies,
• Data or Power Management for IoT,
• Fog—Cloud Interactions and Enabling Protocols,
• Reliability and Dependability of mission critical IoT,
• Unmanned-Aerial-Vehicles (UAV) Platforms, Swarms

and Networking,
• Data Analytics for IoT,
• Artificial Intelligence and IoT,
• Applications of IoT (Healthcare, Military, Logistics, Sup-

ply Chains, Agriculture, ...),
• E-commerce and IoT.

The session will also solicit papers about current implementa-
tion efforts, research results, as well as position statements
from industry and academia regarding applications of IoT.
Focus areas will be, but not limited to above mentioned topics.

TECHNICAL SESSION CHAIRS

• Cao, Ning, College of Information Engineering, Qingdao
Binhai University

• Chudzikiewicz, Jan, Military University of Technology,
Poland
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Abstract4 Most Internet-of-Things (IoT) devices and smart

sensors are connected via the Internet using IP communication

directly  accessed by  a  server  that  collect  sensor  information

periodically  or  event-based.  The  spatial  context  (the

environment in which the sensor or devices is situated) is not

reflected  accurately  by  Internet  connectivity,  and  which  is

additionally  not  everywhere  available.  In  this  work,  smart

devices communicate connectionless and ad-hoc by using low-

energy  Bluetooth  broadcasting  available  in  any  smartphone

and in most embedded computers. Bi-directional connectionless

communication  is  established  via  the  advertisements  and

scanning modes. The communication nodes can exchange data

via functional tuples using a tuple space service on each node.

Tuple space access is performed by simple evenat-based agents.

The  Bluetooth  Low  Energy  Tuple  Space  (BeeTS)  service

enables  opportunistic,  ad-hoc  and  loosely  coupled  device

communication with a spatial context.

INTRODUCTION AND OVERVIEW

HE number of embedded systems grows exponentially.

Ubiquitous and pervasive computing introduced visible

and  non-visible  low-resource  and  mobile  devices.  Most

Internet-of-Thing (IoT) devices  and smart  sensors  are still

connected via the Internet using IP communication that are

accessed  by  a  server  that  collect  sensor  information

periodically  or  event-based.  Internet  access  is  not

everywhere  available.  Additionally,  the residential  time of

mobile  devices  can  be  short,  not  suitable  for  ad-hoc

connection-based  and  negotiated  communication.  Finally,

the spatial context (the environment in which the sensor or

device  is  situated)  is  not  considered  (or  inaccurately

determined)  by  Internet  connectivity.  even  new  5G

technologies  will  not  fully  solve  context-aware

communication  [1].  In  this  work,  smart  devices

communicate  connectionless  and  ad-hoc  by  using  low-

energy Bluetooth available in any Smartphone and in most

embedded  computers,  e.g.,  the  Raspberry  PI  or  ESP32

devices.  Bi-directional  connectionless  communication  is

established via the advertisement and scanning modes used

in parallel.  The communication nodes can exchange small

data or functional tuples using a tuple space service. Mobile

devices act  as tuple carriers  that  can carry tuples between

T

different  locations.  Additionally,  UDP-based  Intranet

communication can be used to connect tuple spaces.

Tuple spaces are widely used for data storage for loosely

coupled distributed data processing systems. The Bluetooth

Low  Energy  Tuple  Space  (BeeTS)  service  is  a  lazy

distributed  tuple  space  server  and  client.  BeeTS  uses

Bluetooth and UDP broadcasting for tuple space interaction

and tuple exchange. BeeTS supports tuples with an arity up

to 4.

A tuple space provides a spatial context, i.e., tuple space

access (by mobile devices) is limited to nearby devices, well

suited for mobile networks [2]. Distributed tuple spaces can

be  connected  by  routers  using  IP  communication  if

available.  The router  composes global space sets by tuple

exchange and replication using hybrid rule- and event-based

agents. These rules can be changed at run-time and the code

can use Machine Learning algorithms to optimally distribute

tuples under resource and spatial constraints.

The  novelty  of  this  work  is  two-folded.  Firstly,  an

ubiquitous radio broadcast medium is used for low-distance

communication in ad-hoc mobile networks combined with a

unified  tuple  space  paradigm.  Secondly,  the  tuple  space

communication is performed by simple reactive event-based

agents programmed in JavaScript that can be sent to a node

via  the  tuple  space  operations,  too.  Agent-based  message

routing [3] is well suited in highly dynamic and unstructured

network environments. The generative tuple space paradigm

is well suited for ad-hoc mobile networks [4], especially if

this paradigm is coupled with the agent paradigm [5]. 

COMMUNICATION

It  is  assumed that  there is  a  broadcast  medium  B,  e.g.,

using  radio  waves,  which  can  reach  a  number  of  nodes

NB={ni}i=1
k defining a receive area/range coverage C(B,N)(t)

that changes over time t.  B can send broadcast messages  m

to all listening nodes reachable by B. The set of nodes within

B can  vary  on  time  and  spatial  scale.  Furthermore,  it  is

assumed that there is a probability pi(m,ri,j,[t0,t¹]) ∈ [0,1] that

a  message  m is  received  by  a  node  i sent  by  node  j in

distance  r within  a  time  interval  [t0,t¹].  These  two

assumptions  are  fundamental  for  the  proposed  distributed

tuple spaces.
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It is assumed that single packets that can be send over B

are strictly limited by a small number of bits, e.g., 200-300

Bits. This requires a compact and optimized message format,

discussed in the next sub-section.

There are seven different message types:

÷ OUT stores a tuple in all tuple spaces receiving this

message;

÷ RD and INP requesting tuples from all receiving tu-

ple spaces;

÷ TEST checks for the existence of a tuple or set of

tuples;

÷ TUPLE is either an initial message sending this tu-

ple to all receiving nodes without; storing the tuple

in the respective tuple space, or a reply to a tuple

request;

÷ IAMHERE and WHERE messages are used for node

search.

The message format consists of a message header and the

data payload. The sequence number is required to detect the

reception  of  multiple  copies  of  the  same  message,  a

prerequisite for deployment with the Bluetooth device back-

end that sends a message multiple times. The signature byte

specifies  the following tuple data pay-load.  Depending on

the  back-end  communication  device  and  the  supported

packet  format,  the  number  of  pay-load  bytes  can  be  very

small.  The signature field specifies  the type of each  tuple

element with a tuple limit of four elements. For Bluetooth

advertisement packages there is NBLE=32, for the UDP back-

end it is at most NUDPg512. The message header and the data

payload is encoded in an BLE advertisement packet using

one  device  local  name  attribute  (ASCII85  encoded)  and

seven 16 Bit service UUID attribute fields.

In  contrast  to  typical  tuple  space  services,  the  tuple

operations are not atomic here. They can be executed at any

given time point t in the near future or never, and the set of

reachable tuple spaces that execute the request is not bound

and  can  be  zero.  There  is  no  assumption  that  neither  a

message  arrives  at  a  specific  node  nor  that  request  is

processed successfully.  There are filter rules processed by

agents  that  can  be prevent  tuple  operation  execution,  too.

That means, the  INP operation is only a suggestion to all

receiving  tuple  spaces  to  remove  a  matching  tuple.  All

operations  pose  a  probabilistic  behaviour,  i.e.,  there  is  a

probability g 0 that a message is processed.

The encoding of  tuples  is  done automatically.  Before  a

tuple is encoded and packed, a signature is derived, numbers

are classified either in integer 16 Bit or float 32 Bit values

depending on the actual value. 

Devices  can  access  remote  tuple  spaces  of  nearby

neighbouring  nodes  (typically  in  the  range  of  1-10m)  by

using  BLE  broadcasting  (called  ble-ts).  A  device  in

advertisement mode will send out periodically advertisement

message  that  contain  a  small  payload  depending  on  the

advertisement message class. In this work, the pay-load is

limited to 32 Bytes. There are 40 RF channels in BLE, each

separated  by  2  MHz  (centre-to-centre).  Three  of  these

channels  are  called  the  primary  advertising  channels

(labelled 37, 38, and 39), while the remaining 37 channels

are  called  the  secondary  advertisement  channels  (they  are

also the ones used for data transfer during a connection). The

primary channels are switched randomly in periods. On the

other side, the scanning devices has to switch the (primary)

receiving channels randomly, too. There is a probability  p,

that an advertisement packet is received if both scanner and

advertiser are switch on the same channel and if there is no

other sending within the receiving range creating collision

(invalidation of the message).

In addition to the BLE broadcast communication, nodes

that are connected to a local IP network can exchange tuple

requests  via  UDP  broadcast  messages  (called  udp-ts).

Although,  UDP  messaging  is  theoretically  reliable,  UDP

broadcasting  via  wireless  connections  is  not  supported.

Security  is  provided  by  a  symmetric  two-way  encryption

with format-preserving encryption of tuple messages using

byte look-up tables.

BEETS

The principle network architecture combining Bluetooth

and  UDP-IP  broadcast  communication  technologies  is

shown  in  Fig.  1.  Tuple  messages  can  either  be  sent  via

Bluetooth advertisement  (based on [7])  or via single UDP

packets  within a  local  IP network.  BeeTS is  programmed

entirely in JavaScript and can be executed by node.js with a

Bluetooth socket modules for BLE access, the noble module

for the central BLE part, and  bleno for the peripheral part.

Note  that  BeeTS uses  the  peripheral  and  central  (master)

mode simultaneously (advertising and scanning), requiring a

Bluetooth device with version g 4.0. BeeTS is basically a

small library module written in JavaScript. Smartphones act

as mobile devices and provide both a rich set of sensors and

BLE  connectivity.  Each  communication  back-end  can

receive  tuple  requests.  If  there  is  a  listener  installed  for

tuples  (with  pattern  matching),  incoming  tuples  (TUPLE

message) can be consumed by the listener or not. Otherwise,

incoming tuples are stored in the local tuple space. 

There  are  agents  acting  as  a  bridge  between  the

communication back-end and the tuple space. They can filter

incoming  messages  and  decide  to  reply  immediately,  to

access the tuple space, or to discard the message. Agents are

functional code that listen to incoming tuple requests. There

can be more than one agent. Communication between agents

is established via the tuple space, too.

A  broadcast  message  sending  via  BLE  enables  the

advertisement mode of the device for a specific time interval

[ts,te], shown in Fig. 1 (a). The duration of the time interval

�t determines  the  receiving  probability,  the  collision

probability (if more than one station is sending), the number

of advertisement packets that contain the message m, and the

number of different messages that can be sent per second.

The interval time �t must at least 3 ×  tsw, with  tsw as the
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average channel switching time of the sender (and receiver).

It  is  assumed that  the sender  and  receiver  have the same

switching  time,  typically  100  ms.  Important  to  note  that

channel  switching  introduces  small  dead  time  intervals

(about 1-10ms). A suitable value for �t is about 500ms.

Fig. 1. (a) BLE communication (b) Security by FPE (c) The hybrid network 

architecture using BLE and UDP-IP broadcast communication; n: 

stationary node, b: Stationary beacon, m: Mobile node, TS: Tuple space, R:

Rule-based router (d) Message routing by agents between different TS

Each  physical  communication  interface  (BLE/UDP)  is

attached  to  itws  own  tuple  space,  i.e.,  there  ate  two

distributed  space  sets  connected  via  BLE  and  UDP,

respectively. This division is grounded in the spatial context

of  tuple  spaces.  Using  BLE  communication  only  nearby

nodes  can  insert  or  remove  tuples,  whereas  UDP

communication enables tuple exchange over short and large

distances, too. Tuple exchange between BLE and UDP tuple

spaces is provided by a customisable router, shown in Fig. 1

(c).  Application-specific  routing  rules  (functional  code)

provide transfers  based on patterns  and content  of  tuples.

The rule set is dynamic and can be changed at run-time. The

router  extends the visibility  and scope of  tuples  based on

adaptive  code.  The code  can  use  Machine  Learning,  e.g.,

reinforcement learning, to improve tuple space distribution.

The  routers  connect  local  spaces  and  compose  organised

global spaces.

Each time a message is received it is passed to the Remote

Procedure Call layer (RPC). Among the message data, the

sender MAC ID,  a time stamp, and the signal  strength is

added to the message.

The  BeeTS  framework  basically  provides  a

communication  platform  using  radio  communication  like

Bluetooth  or  WLAN.  The  communication  bandwidth  of

various devices can be significantly limited (e.g., in the case

of  Bluetooth  advertisement  mode  that  can  be  only  2

messages/second). One main feature of BeeTS nodes is the

capability  to  execute  event-based  reactive  agents

programmed  in  JavaScript  that  perform,  e.g.,  filtering  of

incoming tuple space requests. An agent is functional data

consisting  of  private  body  variables  (including  functional

values)  and event  handlers  that  are activated by incoming

messages,  sensors  (if  the  host  platform  provides  them),

periodically, or only one time. Agents are executed in sand-

boxed  containers  and  are  used  for  message  filtering  and

routing between different tuple spaces, shown in Fig. 1 (d).

The format-preserving  encryption  of  tuple messages  using

look-up tables is shown in Fig. 1 (b).

USE-CASE: DISTRIBUTED SMART BUILDING CONTROL

This  use-case  deploys  three  different  node  classes

implementing a distributed building light control system:

1. Stationary  beacons  (Raspberry  3)  equipped  with

BLE and WLAN connectivity and supporting ble-

and  udp-connected  tuple  spaces  in  both  test  and

production deployment;

2. Mobile devices (battery powered RP Zero stacked

with a smartphone for  testing,  stand-alone smart-

phone in production systems) supporting ble- and

udp-connected  tuple  spaces  in  test  and  ble-con-

nected  tuple  spaces  only  in  production  environ-

ments;

3. A central monitoring and light control service sup-

porting udp-connected tuple spaces.

Each  node  deploys  at  least  one  event-based  agent  that

implements necessary node operations like interaction with

mobile  devices  or  users,  and  tuple  filtering  and  bridging.

Beacons  consume and aggregate  mainly sensor  data  from

mobile (sensorised)  devices  like  smartphones  and  forward

micro-surveys from the central server to mobile devices. But

beacons  can  initiate  and  manage  micro-surveys,  too.  To

minimise the number of sent tuples via the BLE device, the

mobile nodes monitor the user behaviour by analysing the

accelerometer  and  gyroscope  sensors.  Updates  of  light

sensor  tuples  are  only  sent  if  either  the  light  conditions

changes or the mobile device was moved in space. For rapid

prototyping,  smartphones  are  using  generic  Web  browser

loading  an  application  page  from  the  locally  attached

Raspberry PI zero bundled with the smartphone. All sensor

data  is  sent  to  the  embedded  computer  that  executes  the

mobile  application  logic  and  that  performed  the  BLE

communication.

Mobile devices uses their light sensor in conjunction with

accelerometer and gyroscope sensors to estimate the ambient
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light conditions and the user mobility by classifying the user

activity in rest, smartphone use, and movement phases. 

The measured light sensor data is processed by a sensor

agent  that  tries  to  estimate  if  the  smartphone is  currently

exposed to external light or if it is stored in a box. If external

light  is  detected,  sensor  light  tuples  are  sent  via  BLE.

Nearby beacons distributed in the building about every 10-

20m (and one per room/floor) collect these tuples and send

aggregated sensor light values to the central server via udp-

connected tuple spaces.

Among sensor tuples, there are micro-survey tuples that

are  sent  from a  beacon  (initially  delivered  by  the  central

server  via  the  UDP  tuple  space)  to  mobile  devices.  If  a

device supports HMI (e.g., a smartphone), a short question is

posted  to  a  chat  dialogue  platform embedded  either.  The

user can answer the question and the answer is passed back

to the beacon (or any other beacon due to movement). The

beacons collect the micro-survey replies and forward them

to the central server.

For  the  evaluation  of  the  loss  rate  of  BLE tuple  space

communication,  a  partial  set-up  was  chosen  with  four

beacons at four different spatial positions and four mobile

devices here all at the same position. An average loss below

10% can be achieved  within a radius  of about  5m. Some

nodes  can  communicate  over  larger  distances  up  to  10m.

The  tuple  message  send  time  interval  has  no  significant

impact on the loss rate within time interval [500s,2000s] and

with this (small) set-up. If the number of nodes within the

radio range increases, the loss rate will increase.

CONCLUSION

In  this  work,  The  Bluetooth  Low Energy  Tuple  Space

(BeeTS) service  enables  opportunistic,  ad-hoc and loosely

coupled device communication with distributed tuple spaces

that are used to exchange data between devices providing a

spatial  context  with  respect  to  data  and  communication.

Smart  devices  access  the  tuple  spaces  by  tuple  message

communication  using  event-based  agents.  The

communication is connectionless and ad-hoc by using low-

energy Bluetooth broadcasting available in any Smartphone

and  in  most  embedded  computers,  e.g.,  the  Raspberry  PI

devices.  Bi-directional  connectionless  communication  is

established via the advertisement and scanning modes used

in parallel by transferring encoded tuple messages. Mobile

devices act  as tuple carriers  that  can carry tuples between

different  locations.  Additionally,  UDP-based  Intranet

communication can  be used to  connect  tuple spaces.  with

spatial  context.  Multiple  independent  tuple  spaces  can  be

serviced on one network node bridged by agents. Among the

tuple spaces, BeeTS implements simple reactive event-based

agents.  These  agents  perform  tuple  space  management,

interaction between devices and users, and they act as tuple

filters  and  forwarders  between  multiple  tuple  spaces.  A

preliminary  study  showed  the  suitability  of  the  broadcast

communication for distributed ad-hoc networks preserving a

spatial context lacking in other approaches. Analysis showed

a low loss of BLE broadcast messages (about 10-20%) but

higher  and  unpredictable  loss  rates  of  UDP  broadcast

communication  using  WLAN,  even  if  N:1  unicast

communication was used to simulate broadcast messages.

APPENDIX: EXAMPLE AGENT

The  following  example  shows  an  event-based  agent

programmed  in  JavaScript  reacting  on  tuple  messages.  It

consists of body variables and the event section. A specific

tuple space can be selected.

var agent = {
-  x  : 0,
'  y  : 0,
5  ..
-  on : {
'    'ts.udp:(TIME,?)':  function (ev) {
'      ts.ble.notify(ev.tuple);
'      return consumed?;
'    },
'    'ts.ble:(SENSOR,?,?,?)':function (ev) {
'      log(ev.tuple,ev.from,ev.rssi)
'      ts.udp.out(['EVENT',
'                 JSON.stringify(ev.tuple),
'                 ev.from,ev.time]);
'      return consumed?;
'    },
'    init : function () {
'      this.x=random(1,1000);
'    },
'    1000 : function (counter) {
'      // called each 1000 ms
'      return true
'    },
'    'sensor.light:abs(sensor-sensor0)>50': 
'      function (ev) {
'        if (ev.sensor>500) 
'          ts.ble.notify(['ALARM',
'                         'LIGHT','HIGH']);
'      }
5  },
}
Agent.create(agent);
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Abstract—Modern embedded systems’ increasing complexity
and varied safety levels make it hard to coordinate all func-
tionalities within a single run-time environment. Access to more
advanced and capacious hardware changes the trend from
utilising many separated platforms into one managing the whole
compounded airborne system. Providing an appropriate isolation
and synchronisation level is achievable only by adapting an
operating system with separation mechanisms into UAV systems.
This paper introduces Phoenix-RTOS, the microkernel struc-
tured real-time operating system designed to be consistent with
aerospace standards DO-178C and ARINC 653. The current
market offers many counterparts like VxWorks, Integrity 178,
PikeOS and many others. These products are well known and
used in leading-edge avionics and space projects. However, it is
not possible to use them in many low-budget projects due to
the high price. The Phoenix-RTOS differs from others and is an
open-source project becoming a standard solution for energy, gas
meters and UAV systems.
In this paper, we focus on the currently designed mechanisms of
microkernel architecture for providing a mixed-criticality system,
particularly for compliance with ARINC 653. Engineers have
been identifying time and space partitioning issues to cope with
tight worst-case execution bounds of critical tasks.

I. INTRODUCTION

THE Unmanned Air Vehicles (UAV) market increased
significantly in recent years. However, plans about fly-

ing machines carrying out missions of particular importance
(e.g. transport of hazardous substances and medical supplies)
above our heads in inhabited areas cannot become a reality
without ensuring the high safety standards of airborne systems.
According to European Union regulations introduced in 2019
[1], the UAV can be allowed to conduct a mission in the urban
environment only after a positive certification process con-
ducted by the civil aviation agencies such as European Union
Aviation Safety Agency (EASA) or Federal Aviation Agency
(FAA). To reduce the time of the certification process, the
manufacturers choose certified Real-Time Operating Systems
(RTOS) to run their critical and non-critical applications. The
current market offers several operating systems compliant with
aviation standards, but only large companies can afford them
due to high license costs. To overcome this obstacle Phoenix
Systems has started working on Phoenix-RTOS 178 version
compliant with aviation standards [1]. Making a system as
an open source product allows manufacturers with a limited
budget to enter the market. The new version of the Phoenix-

RTOS is designed to comply with DO-178C and ARINC 653
standards described in the next paragraph.

A. Aviation Standards

Standards play a crucial role in the aerospace industry.
One of the most important is DO-178C, the fulfilment of
which allows usage software in airborne devices. DO-178C
defines five levels of failure caused by software: catastrophic,
hazardous, major, minor, and no effect. Moreover, it defines
five corresponding Design Assurance Levels (DAL) from
the most rigorous level A to level E. Depending on the
DAL level, tenants’ appropriate process management has to
be fulfilled. Another one, Aeronautical Radio Incorporated
(ARINC) standard focuses on technical aspects that define a
series of detailed rules for a dedicated area, like data trans-
mission protocols, cockpit user interfaces, and many others.
The aerospace projects are always compliant with DO-178C,
however meeting the ARINC standards depends on project’s
requirements. The best policy for operating system develop-
ment for critical applications is described in standard ARINC
653. Running different critically level software on the same
hardware platform is the primary domain of Integrated Mod-
ular Avionics (IMA). To realize an IMA approach in RTOS,
the Partitioning Operating System (POS) concept should be
introduced to support spatial and time partitioning [10]. In the
avionics industry, the Avionics Application Standard Software
Interface, called APEX provided by ARINC 653, has been
introduced as a set of guidelines to provide a standardized
interface between POS and avionics applications [10]. The
leading role of the ARINC 653 is to improve the safety and
certification process of safety-critical systems and outline the
architectures approach for POS’s engineers [10]. More details
about APEX are presented in the fourth section.

B. History of Phoenix-RTOS

The idea for writing a new RTOS originates from the
Warsaw University of Technology where the prototype of
Phoenix-RTOS was developed from scratch as a master thesis
[1] in 1998. The rapidly growing Internet of Things (IoT)
market resulted in an industry need where a new operating
system with efficient implementation and rich functionalities
to be required.
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Due to this fact, the second version of Phoenix-RTOS was
developed by Phoenix Systems and widely implemented in
data concentrators for the smart grid, smart energy meters and
smart gas meters. Phoenix-RTOS 2 is recognized on the market
as a real-time system for the smart grid and software-defined
solutions.

The third version of the system based on a microker-
nel architecture has been developed to be easily used in
microcontroller-based low power devices and more advanced
processors. The new approach provided in version three allows
the use of Phoenix-RTOS on a broad range of processors
architecture from the smallest ones like ARM Cortex-M, to
more those complex like ARM Cortex-A, ia32 or RISC-
V [1]. Employing the Phoenix-RTOS in version three to
the energy meters sector has proven its applicability for
high complexity systems which work in harsh environments.
The experience obtained in the industry moved the company
forward in achieving the next milestone to make Phoenix-
RTOS consistent with DO-178C standard in a design assurance
level A.

Phoenix-RTOS compliant with DO-178C is developed as
an open-source project under the BSD license. From the time
of writing this paper, only several open-source competitors
supporting ARINC 653 have been found, which are described
in the third chapter. The rest of the systems for critical pur-
poses are commercial. It is strongly believed that by providing
the system as an open-source product, the gap in the market
is filled for projects with a limited budget, and the topic of
critical systems will be covered.

This paper presents our consideration for partitioned based
microkernel development in Phoenix-RTOS. A current trends
analysis in the industry has been conducted and there are
visible alternatives that can be offered by the open-source
product. The research focuses on implementing microkernel
mechanisms to support spatial and time partitioning to fill
ARINC 653 requirements.

II. MIXED CRITICALITY SYSTEM

Operating systems for critical purposes should be highly
reliable. As is considered in Tanenbaum et al. [5] they should
not be interrupted entirely or halted to recover from a failure
that occurs in a module that is not in the critical execution
path of a service or an internal operation [4]. To achieve this
goal, operating systems should provide safety and security
functionalities not to allow the non-critical zone’s fault to
propagate to a critical one. Safety and security functions
seem to be similar, and although these terms have common
elements, they differ. This chapter presents the concept of
safety-critical and security-critical systems in more detail. The
next one presents examples of systems divided into appropriate
categories.

A. Safety-critical

The main challenge tackled by a safety-critical system is to
provide a clear border between different critical zones called
partitions. Due to this fact, these kinds of operating systems

are often called partitions kernels. Partitioning mechanisms
should provide spatial and temporal separation [2]. Moreover,
the partition kernel is in charge of resources management such
as I/O devices to permit access to only assigned parts of the
system. To enforce spatial separation, each individual partition
runs in a hardware-protected address space. For this purpose,
the Memory Management Unit (MMU) performs mapping of
virtual to physical addresses. To enforce time separation, each
partition and thread have a dedicated time slot of the CPU in
which the actions have to be completed. The static analysis is
obligatory to define the Worst-Case Execution Time (WCET)
of each running partition and process. Based on the WCET
the best scheduling algorithm is selected to take control of the
CPU when attempts of time overrun occur. The central concept
of a safety system requires static resource allocation for
partitions and static analysis of system performance. Safety-
critical systems are compliant with DO-178C and ARINC 653.
However, standards do not impose requirements describing
how spatial and time separation should be performed. The
chosen solutions can differ between individual systems.

B. Security-critical

The security-critical systems originate from the concept of
Multiple Independent Levels of Security (MILS) specification,
which is a high-assurance architecture based on separation and
information flow security [3]. The foundation of MILS is a
Separation Kernel (SK), which is responsible for adherence of
data isolation, damage limitation and resource partitioning. SK
extends partitioning kernels of sets of specific functionalities
to enforce security separation, and information flow [2]. The
security requirements are known as Common Criteria (CC) [3]
establishing seven Evaluation Assurance Levels (EAL) from 1
to 7, which is the most rigorous. Moreover, CC defines robust
requirements dedicated to an operating system called Sepa-
ration Kernel Protection Profile (SKPP). To obtain satisfying
certification for EAL7, the partitioning mechanisms have to
be rigorously verified using formal methods [3]. Compared to
partitioning kernels, SK provides a more dynamic environment
that does not have to be known ahead of time. The typical
approach to realizing separation kernel is based on embedded
hypervisor and software virtualization mechanisms. The hyper-
visor layer manages the system resources and virtual partitions,
which are capable of running guest operating systems with
different levels of critically [2].

III. BACKGROUND AND RELATED WORK

Operating systems for critical applications is a complex
topic that demands a considerable workloads and financial
resources. Due to this fact, only several companies can deliver
reliable products. The most known and widely used systems
on the market are presented in the following subsections. The
last paragraph is devoted to open source projects.

A. Lynx Software Technologies

The Lynx Software Technologies has on offer two operating
systems for critical application: LynxOS-178 and LynxSecure.
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The first version of the system, LynxOS-178, is a safety-
critical system. It meets the DO-178C DAL A regulations
and supports POSIX, and APEX standards [6]. However, this
version of OS would not meet the highest EAL7 criteria,
which require formal mathematical methods to prove the
security of SK. For this reason, LynxSecure is introduced to
provide a separation kernel based on hypervisor virtualization.
The second version OS design includes safety and security
domain isolation, trusted execution environments and refer-
ence monitor plugins such as firewalls and encryption [6]. A
popular solution for complex systems is to use LynxSecure to
provide secure partitioning and LynxOS-178 to launch critical
applications compliant with APEX.

B. GreenHills

INTEGRITY 178 is a world-leading RTOS for safety and
security applications certified both to the highest level of DO-
178C DAL A and SKPP/EAL6+ [7]. The producer claims
tasks protection in the guaranteed time window domain. The
space domain is arranged by static memory allocation and
hardware enforcement of MMU for each partition. The system
isolates applications and data into different security domains
to ensure the MILS environment. As a separation kernel, IN-
TEGRITY 178 provides a virtualization layer in the userspace
instead of in the kernel [7].

The GreenHills also offers a version for multicore ar-
chitectures - INTEGRITY 178 tuMP. As one of the few
systems that provide full flexibility in choosing the software
multi-processing architecture, ranging from simple Asymmet-
ric Multi-Processing (AMP) to modern Symmetric Multi-
Processing (SMP) to Bound Multi-Processing (BMP) for the
highest combination of determinism and utilization [7].

C. WindRiver

The WindRiver company takes a similar approach as Lynx
Software Technologies. In the offer can be found two versions
of software for critical purposes. The first one VxWorks
653 is compliant with DO-178B/C DAL A and ARINC 653
[8]. The second one VxWorks MILS provides compliance to
SKPP using a hypervisor. To combine safety and security
mechanisms, two versions of WindRiver products are used side
by side.

D. SYSGO

The flag product of SYSGO company is a PikeOS com-
pliant with DO-178C DAL B and ARINC 653 [2]. Although
the system provides safety and security-critical mechanism,
it is not compliant with SKPP. PikeOS offers a separation
kernel-based hypervisor with multiple partitions for many
other operating systems and applications [9]. The engineers
from SYSGO developed a similar concept as the GreenHills
company for INTEGRITY-178. The PikeOS does not need an
external hypervisor, its internal layer provides security and
virtualization between partitions.

E. Open Source Systems

According to a survey presented by researchers in [2],
the majority of open-source projects are academic implemen-
tations. Special consideration should be given to POK and
XtratuM operating systems due to compliance with ARINC
653. However, none of them is compliant with DO-178C.
Furthermore, there are other systems worth mentioning like
Quest-V or Muen. Although they provide some mechanism
of spatial and temporal partitioning of resources, they do not
comply with any of the considered standards.

IV. ARINC 653

The primary objective of ARINC 653 is to fulfil the IMA
requirements to provide an environment for the independent
execution of avionics applications utilizing different critical
levels. The majority scope of the regulation defines the Ap-
plication Programing Interface (API) between the operating
systems and avionics applications. One of the benefits of
standard usage is to provide high portability of avionics
software to run on different operating systems.

The standard consists of five parts [11]. Part 0 describes
a general overview about ARINC 653. Part 1 summarises
the required services to be supported by APEX and part
2 reports extended services. Section B in chapter fourth,
precisely presents the services concepts. Part 3 of ARINC
653 is divided into two parts: 3A and 3B, and provides a
guideline for conformity tests for both required and extended
services. Part 4 defines a subset of API specified by part 1.
Finally, part 5 describes recommended capabilities for multi-
core applications. The conformance of the APEX API to the
ARINC 653 standard is validated by passing all of test suites
defined by part 3 of the standard.

A. General architecture

Fig. 1 shows the example architecture of a system compliant
with ARINC 653. The integrated module represents a complete
RTOS which consists of a core module and applications. The
Core Software (CSW), referred to as the operating system and
hardware layer applying many processors, each consisting of
one or more processor cores [11]. CSW should provide the
ARINC 653 interface, health monitoring system, two level
scheduler and suitable time and space separation based on
configuration data. The highest layer of the IMA architecture
presents either application software partitions and system
partitions. The first ones are restricted to using only ARINC
653 calls to interface to the system [11]. The second ones are
partitions specific for the operating system requiring interfaces
outside of the APEX scope. They manages system specific
task such as device drivers or fault management schemes [11]
which are not defined by ARINC 653. Both of them are subject
to robust space and time partitioning.

B. Static System Configuration

According to the specification, a partition is a program in
an application environment that consists of text, data section,
stack, own context, and configuration attributes [11]. In this
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Fig. 1. Example of Integrated Module Architecture [11].

case, a process is a programming unit contained within a
partition that executes concurrently with other processes within
the same partition [11]. In other words, the process in ARINC
653 glossary corresponds to a thread running inside a process,
and the partition refers to a process in UNIX like systems.

Each of the partitions and processes are described by system
configuration files. They contain detailed information about the
demand for system resources, communication ports, execution
windows and scenarios for health monitor systems. The most
popular approach for APEX environment description is an
Extensible Markup Language (XML) or AADL language.

V. PHOENIX-RTOS 178
Phoenix-RTOS 178 is a new version of the system compliant

with DO-178C and ARINC 653, based on the Phoenix-RTOS
version three. The new approach follows the rules for mixed
safety-critical systems to provide a reliable and robust run-time
environment for the avionics industry.

This chapter focuses on the system architecture to explain
how spatial and time separation is resolved in Phoenix-
RTOS 178. The presented solutions have been developed and
deployed on the Zedboard platform, equipped with a Xilinx
Zynq-7000 dual-core ARM Cortex-A9 processor family.

A. System Architecture

The system architecture consists of a bootloader and a ker-
nel. The first one, Phoenix-RTOS loader (PLO) can be treated
as a first-stage and a second-stage bootloader. Acting as the
first-stage bootloader, PLO configures the memory controllers
and various supported devices on a dedicated platform. It is
also responsible for preparing the board for the kernel and
performing built-in tests (BITs) to check correctness of the op-
eration of the critical peripherals. The second-stage bootloader
loads the operating system and selected partitions from storage
devices to the memory. The fig. 2 shows PLO Command-Line
Interface (CLI). Configuration data about the system setup
is passed to the kernel by a structure called syspage. The
syspage contains all information about board configuration and
partition descriptions compliant with ARINC 653 standard.
The second system’s component is a kernel responsible for
providing spatial and time separation by memory and threads

Fig. 2. Phoenix-RTOS loader running on Zynq-7000.

Fig. 3. Phoenix-RTOS shell running on Zynq-7000.

management modules. The system is startup by the initial
thread being in charge of launching the health monitor, system
and user partitions with resources assigned to them by the
setup data. After the successful initialization phase, the chosen
scheduler algorithm is launched. The fig. 3 shows Phoenix-
RTOS providing interaction with user via Phoenix-RTOS shell.
The essential kernel’s safety-critical mechanisms are described
in the next two chapters.

B. Spatial Separation

The crucial element of the system for critical purposes is
providing spatial separation for partitions. In Phoenix-RTOS
178, this mechanism is implemented using multi maps and
an MMU controller. The multi maps approach allows the
simultaneous use of different memory devices such as on-chip
RAM (OCRAM) or DDR SDRAM. This solution provides
additional physical separation. User is able to use a specific
memory for dedicated purposes. If there is a requirement to
use the memory with a fast access for critical application,
the OCRAM should be chosen. The memory virtualization is
provided by the MMU controller and configured based on the
information about accessible volatile memory described by the
PLO in the syspage.

Another essential element embedded into the memory man-
agement module is a caching policy. Phoenix-RTOS 178
invalidates and cleans executable pages and allows the user
to define uncacheable memory regions independently.

The memory virtualization provides the same linear memory
map for each partition. Switching between them provides an
additional delay in changing the MMU controller’s translation
table. To avoid an overhead, the Address Space Identifier
(ASID) mechanism is added to the memory management
module to assign a memory map to the partition. Furthermore,
the spatial separation is in charge of controlling of the mapping
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Fig. 4. Example of partition and processes scheduling.

I/O devices’ memory to only one partition to not allowing
sharing resources.

C. Time Separation

A robust and reliable scheduling policy is an essential
element of the operating system to perform critical tasks on
time. In an environment compliant with ARINC 653, a two-
level scheduler should be introduced. The fig. 4 shows an
illustrative scheduling policy for mixed-criticality systems.

The first scheduler supervises the partition work. The most
common algorithm for hard real time embedded systems is
the Rate Monotonic (RM) scheduling with a fixed priority
[12]. In the presented example, each partition has: an assigned
priority, WCET, Average Case Execution Time (ACET) and
period. The critical partitions have the highest priority allowing
to preempt the other ones and to meet deadlines. Making a
static analysis using the integration tool, it is possible to verify
whether the system is feasible and all partitions can meet their
deadlines with the assumed values.

The second scheduler is responsible for scheduling pro-
cesses within a partition. The ARINC 653 allows to choose a
dedicated scheduling policy or the default one is selected.

Keeping WCET bounds of partitions depend on the internal
mechanism of the operating system. The common problem for
RM scheduling policy is a priority inversion, causing deadlock
between partitions or processes. To avoid this situation, the
synchronization mechanisms owning dynamic changing pri-
ority to the highest one sharing amongst other partitions or
threads.

D. APEX Interface

Realization of the APEX services in Phoenix-RTOS 178
is performed using systems calls to the kernel. The interface
is implemented in the form of a static library linked to
the partition executive file. The library interface checks the
correctness of the given arguments and passes them via the
Application Binary Interface (ABI) to the kernel running in a
privileged mode.

The microkernel architecture provides a message passing
interface between servers. The communication services like

inter-partition communication use the exact mechanism. The
other ones use a dedicated system calls to perform the action
defined in ARINC 653.

VI. CONCLUSION

In this paper, we presented the research work on the
mechanisms for integrating critical and noncritical software
management by safety operating systems. The growing UAV
market and its application will need to use reliable RTOS
compliant with DO-178C and ARINC 653. Phoenix-RTOS
178, as an open source project, will be the best choice for
manufacturers entering the market with a limited budget.

The presented work shows working Phoenix-RTOS on the
Zynq-7000 platform commonly used in airborne systems. Our
goal was to highlight the basic concepts of mixed criticality
systems and explain the general architecture of Phoenix-
RTOS 178. Future work includes completing time and space
separation mechanisms as well as the APEX interface in
Phoenix-RTOS 178.
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Abstract4 There is an increasing demand for capturing 

reliable data from IoT network devices. Due to the limited 

capabilities of such devices to process and store sensitive data 

and the range and performance of the communication link, it is 

a significant challenge to develop a secure solution for 

symmetric key distribution. This paper presents a secure data 

exchange protocol for a cryptographic key generation, renewal, 

and distribution (KGR) system. The Trusted Platform Module 

(TPM) supports the trust establishment, key generation, all 

cryptographic procedures of the KGR system and secure data 

exchange in the described protocol. The protocol uses the 

MQTT (Message Queuing Telemetry Transport) service, which 

IoT devices widely use. 

I. INTRODUCTION 

N many systems where symmetric cryptography has been 

decided upon, the challenge of securely generating, 

renewing and distributing symmetric cryptographic keys 

must be met. For traditional IT systems, solutions of this 

type are familiar. A more significant challenge is to develop 

a solution for scenarios where IoT sensor nodes are the data 

source. The reason is that sensor nodes are usually built on 

devices with limited capabilities. These limitations include 

memory size, processing power, limited power source, and 

the short range of the wireless link used. Using a 

certification authority (CA) to build trust structures in such 

systems is difficult or impossible. Hence, in the 

cryptographic key distribution system and in systems that 

receive those keys, trust structures must be created locally 

with the support of electronic circuits such as TPM or 

Zymkey1. 

Large networks of sensor nodes are usually divided into 

groups of cooperating devices to find a compromise between 

the limited capabilities of IoT devices and security 

requirements (e.g., confidentiality, integrity, availability, 

etc.). This group of devices uses group key management 

(GKM) for key distribution. Dammak et al. in [1] presented 

an extensive analysis of the properties of GKM systems 

 
 This work was supported by the UGB-798 university project. 

1 https:// https://www.zymbit.com/zymkey 

depending on their applications. The analysis included: 

wireless body area networks (WBANs) [2], wireless sensor 

networks (WSNs) [3], cloud computing [4], wireless IPv6 

networks [5], and IoT [6][7]. The result of this analysis is the 

following conclusions. Performance degrades quickly when 

many devices form a single group and when group members 

change frequently. The problem of key renewal when 

devices join/leave a group is not fully resolved. The 

Decentralized Lightweight Group Key Management 

architecture for Access Control, presented in [1], attempts to 

solve the problems mentioned in the above analysis. 

The article presents a secure data exchange protocol, the 

most critical component of the cryptographic key generation, 

renewal, and distribution (KGR) system. The developed 

security mechanisms use a hardware-based Trusted Platform 

Module (TPM) to establish local trust structures and ensure 

secure storage and data exchange on IoT network node 

resources. The developed protocol guarantees security 

regardless of the protection applied to the MQTT service 

used, which is an essential advantage for applications in 

federated environments. 

II. CONCEPT OF A DATA EXCHANGE PROTOCOL 

A. Characteristics of the cryptographic key generation and 

renewal system 

The system of generation, renewal, and distribution of 

cryptographic keys (KGR) for a hybrid environment, in 

which a protected exchange of data between domains of 

sensor nodes and traditional systems (IT systems) will be 

required, is presented in figure Fig. 1. 

Clients of the KGR system can be sensor node networks 

and traditional IT systems. Sensor node networks are 

organized as secure sensor node domains [9][10]. Only 

representatives (Gateway nodes) of secure sensor node 

domains and representatives of other systems participate in 

distributing cryptographic keys in the KGR system. Each 

gateway node works as a sink node for data originating from 

domain nodes or the IT system and as an emitter of data 
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originating outside for domain nodes or nodes of the IT 

system. 
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Fig. 1 The way various domains and IT systems cooperate with the key 

server 
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         (preparing N nodes for work)

KS 3 Key Server 
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          node of domain or IT system)

N1 N2 Nn

KS AC

 
Fig. 2 Components of the KGR system 

In the KGR system (Fig. 2), the source of cryptographic 

keys will be a separate node KS (Key Server) to which the 

N1, N2, ... Nn nodes (gateway nodes of domains and IT 

systems) will have access. The AC (Authorization Center) 

node is also a system component. It will be responsible for 

managing the KS node and adding new identifiers for the 

authorized N nodes in the KS node resources. 

The MQTT protocol will be used to exchange data to 

facilitate key distribution for IoT networks. The protocol is 

event-driven, and data exchange between nodes is based on 

the publish /subscribe (Pub/Sub) pattern. The sender 

(Publisher) and receiver (Subscriber) are isolated from each 

other and use so-called "topics" to communicate. The 

intermediary of data exchange is a node called an MQTT 

broker. 
 

B. Assumptions for the KGR system 

Since one of the data exchange parties may be a mobile 

IoT network node, which is classified as a restricted device 

[11], it is assumed that the KGR system should satisfy the 

following assumptions: 

" for the generation of symmetric cryptographic keys, the 

KGR system will use a high entropy random number 

generator (e.g., quantum random number generator), 

" the KGR system is available on the Internet, 

" the KGR system only handles requests from authorized 

clients, 

" the KS node will obtain data about authorized clients 

from the AC node, 

" the client can be implemented in hardware, but can also 

be a software component that is installed on a node that 

acts as a Gateway, 

" the MQTT protocol will be used to distribute 

cryptographic keys, 

" each KGR node uses a local trust structure that is 

constructed using the TPM module, 

" sensitive data stored in the resources of each node and 

data transmission between nodes are cryptographically 

protected, 

" each of the N-type nodes must be appropriately prepared 

and then registered in the KGR system before it can start 

normal working - registered nodes before they begin 

their activities are authenticated, 

" a hardware TPM module supports all cryptographic 

procedures in the KGR system. TPM is an 

implementation of a standard developed by the Trusted 

Computing Group [12].  

C. Procedures implemented in the KGR system 

When creating a secure system and hardware and software 

configurations, secure procedures for using such a system 

and procedures for decommissioning it must be prepared. 

Procedures in the KGR system are implemented in two 

phases.  

In the first phase, procedures are executed that prepare the 

KS node and N nodes for cooperation. These procedures 

include, but are not limited to, initializing the KS node, 

preparing credentials for the N nodes, and initializing and 

registering N nodes in the KS node resources.  

In the second phase, procedures for generating and 

distributing symmetric keys for N nodes, renewing these 

keys, and secure data exchange between N nodes are 

performed. Only the procedures of the second phase will be 

described in detail later. 

Fig 3 shows how data is exchanged between the nodes of 

the KGR system during the procedures mentioned above. 

The MQTT service is used in the KGR system only as an 

intermediary for data exchange and is neither the source nor 

the destination of the generated keys. Fig 4 shows the 

communication structure of the KGR system. 

Link for the KS node 
management

Link for work of 
N node 

route for N node 
credentials

AC 3 Authorization Centre
         (preparing N nodes)

KS 3 Key Server

N   3 client node (Gateway
          node)

KS AC

credentials 

N1 N1 NkNnNm

 

Fig. 3 The method of data exchange in the KGR system 

MQTT service to exchange data requires defining a string 

called "topic". The main task of the MQTT broker is to 

forward messages published in a given "topic" by one client 

to clients subscribing to data with this "topic". To increase 

the security level in the KGR system, the content of each 

"topic" is random and known only to both parties of the 
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message exchange. In the description, strings related to the 

"topic" will be marked as TOPICn. Table 1 shows the 

purpose of the "topic" strings used. 
 

Link for the KS node 
management

Link for normal work 
of N node 

KS

Broker

AC

N1 Nn

N2

 
Fig. 4 The communication structure of the KGR system 

TABLE 1.  

 LIST OF TOPICS USED BY THE NODES. 

topic node purpose 

TOPIC0 KS 
for each N node for the first request during the 

registration procedure 

TOPIC1 KS 
for subsequent requests from the given N node during 

the registration procedure 

TOPIC2 N for requests from KS node (i.e., published by KS node) 

TOPIC3mn Nm for requests from Nn node (published by Nn node) 

TOPIC4mn Nm for publishing to Nn node 

The rest of the paper describes the symmetric key 

generation and distribution procedure in detail. 
 

III. DATA EXCHANGE PROTOCOL FOR THE KEY GENERATION 

AND DISTRIBUTION PROCEDURE 

A. Procedure description  

For simplicity in the following description, we will 

assume that the key set will be generated for a pair of nodes 

N1 and N2. Node N1 will initiate the key generation 

procedure.  

The procedure for generating and distributing symmetric 

keys consists of three stages: 

a) requesting symmetric keys,  

b) delivery of symmetric keys to the requesting and 

destination nodes, 

c) confirmation of delivery of keys to the destination 

node. 

This procedure requires the following conditions, which 

are provided in the first phase of KGR system preparation 

(not described here): 

" the KS node is initialized and subscribes to TOPIC0 and 

TOPIC1 topics, 

" the N-type nodes for which keys are to be generated 

must be registered in the KS node's resources, and each 

node subscribes to a TOPIC2 topic. 

Meeting these requirements means that each N-type node 

has a local trust structure generated and has keys to secure 

data exchange between these nodes and the KS node. 

An Encrypt-then-MAC (EtM) [13] approach requiring two 

keys will be used to secure data exchange. The AES 

algorithm will be used for encryption, and the HMAC 

algorithm for hash determination - both of which are 

supported on hardware by the TPM module. During one key 

generation operation, the node KS will prepare the 

symmetric key NNSK (Node to Node Security Key), the 

initialization vector for this key, and the key NNSKsign 

(Node to Node Security Key for signing). Both these keys 

will be used only by nodes N1 and N2. A single key 

generation and distribution operation require performing the 

following actions: 

" node N1 sends a request to node KS to generate a 

symmetric key pair for nodes N1 and N2, 

" the KS node generates the NNSK key and the 

NNSKsign key and temporarily stores them, 

" KS node sends the generated data to N1 and N2 nodes, 

" the N2 node sends an acknowledgement of receipt of the 

keys to the N1 node via the KS node, 

" after sending this acknowledgement, the KS node 

removes the NNSK and NNSKsign keys from its 

resources. 

Fig. 5 shows the sequence diagram for these activities.  

request to generate keys for N1 and N2

keys for N1

confirmation of keys for N1

keys for N1

confirmation of keys from N2

N1 node

store NNSK and NNSKsign keys

KS node

generate and temporarily 
store NNSK and NNSKsign keys

N2 node

store NNSK and 

NNSKsign keys

remove N1 and N2 keys

 
Fig. 5 Sequence diagram of key generation and distribution for node pair 

N1 and N2 

The procedure results are the secure distribution of the 

generated keys and the contents of TOPIC3 and TOPIC4 to 

the N1 and N2 nodes. Nodes N1 and N2 will use the topics 

for subsequent secure data exchange among themselves 

using the MQTT service.  

B. Frame structure description 

The key generation and distribution procedure uses a data 

exchange protocol that utilizes six types of frames. For 

authenticated encryption data exchange will be used 

Encrypt-then-MAC (EtM) approach using the key pair, 

which are known only to the pair of nodes Ni and KS and 

was established during the registration procedure of node Ni. 

The list of these frames is as follows: 

" nnsk_key_req - request to generate a new set of keys 

for N1 and N2 nodes - sending TOPIC generated by N1 

for publishing by N2 node, which will act as TOPIC3, 

N_ID1   3 ID of requesting N node 
N_ID2   3 ID of destined N node 
TOPIC   3 Topic subscribed by N_ID1 node (TOPIC3)
HMAC   3 Digital signature of the frame

code 

"153"
N_ID2

(2) (4)
area to encrypt

TOPIC

(16)

pad

(12)

HMAC

(32)

nnsk_key_req

N_ID1

(4)

 
" nnsk_key_ans - response to keys request - sending a set 

of keys and initialization vector, 

N_ID1   3 ID of requesting N node 
N_ID2   3 ID of destined N node 
NNSK    3 Node to Node Security Key + Initialization Vector
NNSKsign 3 Node to Node Security Key for signing
HMAC   3 Digital signature of the frame

code 

"154"
N_ID2

(2) (4)
area to encrypt

pad

(8)

HMAC

(32)

nnsk_key_ans

N_ID1

(4)

NNSKsign

(16)

NNSK

(16)

NNSKiv

(16)
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" nnsk_adv_req - advertisement of generating a new set 

of keys on the initiative of node N1 - sending a set of 

keys, initialization vector, and TOPIC3, 

N_ID         3 ID of requesting N node (N_ID1)
NNSK        3 Node to Node Security Key + Initialization Vector
NNSKsign 3 Node to Node Security Key for signing
TOPIC       3 Topic subscribed by requesting node (TOPIC3 by N_ID1)
HMAC      3 Digital signature of the frame

code 

"155"
(2)

area to encrypt

pad

(12)

HMAC

(32)

nnsk_adv_req

N_ID

(4)

NNSKsign

(16)

TOPIC

(16)

NNSK

(16)

NNSKiv

(16)

 
" nnsk_adv_ans - confirmation of receipt of the set of 

keys - sending TOPIC generated by N2 for publishing 

by N1 node, which will act as TOPIC4, 

N_ID1   3 ID of Secnd element from pair (N1, N2) 
N_ID1   3 ID of requesting node (N1)
TOPIC   3 Topic subscribed N2 node and for publishing 
                  by N1 node
HMAC   3 Digital signature of the frame

code 

"156"
N_ID1

(2) (4)
area to encrypt

TOPIC

(16)

pad

(12)

HMAC

(32)

nnsk_adv_ans

N_ID2

(4)

 
" nnsk_conf_req - confirmation of delivery of a set of 

keys for N2 - sending TOPIC generated by N2 for 

publishing by N1 node, 

N_ID1   3 ID of requesting N node 
N_ID2   3 ID of destined N node 
TOPIC   3 Topic subscribed by N2 node for publishing by N1 node
HMAC   3 Digital signature of the frame

code 

"157"
N_ID2

(2) (4)
area to encrypt

TOPIC

(16)

pad

(8)

HMAC

(32)

nnsk_conf_req

N_ID1

(4)

 
 

" nnsk_conf_ans - confirmation of the end of key 

distribution for a pair of nodes (N1, N2), 

N_ID1   3 ID of requesting N node 
N_ID2   3 ID of destined N node 
HMAC   3 Digital signature of the frame

code 

"158"
N_ID2

(2) (4)
area to 
encrypt

pad

(12)

HMAC

(32)

nnsk_conf_ans

N_ID1

(4)

 
Fig. 6 shows the basic sequence diagram illustrating the 

operation of the data exchange protocol during the 

generation and distribution of the key set for a pair of nodes 

(N1, N2) for a use case in which the distribution procedure 

proceeds correctly. Diagram in Fig. 6 also includes the 

actions performed by the nodes involved in the data 

exchange during this procedure. 

nnsk_key_req

nnsk_key_ans

nksk_adv_ans

nnsk_adv_req

nnsk_conf_req

nnsk_conf_ans

N1 node

(3) Acquire keys:

     NNSK and NNSKsign,

     update ses_key file

(1) Generate session
      key request

KS node

(2) Generate keys: NNSK
      and , NNSKsign, and
      update gen_keys file

N2 node

(4) Acquire keys:

     NNSK and NNSKsign,

     update ses_keys file

(5) Update 
      gen_keys file

(6) Update ses_key file

(7) delete NNSK data 
        from gen_keys file

 
Fig. 6 Sequence diagram for key generation and distribution protocol 

 

N2 node

(4) Acquire keys:

     NNSK and NNSKsign,

     update ses_keys file

KS node

(2) Generate keys: NNSK
      and , NNSKsign, and
      update gen_keys file

(5) Update 
        gen_keys file

(7) delete NNSK data 
        from gen_keys file

N1 node

(3) Acquire keys:

     NNSK and NNSKsign,

     update ses_key file

(1) Generate session
      key request

(6) Update ses_key file

Broker Broker

(A) sub TOPIC0

(B) sub TOPIC1
KS init

(C) sub TOPIC2[N1] (D) sub TOPIC2[N2]

(E) pub TOPIC1 nnsk_key_req

(F) pub TOPIC2[N1] nnsk_key_ans
(G) pub TOPIC2[N2] nnsk_adv_req

(H) pub TOPIC1 nnsk_adv_ans

(I) sub TOPIC3[N2,N1]

(J) pub TOPIC2[N1] nnsk_conf_req

(K) pub TOPIC1 nnsk_conf_ans

(L) sub TOPIC3[N1,N2]
Generating session keys for N1 and N2

N1 registration N2 registration

 
Fig. 7 The sequence diagram of the data exchange in the MQTT service for the generation and distribution key procedure. 

Legend: sub TOPIC      - subscription to the topic broker "TOPIC", which is known to all nodes  

sub TOPIC[Ni]    - subscription to the "TOPIC" topic broker, which is known only to Ni and KS nodes 

sub TOPIC[N1, N2]   - subscription to the "TOPIC" topic broker, which is known only for N1 and N2 nodes 

pub TOPICi nnsk_xxx_yyy  - publishing a frame "nnsk_xxx_yyy= with the topic "TOPICi", where xxx ={key, adv, conf}, 

yyy={req, ans} 
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In the MQTT service used to exchange data via the 

described protocol, a service broker plays the role of an 

intermediary. An important role is played in this service by 

appropriately using topics when sending data. Fig. 8 shows a 

sequence diagram illustrating data exchange in the MQTT 

service for the cryptographic key set distribution protocol. 

C. Experiment description 

To verify the operation of the KGR system, in particular 

the protocol for generating and distributing cryptographic 

keys, a lab bench was used that included four nodes (Fig. 9). 

One node played the role of KS, and two nodes played the 

role of N. The fourth node was a broker for the MQTT 

service. The experiments used Mosquitto 1.5.1 software, 

which implements the MQTT 3.1.1 protocol.  

Each node of the lab bench was implemented in Python 

on a Raspberry Pi 3 platform with the Raspbian Buster 

system. The KS, N1, and N2 nodes were equipped with a 

Trusted Platform Module (TPM) 2.0 (the LetsTrust TPM). 

In the KGR system, TPM modules were the source of 

random numbers. It supported cryptographic procedures to 

generate keys, secure data exchange between nodes, and 

protect data stored in the resources of the KS, N1, and N2 

nodes. 

 
Fig. 8 View of lab bench for testing the KGR system. 

During the testing of the KGR system, several 

experiments were conducted to confirm the correctness of 

the system's operation. They covered the procedures for 

preparing the KS node, distributing credentials for N-type 

nodes, registering N-type nodes in the KS node resources, 

and the procedure for generating and distributing keys for N-

type nodes described in this paper. 

IV. CONCLUSIONS 

The described protocol for secure data exchange is the 

main component of the KGR system. This protocol provides 

secure distribution of cryptographic keys over the MQTT 

service IoT devices often use. This protocol can be used for 

IoT devices and other IT systems that interact with IoT 

devices. Advantages of the protocol include: 

" data exchange between the components of the KGR 

system is cryptographically secured, 

" topics used in the MQTT service have random values 

and are known only to the nodes that use these topics - 

the KGR system also provides secure distribution of 

these topics, 

" sensitive data of the KGR system nodes are 

cryptographically secured, 

" the TPM module supports all cryptographic procedures, 

" MQTT service broker is only an intermediary of data 

exchange and does not participate in any other way in 

procedures performed in the KGR system.  
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Abstract—The federated nature of many crucial Internet of
Things (IoT) applications introduces several challenges from a
security perspective. To address critical challenges related to
the authentication and secure communication of IoT devices
operating in federated environments, we propose a new authenti-
cation and key exchange protocol based on a distributed ledger.
Our protocol uses the unique configuration fingerprint of an
IoT device and does not require secure storage in participating
IoT devices. To validate the correctness of our design, we have
performed formal modeling and verification of the security
properties, using two different verification tools: Verifpal and
the Tamarin prover.

I. INTRODUCTION

THE APPLICATIONS of Internet of Things (IoT) expand
rapidly to many mission-critical areas, such as smart

health care and Humanitarian Assistance and Disaster Relief
(HADR) [1]. Many of these applications are based on the
concept of federation in which IoT devices operated by
different federated partners must communicate with each other
securely.

Many protocols are used for authentication and key ex-
change between devices described in the literature. An
overview of such protocols is presented in [2]. The proposed
solutions are based on a variety of approaches, including
Public Key Infrastructure (PKI) [3], blockchain [4, 5, 6], and
shared keys [7, 8]. An advantage of our proposal is its focus
on the federated environment, where devices belonging to
one organization (and regulated by its security policy) can
be accessed and used by other organizations belonging to the
federation.

Federating separate IoT administrative domains introduces
several challenges from a security perspective. One of the
fundamental challenges is establishing an effective identity
and access management (IAM) framework, which is necessary
to ensure trust and secure communication between federated
IoT devices [9]. The particularly critical IAM challenge is the
authentication and authorization of federated IoT devices.

To address these challenges, we propose in Section II a
Lightweight Authentication and Key Exchange Protocol for
Federated IoT (LAKEPFI) that supports flexible authenticated

key exchange based on Hyperledger Fabric (HLF) [10]. The
solution uses the unique configuration fingerprint of an IoT
device and does not require secure storage space in partici-
pating devices. Our protocol enables secure communication
of heterogeneous federated IoT devices, including devices
equipped with additional security hardware, such as Physical
Unclonable Functions (PUF) [11], and devices characterized
by very limited computing resources such as Arduino.

Constructing a new security protocol is an error-prone pro-
cess. Therefore, it is essential to verify its security properties
using various techniques. The process of verifying the security
properties of protocols is a common operation. Any protocol
used to communicate with devices must undergo this process.
In this article, we will focus on describing the verification
of the security properties of the developed protocol. For this
purpose, we used two tools: Verifpal and Tamarin. These
tools have previously been used for the verification of some
commonly used IoT communication protocols [12].

In Section III we briefly introduce formal modeling and
verification approaches that can be used to validate the security
properties of LAKEPFI. In Sections IV and V, we present
and discuss formal modeling and verification of the security
properties of LAKEPFI using Verifpal and the Tamarin prover.
In particular, our aim is to prove formally that the designed
protocol provides: 1) message secrecy; 2) message authenti-
cation; 3) freshness.

II. LIGHTWEIGHT AUTHENTICATION AND KEY EXCHANGE
FOR FEDERATED IOT DEVICES

A. Federated IoT architecture

The main goal of the proposed protocol is to establish
efficient and secure communication between devices belonging
to different organizations. The main participants in this pro-
tocol are IoT devices that belong to other organizations and
services on the organization’s side: the application gateway
and distributed ledger.

Fig. 1 shows the general architecture of the components that
are used in the LAKEPFI.

The IoT device consists of two components:
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Fig. 1. Component architecture and interconnection scheme.

1) AA Service (Authentication and Authorization Service),
responsible for communicating with the application gate-
way using the solution we describe;

2) User App, the user application that connects to the
AA service is agnostic to our framework. Each user
application uses a unified interface provided by the AA
service.

Our protocol is an application layer protocol, and although it
can be used in combination with existing lower-level security
protocols to provide increased defense-in-depth, it is agnostic
to these lower-layer protocols. In our proof of concept, for effi-
ciency reasons, Constrained Application Protocol (CoAP) [13]
with Concise Binary Object Representation (CBOR) [14] is
used for communication between the device and the applica-
tion gateway (AG). Communication between the application
gateway and distributed ledger nodes uses Transport Layer
Security (TLS). The application gateway is responsible for the
following:

1) Conversion from CoAP to TLS and vice versa, due
to the fact that Hyperledger Fabric requires TLS with
certificates, while IoT devices must use lightweight
protocols;

2) Filtering out of invalid and malicious messages;
3) Load balancing, therefore, ensuring that the IoT device

does not need to know the whole distributed ledger
architecture, which can change.

The last component is the distributed ledger node, which
stores all smart contracts and has access to all channels. In our
implementation, we used Hyperledger Fabric as a distributed
ledger implementation. The Hyperledger Fabric Node consists
of two services:

1) Peer, responsible for the verification and recording of
transactions in the distributed ledger;

2) Orderer, responsible for the creation of a block.

B. Description of the protocol

The proposed protocol is based on the use of unique
parameters of the IoT device for its authentication. Within
this protocol, three main methods are described:

1) Registration of an IoT device in a distributed ledger;
2) Communication of an IoT device with a distributed

ledger node;

3) Communication between IoT devices, especially those
belonging to different organizations within the federa-
tion.

C. Registration phase

The first operation is device registration. This is required for
the device to communicate with other devices and services.
The registration process can be performed in two different
ways: 1) connect directly to the application gateway; or 2) put
the device at the destination and secure the communication
for the duration of the registration with a one-time login
and password. During the registration phase, the device sends
values to the application gateway for the parameters that define
the device. Each parameter should have an appropriate entropy.
This is a kind of fingerprint from the IoT device. Depending
on the capabilities of the IoT device, the parameters recorded
in the array may include the following:

1) Unique configuration data - in this case, the unique
data of the device is used. It can be hardware data,
e.g., device serial number, memory card serial number,
etc., and it can be software data, e.g., partition IDs, file
system IDs, keys stored on the device,

2) PUF data - data from the PUFs embedded in the IoT
device,

3) Random strings (for example, keys) - in this case, the
device generates random strings with required entropy
and needs to store them securely. This method is used
only if neither 1) nor 2) can be used.

In the first and second cases, the device does not store
the key in its storage; it is enough to hold a program to
obtain values of specific parameters. The device performs
an appropriate operation to obtain parameters, e.g., a system
command to obtain a particular parameter. The second and
third cases are prepared for devices with a minimum of 50 kB
RAM and 250 kB flash memory, that is, the so-called class
C2 [15]. However, in case 2, the device must support PUF.

In the registration process, a set of parameters PA consisting
of its parameters {p1, p2, ..., pn} is written in the distributed
ledger DL. The communication diagram is shown in Fig. 2. As
written in the beginning of this section, there are two options
for securely sending PA from the IoT device A to the applica-
tion gateway AG. After receiving the array PA, the application
gateway AG generates a new identifier IDA for the device A.
The IDA along with the parameter array PA is stored in the
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A AG/DL

A AG/DL

PA

IDA, PN, nonce,EA

Fig. 2. Communication between the IoT device and a ledger node during the
registration phase

distributed ledger DL. After the success of storing these data
in the ledger DL, a response is generated to the IoT device A.
In the response, the identifier IDA and the current timestamp
t are sent to the device IDA in encrypted form EA. The
encryption key K is generated by the distributed ledger node
DLi. This key K is the result of a hash function from the con-
catenation of a subset {1, ..., n}: PNDL³A = {n1, n2, ..., nk}
of the parameters K = H(pn1

|pn2
|...|pnk

) sent by the device.
The parameters used for encryption are chosen at random. In
addition to ciphertext EA = E[K;nonce; (IDA, t)], where
E[] is the encryption function to encrypt (IDA, t) using K
and nonce, AG also sends the identifier in plaintext IDA ,
the nonce value nonce, and the identifiers of the parameters
PN = {pn1

, pn2
, ..., pnk

}, whose values were used to create
the key K, are also sent.

Based on the number of parameters PN =
{pn1

, pn2
, ..., pnk

} that are sent in the response, the device
knows which parameters were used to generate the key K so
it can recreate the key K and thus decrypt the message. After
decryption, it checks if the timestamp t sent in reply differs
more than 5 seconds from the current one. Then it checks if
the identifier IDA sent in plaintext and the ciphertext E are
the same. If all these operations were successful, the device
is registered and then uses the received identifier IDA and
the generated set of parameters PA.

D. Communication procedure between IoT device and dis-
tributed ledger node

When a device A communicates with an application gate-
way AG that will perform a task, the device A encrypts the
data data it wants to send to the gateway AG in the same
way as described for the process of generating a response from
the ledger DL during device registration. The communication
diagram is shown in Fig. 3. The device A selects a subset
of parameters {1, ..., n}: PNA³DL = {n1, n2, ..., nk} and
generates a key KA³DL = H(H(pn1

)|H(pn2
)|...|H(pnk

))
from them. The key KA³DL together with the random
generated nonce value nonceA³DL is used to encrypt the
data data and the current timestamp tA³DL: EA³DL =
E[KA³DL; nonceA³DL; (data, tA³DL)]. To the application
gateway AG, device AA sends: an identifier IDA, a nonce
nonceA³DL, parameter numbers PNA³DL that define the
parameters used to generate the key KA³DL and a ciphertext
EA³DL. The application gateway AG sends these data to the
distributed ledger node DLi to decrypt the ciphertext EA³DL.
The distributed ledger node DLi is capable of generating a key
KA³DL based on the number of parameters PNA³DL and

A AG/DL

A AG/DL

IDA, PNA³DL, nonceA³DL, EA³DL

IDA, PNDL³A, nonceDL³A, EDL³A

Fig. 3. Communication between an IoT device and the distributed ledger

the identifier IDA. Using this key KA³DL and the nonce
value nonceA³DL it performs decryption of the ciphertext
EA³DL. The timestamp tA³DL stored in the ciphertext
EA³DL and the current one are verified. If the cipher-
text EA³DL was successfully decrypted and the timestamp
tA³DL is correct, the application gateway AG receives the
encrypted data. Based on data, it determines what should be
executed and performs the requested operation. The response
response is generated in the same way. The device A receives
the identifier IDA, the new nonce value nonceDL³A used
in the response response encryption process, the parameter
numbers PNDL³A that define the parameters used to generate
the key KDL³A and the ciphertext EDL³A = E[KDL³A;
nonceDL³A; (response, tDL³A)]. The device A after receiv-
ing the message is capable of generating the key KDL³A

and thus decrypting the ciphertext EDL³A and getting the
response response.

E. Communication procedure between IoT devices

To communicate with each other, it is necessary to au-
thenticate the devices that want to communicate with each
other and verify that such communication is authorized. The
communication diagram is shown in Fig. 4. The device that
wants to establish communication is the device A with IDA.
This device sends the IDB of the device B to the application
gateway AG. The device A can get the IDB of device B
in many ways, e.g., it can receive the IDB of device B from
another device, it can have a record that needs to communicate
with that device, or device B can announce that it has a
certain type of information. The identifier IDB is secured in a
way that is identical to the data in the device communication
process with the distributed ledger DL described in the
previous subsection. The application gateway AG sends the
request to decrypt to the distributed ledger node DL. The
node DL returns the decrypted identifier IDB . The application
gateway AG then sends a request to create a key KA´B

for communication between devices A and B. DL verifies
based on the rules stored in the DL authorization channel
whether A and B can communicate. If so, then it generates
the key KA´B . To create a key KA´B , DL selects a subset
of k-elements of pn1 , pn2 , ..., pnk

from the parameter array
PB of the device B, which is stored in the ledger. The key
KA´B is constructed similarly to the previous processes; only
in this case is the current timestamp tA´B is also included:
KA´B = H(pn1

|pn2
|...|pnk

|tA´B). The response to device
A must send the key KA´B , timestamp tA´B , and parameter
numbers PNA´B that were created to create the key KA´B .
The response is secured in the same way as in the previous

MICHAŁ JAROSZ ET AL.: FORMAL VERIFICATION OF SECURITY PROPERTIES OF THE LIGHTWEIGHT AUTHENTICATION 619



A AG/DL

A AG/DL

A B

A B

IDA, PNA³DL, nonceA³DL, EA³DL

IDA, PNDL³A, nonceDL³A, EDL³A

IDA, PNA´B , nonceA³B , tA´B , EA³B

IDB , PNA´B , nonceA±B , tA´B , EA±B

Fig. 4. The procedure of communication between IoT devices

cases. The device A decrypts the message in the same way as
in the previous case. If everything is correct, the device A can
now send data to the device B. To do this, it has to generate a
new nonce nonceA³B . Using the key KA´B received in the
response and the nonce value nonceA³B , it can encrypt data
and the timestamp tA´B that will be sent to the device B:
EA³B = E[KA´B ;nonceA³B ; (data, tA³B)]. Then device
A sends to device B: IDA, PNA´B , tA´B ,nonceA³B ,
EA³B .

The device B after receiving the message can decrypt the
ciphertext EA³B because the key KA´B was created by
the distributed ledger node DL based on the parameters PB

of the device B and the timestamp tA´B . Using the key
KA´B and the nonce nonceA³B , the device B decrypts
the ciphertext EA³B . If device B successfully decrypts the
ciphertext EA³B , this means that the key KA´B has been
created by the distributed ledger node DL and, therefore,
has been issued to the authorized entity A. To secure the
response, the device B uses the same key KA´B but with a
new nonce value nonceA±B . Furthermore, the new timestamp
tA±B is generated in ciphertext. The new ciphertext is built:
EA±B = E[KA´B ;nonceA±B ; (result, tA±B)]. Therefore,
the answer contains: IDB , PNA´B , nonceA±B ,
tA´B , EA±B .

III. MODELING AND VERIFICATION

Building a secure communication protocol requires veri-
fication of its security properties. Such properties include,
for example, authentication of the communicating parties, the
confidentiality and integrity of the transmitted data, and the
equivalence property; that is, an attacker cannot distinguish
between any two stages of the protocol.

Formal verification can confirm (or deny) that the protocol is
secure. A protocol can be mathematically formalized by [16]:

1) Symbolic (Dolev-Yao [17]) model, in which crypto-
graphic primitives are represented as black boxes, mes-
sages are terms in these primitives, and the attacker is
restricted to using these primitives. This model makes
the execution of automatic proofs relatively easy. The
symbolic model is robust to attacks if no attack can
occur for each trace. By trace, we mean one run of
the protocol. Research progress on this type of model
is considered highly advanced.

2) Computational model, in which messages are strings of
bits, cryptographic primitives are functions that operate
on these strings, and the attacker is any probabilistic
Turing machine. This mode is generally used by cryp-
tographers. A computational model is robust to attacks
if no attack can occur for every trace except those with
a negligibly small probability. The computational model
is more realistic, but still, since it is only a model, it
will not give us an answer to whether the developed
protocol is resilient to some attacks, such as side-channel
or physical attacks. In the case of computational models,
most of the time, cryptographic properties have to be
proven manually. The proofs in this model are more
difficult to perform and analyze. This type of modeling
is much less mature. Therefore, we did not use this type
of modeling.

It is worth mentioning that, regardless of the modeling
approach used, even minor changes to the protocol require
a revision of the model used for the analysis. Examples of
tools that use the symbolic model include:

1) AVISPA [18] uses a modular and expressive High-Level
Protocol Specification Language (HLPSL). It supports
many back-end tools to verify a model, and the result
of the model verification is easy to interpret. The im-
plemented techniques offer protocol analysis, such as
protocol falsification (by finding an attack on the input
protocol) and abstraction methods for finite and infinite
sessions, among others. AVISPA is currently not widely
used in papers.

2) Verifpal [19] uses an intuitive language to describe the
model and the result is easy to interpret. Verifpal can val-
idate forward secrecy, key compromise, impersonation,
and other advanced queries. It also supports unbounded
sessions, fresh and random values, and other valuable
features of the symbolic model. However, users cannot
define their primitives. It is one of the youngest tools
and is still being actively developed.

3) ProVerif [20], like the previous tools, provided pre-
defined and reusable primitives. However, contrary to
AVISPA and Verifpal, new primitives can also be de-
fined. The way of modeling in ProVerif is similar to
the approach used in Verifpal and AVISPA, but ProVerif
uses a different verification method. If ProVerif checks
that a security property is fulfilled, then it is indeed so,
but ProVerif cannot always prove the properties of the
tested protocol.

4) Tamarin prover [21] in its capabilities and popularity is
similar to ProVerif; Tamarin prover has a different way
of modeling protocols than the other tools. In the case
of the Tamarin prover, we model the rules of transition
between states in the protocol, while every operation
within the protocol is modeled in other protocols. Each
rule in Tamarin prover has an input (describes what it
takes in), an output (what the result is), and facts. The
proof in the case of Tamarin is to verify whether the
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lemma we describe is true or not. Similarly to ProVerif,
the Tamarin prover is not always able to prove the
properties of the tested protocol.

For the analysis of our protocol, we have selected Verifpal
and Tamarin. These formal verification tools are described in
more detail in the next section. Both Verifpal and Tamarin
are widely accepted and are currently used by researchers and
practitioners to analyze security protocols. Verifpal supports
fast modeling of a protocol and verification of its basic
properties (message secrecy and authentication). On the other
hand, the Tamarin prover is a more powerful tool that can
allow us to verify a protocol in more detail. Both tools also
verify the model automatically. Note that these tools work
with an unbounded number of sessions, making the problem
undecidable [16].

When modeling a security protocol, several issues need to
be taken into account [22]:

1) One should assume the correctness of low-level cryptog-
raphy mechanisms; for example, when using encryption
or random value generation, one should assume that
these functions work correctly.

2) Appropriate assumptions should be made about external
services, e.g., network services such as time servers and
trusted third parties.

3) Since protocol messages often need to pass through
various middle boxes, such as firewalls and guards, and
the protocol participants may be mobile or connected via
unreliable communication channels, it has to be assumed
that the messages may have different forms or may not
reach the other participant.

4) Some protocols require early negotiation to determine
the cryptographic primitives to be used, which affect
the level of security and performance.

5) The reaction of participants to the occurrence of an
error should be appropriately modeled, as proper error
handling affects the security of the protocol.

Verifpal offers a more native way of writing the protocol,
making it more readable and easier to learn. Verifpal defines
two types of an attacker. The first type is active attacker, which
can intercept all protocol messages, modify them, and inject
his messages. The second type is passive attacker, which can
only intercept messages sent between protocol participants. An
attacker is free to use any combination of actions available
to him. Verifpal has defined cryptographic primitives such as
(a)symmetric encryption, authenticated encryption [23], Diffie-
Hellman key exchange, digital signature, and a secure hash
function. Verifpal does not allow for the definition of addi-
tional cryptographic primitives. The verification result is easy
to interpret; precise information about what has been changed
and what property is not met. Verifpal is one of the few tools
that examines the unlinkability property. Unlinkability is a
situation where for two observed values, the adversary cannot
distinguish between a protocol execution in which they belong
to the same user and a protocol execution in which they belong
to two different users [19].

Tamarin prover offers automatic and interactive theorem
proving models [21]. Although the Tamarin prover automati-
cally generates proofs, user interaction is sometimes required.
The result of the proof itself also brings inconclusiveness to the
problem. The analysis is based on labeled multiset rewriting
rules to specify protocols and adversary capabilities, a guarded
fragment of first-order logic to determine security properties
and functions, and equational theories to model the algebraic
properties of cryptographic protocols. Furthermore, all events
related to security properties are annotated with a time point
t ∈ Q, and a basic comparison of time points can be used.
Tamarin prover applies a constraint-solving algorithm based
on backward search and heuristics that attempts to validate or
falsify security properties. This approach requires significant
knowledge and experience in formal modeling [24]. Therefore,
modeling the protocol using the Tamarin prover is complex,
and the result of model verification is also rather difficult to
interpret.

IV. VERIFPAL

Modeling in the Verifpal tool first involves specifying the
participants (parties) who will use the protocol. In the model
itself, we define what operations a participant will perform
and what data are transmitted between them. Finally, there are
questions about the security properties of the data transmitted
between participants. The role of Verifpal is to confirm the
secrecy of transmitted data, confirm its authentication, and
verify its freshness. Using Verifpal, three LAKEPFI operations
were modeled:

1) Device registration,
2) Communication IoT device with Hyperledger Fabric,
3) Communication IoT device with other IoT device.

In this article, we will only describe in detail the operation
of communicating an IoT device with a Hyperledger Fabric
node because the other operations are very similar to this
one. However, we will discuss model verification results for
all three operations at the end of this subsection. During
modeling, we followed the rules described in the III section.

First, we configure the mode in which the attacker should
operate. In our case, an active attacker can influence the
messages sent. Then, we define what the device knows. The
device DeviceA knows its ID, which is public, so it also
knows HLF (Hyperledger Fabric node) and the attacker.
Additionally, the device knows the secret data dataA it wants
to send. In the real-life protocol flow, the device generates
the parameter numbers paramnumbersAS that are used to
create the key. However, in the case of the protocol model,
these values are not generated, but are sent and therefore must
be included in the message.

The device generates timestamp timestamp and nonce
nonceAS. In a real-life protocol flow, the device would
now generate the keyAS key based on the set of specific
parameter values. However, Verifpal does not allow this oper-
ation. Therefore, keyAS is generated as a random value. The
device concatenates dataA and timestamp. The result of this
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concatenation is then encrypted using keyAS and nonceAS.
The result of encryption is the ciphertext EdataAS.

a t t a c k e r [ a c t i v e ]
p r i n c i p a l DeviceA [
knows p u b l i c ID
knows p r i v a t e dataA
g e n e r a t e s paramnumbersAS
g e n e r a t e s t imes t amp
g e n e r a t e s nonceAS
knows p r i v a t e keyAS
dataToEncryptAS = CONCAT( dataA , t imes t amp )
EdataAS =

AEAD_ENC( keyAS , dataToEncryptAS , nonceAS )
]

The DeviceA sends to HLF the paramnumbersAS,
nonceAS and the ciphertext EdataAS. This information is
learned by the attacker at this point.

DeviceA −> HLF : paramnumbersAS , nonceAS , EdataAS

HLF also knows the key keyAS, which should normally be
generated using paramnumbersAS and a set of parameters.
Then using keyAS and nonceAS it decrypts EdataAS. The
result is split, leading to the data DataAS and the times-
tamp timestampFromA. In real implementation, the current
timestamp is compared with timestampFromA, while in
Verifpal, the ASSERT function does not affect anything.
HLF generates a response reply, which will be sent to
DeviceA. It also generates a new timestamp timestampToA
and paramnumbersSA that, like paramnumbersAS, are
not used but are sent. The reply is concatenated with
timestampToA. The result is encrypted using a new key
keySA and a new value nonceSA. A ciphertext EdataSA
is created. As before, the new key is generated as if it were
a random value, rather than derived from paramnumbersSA
and the parameter array. Of course, the key keySA is marked
as private, so it is not known to the attacker.

p r i n c i p a l HLF[
knows p r i v a t e keyAS
DdataAS = AEAD_DEC( keyAS , EdataAS , nonceAS )
DataAS , timestampFromA = S p l i t ( DdataAS )
g e n e r a t e s timestampNow
_ = ASSERT( timestampFromA , timestampNow )
g e n e r a t e s r e p l y
g e n e r a t e s timestampToA
g e n e r a t e s paramnumbersSA
dataToEncryptSA = CONCAT( r e p l y , t imestampToA )
g e n e r a t e s nonceSA
knows p r i v a t e keySA
EdataSA =

AEAD_ENC( keySA , dataToEncryptSA , nonceSA )
]

HLF sends paramnumbersSA, nonceSA, and EdataSA
to DeviceA. At this point, the attacker learns these values.

HLF −> DeviceA : paramnumbersSA , nonceSA , EdataSA

The final step is for DeviceA to decrypt the response.
For this, DeviceA knows the key keySA, which, as in the
previous steps, is not created from paramnumbersSA and
the parameter array. The ciphertext EdataSA is decrypted
using keySA and nonceSA. Finally, the timestamp contained
in the ciphertext is compared with the current one.

p r i n c i p a l DeviceA [
knows p r i v a t e keySA
DdataSA = AEAD_DEC( keySA , EdataSA , nonceSA )
DataSA , timestampFromHLF = S p l i t ( DdataSA )
g e n e r a t e s t imestampNowReply
_ = ASSERT( timestampNowReply , timestampFromHLF )
]

The very end of the above listing defines queries concerning
the properties that Verifpal has to check. For each operation,
there are three properties: confidentiality of transmitted data,
authentication of transmitted data, and freshness.
q u e r i e s [
c o n f i d e n t i a l i t y ? da taToEncryptSA
c o n f i d e n t i a l i t y ? da taToEncryptAS
a u t h e n t i c a t i o n ? DeviceA −> HLF : EdataAS
a u t h e n t i c a t i o n ? HLF −> DeviceA : EdataSA
f r e s h n e s s ? EdataAS
f r e s h n e s s ? EdataSA
]

When verifying the registration operation and communication
of the IoT device with the Hyperledger Fabric node, Verif-
pal found no errors and therefore confirmed confidentiality,
authentication, and freshness.

On the other hand, for the third operation, communication
between IoT devices, Verifpal found two errors: failure to
authenticate HLF and lack of freshness when sending data
from HLF to DeviceA. However, both errors are false
positives. In both cases, Verifpal sets the value of nonceSA
to nil (null), and this situation in a real run will return an
error and DeviceA will reject the message. As we mentioned
in Section III, modeling does not assume error handling, and
here we have a good example.

In Verifpal, we had to apply some simplifications:
1) The key is a generated value, not a value generated from

the parameters of device;
2) The parameters themselves are also a generated value

and not a list with numbers;
3) There is no way to compare timestamps (although there

is an ASSERT function, which is not used in Verifpal).

V. TAMARIN PROVER

The approach to modeling in Tamarin prover is quite
different from that in Verifpal. For the Tamarin prover, think
of a protocol as a set of states where information not passed
to another state is forgotten. The conditions themselves are
written as lemmas, which the Tamarin prover verifies. As
with Verifpal, Tamarin prover allowed us to confirm secrecy,
authenticity, and freshness. In the case of the Tamarin prover,
three operations have been modeled:

1) Device registration,
2) Communication IoT device with Hyperledger Fabric,
3) Communication IoT device with other IoT device.

As in Section IV, we will describe in detail the operation
of communicating an IoT device with a Hyperledger Fabric
node. At the end of this section, we present the results for
both operations.

First, we need to define the operations that we will use.
The value after / indicates the number of arguments that the
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operation will take. In addition, two functions are defined:
decrypt and verify.

t h e o r y Device2Ledger
b e g i n
f u n c t i o n s :
aead / 3 , d e c r y p t / 2 , v e r i f y / 3 , t r u e / 0
e q u a t i o n s : d e c r y p t ( aead ( k , p , a ) , a , k )= p
e q u a t i o n s : v e r i f y ( aead ( k , p , a ) , a , k )= t r u e

In the first rule, we generate a key that is shared between
two parties. The function Fr means that key is random. Like
Verifpal, here there is no possibility of generating the key as
described in the actual implementation. In the set of facts, we
specify that Client and HLF know our key. We send the
associated client Client with the key key and the HLF node
HLF with the same key to the next state.

r u l e Se tup :
[ Fr (~ key ) ]

−−[ I D _ C l i e n t ( $ C l i e n t , ~ key ) ,
ID_Se rve r ( $HLF , ~ key )] − >

[ ! I d e n t i t y ( $ C l i e n t , ~key ) ,
! I d e n t i t y ( $HLF , ~key ) ]

The next state takes in a new nonce value nonce that is
generated on input to this state, and two bindings, Client and
HLF with the key key. In the set of facts, we have written
that there is communication between the client and the server
using the key key and the value nonce. The output is a state in
which we send a message from Client to HLF with nonce
and the ciphertext aead(key,2Data2, nonce).

r u l e C l i e n t _ 1 :
[ Fr (~ nonce ) , ! I d e n t i t y ( $ C l i e n t , key ) ,
! I d e n t i t y ( $HLF , key ) ]

−−[ Cl ient2HLF ( $ C l i e n t , $HLF ,
<key , ~ nonce >)] − >

[ Out ( < $ C l i e n t , $HLF , ~ nonce , aead ( key ,
’ Dane ’ , ~ nonce ) > ) ]

The next rule defines a state that takes as input the newly
generated nonce value nonce2, the binding of HLF to key,
and the message from the previous state. In the set of facts, we
define that there is communication between HLF and Client
using key and nonce2, and we verify the message. When
leaving this state, we send a message from HLF to Client
with nonce2 and a response reply encrypted with key and
nonce2.

r u l e HLF_1 :
l e t EncMessage = aead ( key , ’ Dane ’ , nonce )
i n
[ Fr (~ nonce2 ) , ! I d e n t i t y ( $HLF , key ) ,
In ( < $ C l i e n t , $HLF , nonce , EncMessage >) ]

−−[ HLF2Client ( $HLF , $ C l i e n t ,
<key , ~ nonce2 > ) ,

Eq ( v e r i f y ( EncMessage , nonce , key ) , t r u e
) ]−>

[ Out ( <$HLF , $ C l i e n t , ~ nonce2 ,
aead ( key , ’ Respond ’ , ~ nonce2 ) > ) ]

In the last rule, we define that the state receives as input a
binding between Client and key, as well as a message from
HLF to Client. In the set of facts, we verify the message.
This state is the final state.

r u l e C l i e n t _ 2 :

l e t EncMessageFromHLF =
aead ( key , ’ Respond ’ , nonce2 )

i n
[ Fr (~ nonce3 ) , ! I d e n t i t y ( $ C l i e n t , key ) ,
In ( <$HLF , $ C l i e n t , nonce2 , EncMessageFromHLF >
) ]

−−[Eq ( v e r i f y ( EncMessageFromHLF , nonce2 ,
key ) , t r u e )] − >

[ ]

In addition, we have defined some restrictions. The first
two restrictions specify that Client cannot communicate with
Client and HLF cannot communicate with HLF . In Deny-
Client2Client, we define that when Client sends a message to
HLF , Client cannot create a message and send it to itself.
Similarly, in the DenyServer2Server constraint, we specify that
a HLF node cannot send a message to itself.

r e s t r i c t i o n D e n y C l i e n t 2 C l i e n t :
"
A l l C l i e n t HLF key nonce # i . (

Cl ient2HLF ( C l i e n t , HLF, < key , nonce >) @ # i
& n o t ( C l i e n t = HLF)

) ==> n o t ( Ex # j nonce2 .
Cl ient2HLF ( C l i e n t , C l i e n t , < key , nonce2 >) @j )
"
r e s t r i c t i o n D e n y S e r v e r 2 S e r v e r :
"
A l l C l i e n t HLF key nonce # i . (

HLF2Client (HLF , C l i e n t , < key , nonce >) @ # i
& n o t ( C l i e n t = HLF)

) ==> n o t ( Ex # j nonce2 .
HLF2Client (HLF , HLF, < key , nonce2 >) @j )
"

For the dual_clients restriction, we specify that there do not
exist two Clients with the same key.

r e s t r i c t i o n d u a l _ c l i e n t s :
"
A l l C l i e n t key # i . (

I D _ C l i e n t ( C l i e n t , key ) @ # i
) ==> n o t ( Ex # j C l i e n t 2 .
I D _ C l i e n t ( C l i e n t 2 , key ) @j ) )
"

The first lemma defines the secrecy of the key. For each
Client, HLF , Key, two nonces and two moments i and j
in the situation: when there is a connection of Client to HLF
at moment i and HLF to Client at moment j and moment
j is after i and Client cannot also be HLF then there is no
such moment k that there is a revealed Key at moment k.

lemma Key_Secrecy :
"
A l l C l i e n t HLF Key nonce nonce2 # i # j . (
Cl ient2HLF ( C l i e n t , HLF, <Key , nonce >) @ # i &
HLF2Client (HLF , C l i e n t , <Key , nonce2 >) @ # j &
# i < # j &
n o t ( C l i e n t = HLF)
)==> n o t ( Ex #k1 . K( Key ) @ #k1 )
"

In the second lemma, we check the freshness. For each
client Client and node HLF and key t and two moments i
and j in the situation: when there is a connection from Client
to HLF at moment i and HLF to Client at moment j and
moment j is after i where there are:
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1) There is no such user Client2 at moment i1 that there
is communication from Client2 to HLF with the same
key KeyCH at moment i1 when i is equal to i1;

2) There is no user HLF2 at moment j1 that there is
communication from HLF2 to Client with the same
key KeyHC at moment j1 when j is equal to j1.

lemma f r e s h n e s s :
"
A l l C l i e n t HLF KeyCH KeyHC # i # j . (
Cl ient2HLF ( C l i e n t , HLF , KeyCH) @ # i &
HLF2Client (HLF , C l i e n t , KeyHC) @ # j &
# i < # j &
n o t ( C l i e n t = HLF)
)==> ( n o t ( Ex C l i e n t 2 # i 1 .
Cl ient2HLF ( C l i e n t 2 , HLF , KeyCH)

@i1 & n o t (# i 1 = # i ) ) & n o t ( Ex HLF2 # j 1 .
HLF2Client ( HLF2 , C l i e n t , KeyHC)

@j1 & n o t (# j 1 = # j ) ) )
"

For Client authentication, you need to prove that Client
has a key that is used to protect the data before sending them.
To do this, we have defined that for any Client, HLF , nonce,
and nonce2, at moments i and j, there is a communication
between Client and HLF where HLF sends a response to
the request of Client and there is always a moment k such that
Client has the key that was used to secure the communication
before starting that communication.

lemma a u t h _ C l i e n t :
"
A l l C l i e n t HLF key nonce nonce2 # i # j . (
Cl ient2HLF ( C l i e n t , HLF, < key , nonce >) @ # i &
HLF2Client (HLF , C l i e n t , < key , nonce2 >) @ # j &
# i < # j &
n o t ( C l i e n t = HLF)
)==> Ex # l . I D _ C l i e n t ( C l i e n t , key )

@l & # l < # i
"

The same is true for HLF authentication; it must also have
key before communication can begin where key is used.

lemma auth_HLF :
"
A l l C l i e n t HLF key nonce nonce2 # i # j . (
Cl ient2HLF ( C l i e n t , HLF, < key , nonce >) @ # i &
HLF2Client (HLF , C l i e n t , < key , nonce2 >) @ # j &
# i < # j &
n o t ( C l i e n t = HLF)
)==> Ex #k . ID_Se rve r (HLF , key )@k & #k < # i
"

In the Tamarin prover, we used the same simplifications as
in Verifpal:

1) The key is a generated value, not a value generated from
the parameters of devic;

2) The parameters themselves are also a generated value
and not a list with numbers;

3) There is no way to compare timestamps.
As with Verifpal, Tamarin prover also confirmed key se-

crecy, freshness, and authentication of the Client and the
HLF node during communication of the IoT device with
the Hyperledger Fabric node. We also verified secrecy, au-
thentication, and message freshness for the other operations.

In both cases, the result was positive. Both tools enforced
identical constraints on us. Using the two tools allowed us to
confirm that the protocol we developed is secure and provides
the required security features. Using two tools reduced the
probability that our proposed protocol did not meet our criteria
because both tools use different deduction mechanisms.

VI. CONCLUSIONS AND FUTURE WORK

We have performed a formal modeling of the LAKEPFI
protocol and presented the results of the analysis of its security
properties. For our modeling and analysis, we have used
two complementary formal verification tools, Verifpal and
Tamarin. By choosing tools that use significantly different pro-
tocol models, we tried to minimize the possibility of erroneous
verification. Based on the models developed using these tools,
we verified the security properties of the protocol, such as
message secrecy, authentication, and freshness. The choice of
tools used to verify the protocol was not straightforward. We
did not find a tool that was able to completely model our
protocol. After testing many tools, we chose two that were
closest to meeting our requirements. The difficulty in modeling
our protocol lies mainly in generating the key to authenticate
communication.

In the case of both tools, successful modeling of LAKEPFI
required introducing some specific assumptions and simplifi-
cations. For example, the key is a randomly generated value;
not a value generated explicitly from the device parameters.
We have previously checked the randomness property of the
created keys and, therefore, consider this assumption valid.
Another limitation is that it is impossible to generate an array
and randomly select the values from which the key should
be created. Therefore, the array indexes are sent explicitly,
which may affect the verification results. The final limita-
tion is the inability to compare timestamps. In Verifpal, the
possibility of evaluating values of timestamps is limited to
the (unused) ASSERT function, while in Tamarin, one can
define which events follow each other in time. However,
one cannot compare the variables that store timestamps. The
result of the time comparison influences the result of the
execution of the protocol. If their difference is too significant,
the message is considered invalid. Moreover, both tools that
we used verify symbolic models. A symbolic model abstracts
away the details of cryptographic operations and does not
consider all implementation details, which could be seen as
its limitation.

As part of future work, we plan to verify selected security
properties of the LAKEPFI protocol in the computational
model and validate the correctness and security of our imple-
mentation of the protocol. We also plan to test the performance
of the protocol by experimenting with different use cases and
configurations of the federated IoT environment.
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Abstract—Many high-impact Internet of Things (IoT) scenar-
ios, such as humanitarian assistance and disaster relief, public
safety, and military operations, require the establishment of a
secure federated IoT environment. One of the critical challenges
in the implementation of federated IoT solutions involves estab-
lishing a secure and authenticated key management mechanism.
We propose and validate in a laboratory environment a novel
federated IoT onboarding and key management solution. Our
dl-mOT protocol integrates an efficient identity-based modified
Okamoto-Tanaka (mOT) protocol with a distributed ledger in or-
der to establish an anchor of trust between federation members.

I. INTRODUCTION

MANY high-impact Internet of Things (IoT) scenarios,
such as Humanitarian Assistance and Disaster Relief

(HADR), public safety, and military operations, require the
establishment of a secure federated IoT environment. Such
a federation may involve entities with limited a priori trust
relationships and generally rely on the integration and reuse
of resources belonging to individual partners.

As an example, we consider a natural disaster, such as an
earthquake, tornado, or flood, that affects a smart city. In
such a scenario, military forces can be requested to assist
local government agencies in delivering essentials, such as
food and medical supplies, as well as medical and search and
rescue support. One of the important operational priorities is
to increase the number of information sources available to
improve Situational Awareness (SA). To optimize the effi-
ciency and effectiveness of their efforts, first responders can
rely on data retrieved from the surviving smart city infras-
tructure. Such infrastructure may comprise sensors, actuators,
and communication equipment, for example, traffic light posts
with cameras for traffic flow monitoring, pollution and weather
sensors, smart transportation networks, and smart power grids.
To augment these capabilities, which can be degraded by a
disaster, military forces can also deploy their own sensors at
key locations, the data from which can be shared with local
authorities and civilian responders and used to establish a
common SA [1].

II. FEDERATED IOT ENVIRONMENT

An example of a federated IoT environment that was
proposed for use within military and HADR operations is

presented in Fig. 1.

Fig. 1. Blockchain-based key management solution for IoT.

We can identify four types of components of such a feder-
ated IoT system:

1) IoT devices: Sensors and actuators, belonging to and
operated by a specific organization and thus constituting
a single security domain.

2) Edge nodes: These are gateway or sink nodes, facilitat-
ing communication within a single security domain and
between devices belonging to different security domains.
Edge nodes can also function as distributed ledger nodes.

3) Distributed ledger nodes: These are nodes participating
in a permissioned distributed ledger. They represent dif-
ferent organizations participating in the federation. In the
case of organizations operating an own IoT system, an
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edge node can also play the role of a distributed ledger
node. In the presented application, DL is responsible for
authentication, authorization and for sharing the key for
communication with IoT devices with each other. The
ledger stores all the information necessary to perform the
above operations. Each data saving transaction must be
carried out only after fulfilling the conditions specified
in the smart contract. In the case of Hyperledger Fabric,
the smart contract is called chaincode. Because we use
Hyperledger Fabric in our work, we will also rely on
the naming convention used there.

4) End-user services: These are the primary consumers of
sensor data and actuation capability offered by the IoT
devices. Interaction between services and IoT devices is
mediated via the federated distributed ledger. End-user
services expose capabilities offered by a federated IoT
system to the end-users.

In such an environment, IoT devices can communicate
directly with each other, as well as with the edge nodes. A
specific organization owns each IoT device, but to provide
the required resilience and effectiveness of operation, it is
desirable that once a federation is established, a device can
communicate with any edge node belonging to the federation.
Furthermore, a federation-wide federated access control policy
can be maintained to define authorized direct communication
patterns between IoT devices within and between organiza-
tions.

During the operational phases, IoT devices send data and
requests to the edge node that acts as a mediator between IoT
devices and distributed ledger nodes. Authorization to read
and write data to the ledger is obtained by execution of a
smart contract. The smart contracts can also be used to perform
some processing of the data, e.g., data filtering, aggregation,
or labeling.

III. CHALLENGES

The most critical challenges related to the interconnection of
civilian and military communications and information systems
(CIS) are related to security. In particular, the federated CIS
needs to support controlled and timely information sharing
between federation partners, meeting both stringent need-to-
know constraints defined by the military partners, as well as
responsibility-to-share requirements of effective execution of
joint emergency response activities. Ensuring interconnection
of military systems, usually compliant with specific mili-
tary standards such as NATO Standardization Agreements
(STANAGs), with their civilian counterparts, largely relying
on open or commercial standards, introduces another layer
of complexity and specific challenges. However, these inter-
operability issues are likely to decrease in the future due
to an increasing focus on dual use of many of the new
technologies, such as 5G, and an increasing focus of the
military on cost-effectiveness of CIS implementation through
the use of commercial-of-the-shelf (COTS) technologies and
related civilian and open standards.

Federated emergency response and disaster recovery oper-
ations can be conducted in a broad spectrum of settings: in
form of a peacetime support to civilian authorities as well
as response to terrorist activities and humanitarian disasters
in conflict regions. Therefore, in context of the CIS security,
we need to consider presence of a powerful and technically
sophisticated adversary, interested in disrupting response or us-
ing it as an opportunity to infiltrate or damage CIS of military
partners. Such an attacker can compromise an arbitrary number
of devices belonging to a specific federated organization. In
the context of resilience to attacks, we differentiate between
two types of devices. First type consists of devices equipped
with a secure element (or a trusted processing module) that can
provide reasonable resistance to access to secret data stored
in the device, so that it can be assumed that for duration of
a specific military operation, the data remains secret. Second
type of devices is not equipped with any hardware security
mechanisms - therefore, once compromised, any secret data
stored at the device can be read and modified by the attacker.
We assume that although attacker can compromise an arbitrary
number of IoT devices, edge nodes and distributed ledger
nodes belonging to specific federated organization, the attacker
cannot compromise majority of the federated organizations. In
particular, we assume that an attacker is not able to control
majority of the distributed ledger nodes, representing different
federated organizations, and thus a secure consensus and
secure execution of distributed application (or so-called chain
code) within distributed ledger is possible. Furthermore, we
assume that although an attacker can inject malicious input
data from the compromised nodes but all data is verified at
the distributed ledger by means of smart contracts before it is
written to the ledger and also before it is read.

IV. SECURITY REQUIREMENTS

The security mechanism should satisfy several specific
requirements of the federated CIMIC. In federated operations,
exact trust relationships between federation members might
not be known in advance of device initialization. Therefore,
a device might need to be re-authorized for operation within
the specific federated environment and reconfigured to enable
end-to-end encrypted information sharing between a sensor or
actuator of one nation and a command and control system
of another nation. The proposed mechanisms must be able to
function in an adversarial environment, where static or cloud
infrastructure might not be accessible for prolonged periods
of time. To support IoT devices, security mechanisms must
be efficient with respect to computing power and memory
required. Similarly, they must scale well to scenarios that
involve hundreds of devices and adapt to different commu-
nication patterns. For extremely constrained devices or when
modification of device configuration is not possible, the use
of an edge node or a digital twin for security adaptation
should be considered in order to ensure secure integration with
data consumer applications. Finally, we also need to ensure
some typical security requirements. Perfect forward secrecy
stipulates that compromise of a session secret shall not affect
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the security of any previous or future sessions. Furthermore,
compromise of any device and a master secret stored on the
device should not affect the security of the system as a whole
and the security of other devices. The system design should
also support a change of cryptographic mechanisms, providing
the ability to withstand new and emerging threats, such as
quantum computing.

One of the critical challenges when implementing federated
IoT solutions consists of bootstrapping and maintaining the
system’s security. To ensure the confidentiality and integrity
of communication channels between IoT devices, a secure
and authenticated key management mechanism must be imple-
mented. Such a key management mechanism needs to fulfill
several specific requirements:

1) Federated operations: The mechanism shall be compat-
ible with federated operations, where the exact trust
relationships between federation members might not be
known in advance of device initialization. Therefore,
there might be a need for a device to be re-authorized
for operation within the specific federated environment.

2) Resilience and fault tolerance: The mechanism should
function also in adversary environment, where some of
static or cloud infrastructure is not directly accessible
from an IoT device.

3) Support for constrained devices: The part of the key
management mechanisms executed at the end-devices
should be computationally efficient with respect to re-
quired computing power and memory.

4) Scalability: the mechanism needs to scale well to sce-
narios involving potentially hundreds of devices and
adapt to different communication patterns, including
both fully distributed scenarios and edge scenarios where
end-devices communicate to a gateway connected to a
backbone network.

5) Perfect forward secrecy: compromise of a session secret
does not affect the security of any previous and future
sessions

6) Robustness against compromise of individual devices:
compromise of any device and of a master secret stored
in the device should not affect the security of a system
as a whole and security of other devices. This implies in
particular that any potential key generation and device
authentication authority needs to be implemented using
a threshold-based approach.

7) Cryptographic agility: The system should support the
change of cryptographic mechanisms, providing the
ability to withstand new and emerging threats, such as
quantum computing.

8) Increased security guarantees for key material: none
of the federated organizations is able to obtain the
cryptosystem master key.

V. DL-MOT: DISTRIBUTED LEDGER IMPLEMENTATION OF
THE MODIFIED OKAMOTO-TANAKA PROTOCOL

To meet the challenges defined in Section III, we propose a
novel key management solution for IoT devices that integrates

with a permissioned distributed ledger. The integration of the
distributed ledger is a novel element that provides increased
robustness against attacks on key generation and authentication
authority.

In an IoT system, there are substantial differences between
the computational capabilities of various devices. Therefore,
our design aims at optimizing computational overhead induced
on constrained IoT devices in exchange for much higher
overhead on the edge nodes side, that are significantly more
powerful.

The proposed solution is based on the Okamoto-Tanaka
identity-based key management protocol, initially proposed
in [2] and further extended in [3] and [4]. We further modify
the protocol by implementing a distributed key generation
authority based on a distributed ledger. Integration of a dis-
tributed ledger into identity-based cryptographic solutions can
be seen as a more general and reusable security pattern; its
applications in the context of privacy protection have been
discussed in [5].

Since the concept of identity-based public-key cryptography
was introduced in [6], many identity-based authenticated key
exchange protocols have been proposed [7]–[9]. Most of
the proposed protocols rely on elliptic curve pairings that
are computationally very expensive and hard to implement
in constrained devices. In the context of an IoT, a one-
round ID-based key exchange with forward secrecy over the
Rivest-Shamir-Adelman algorithm (RSA) group is a much
more compelling choice. Moreover, although in data-centric
federated systems, attribute- or identity-based encryption can
be used to enable an efficient and effective enforcement of
access control policies through data encryption, there is an
inherent problem with pairing-based cryptography: There is no
way to perform pairing operations (to generate private keys)
in a decentralized and accountable manner. Therefore, it is
difficult or impossible to maintain the principles of zero-trust
architecture in the system.

When it is possible to securely store key material on an IoT
device, e.g. using a Trusted Processing Module (TPM), we
propose using dl-mOT, an enhanced version of the modified
Okamoto-Tanaka (mOT) protocol [3]. The mOT protocol
enables two parties to use their identities to establish their
common secret keys without sending and verifying public
key certificates. We further enhance the mOT protocol by
integrating it with a distributed ledger. In this way, we address
some inherit weaknesses related to the use of identity-based
cryptography. In particular, we mitigate key, escrow, remove a
single point of failure, and add strong accountability for key
generation events.

The advantage of the dl-mOT protocol is its computational
and communication efficiency and ease of implementation.
The protocol can be implemented with short exponents, e.g.,
160-bit exponents with a 1024 bit modulus. Moreover, op-
erating over an RSA group enables the implementation of
multiparty computation protocols, such as distributed expo-
nentiation and multiparty generation of an RSA modulus.

Another essential feature of the dl-mOT protocol is the
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support for perfect forward secrecy (PFS) [10] that was
identified as one of the key security requirements in our
federated environment. Perfect forward secrecy means that
the leakage of a long-term key used by an entity does not
compromise the security of session keys established by that
entity. Moreover, dl-mOT allows spontaneous decentralized
device-to-device interactions, without any request to the edge
node or distributed ledger. Edge nodes are only involved in
secure onboarding of the sensor into the federation. Device
bootstrapping is a subprocess of onboarding and requires
just enough information exchange between a device and the
network to establish a secure channel.

A. Onboarding

In the mOT protocol, a Key Generation Center (KGC)
chooses the RSA parameters N = pq, exponents d, e, and
a random generator g of the cyclic subgroup of quadratic
residues QRN . The parameters p, q, d, and e are random and
safe primes, that is, a prime p is safe iff p21

2 is also a prime.
KGC publishes values N, e, g, as well as two hash functions H
and H 2 as a set of public parameters P . During the onboarding
phase, every device receives from the KGC a unique identity
idD and a corresponding private key SD = H(idD)d mod N.
It is important to note that the mOT software requires the
storage of secure private keys on the sensors, which is not
always possible.

B. Operational phase — Point-to-point communication sce-
nario

Communicating devices are already onboard, which means
that they have their identities and secrets SA = H(idA)

di

mod Ni. Now, a dynamic asynchronous secure channel may
be established. In the key agreement phase, devices A and
B choose ephemeral private exponents x and y, respectively.
Bar notation denotes single domain keys, and hats distinguish
multi-domain keys establishment. Each device can calculate

A B

A B

α = gxSA mod N

β = gySB mod N

Fig. 2. mOT key agreement

the mOT session key in the following way:

K̄A = (βe/H(idB))
2x mod N, (1)

K̄B = (αe/H(idA))
2y mod N. (2)

Both values are equal since:

K̄A = (βe/H(idB))
2x =

=
��

gyH(idB)
d
�e

/H(idB)
�2x

=

=
�
geyH(idB)

ed/H(idB)
�2x

=

=
�
geyH(idB)

1/H(idB)
�2x

= g2xye = K̄. (3)

Analogically, K̄B = K̄. The mOT session key K is established
with a key derivation function H 2:

K = H 2(K̄, idA, idB , α, β). (4)

C. Multi-domain KGC setting

In our setting, each IoT device belongs to an organization
that operates its own security domain and the KGC. In a fed-
erated IoT environment, devices from different organizations,
and thus belonging to different security domains, should be
able to execute the key agreement protocol and communicate.

Each organization i operates its own KGCi with public
parameters Pi, as previously described, and secret key di, such
that eidi = 1 mod φ(Ni).

The device A belonging to the organization operating
KGCi receives during onboarding a secret SA = H(idA)

di

mod Ni The identity of the device consists of H(idA) and
Pi. Similarly, the device B belonging to the organization that
operates KGCj has a secret SB = H(idB)

dj mod Nj with
public parameters Pj . Consider

E = lcm(e1, e2) (5)
ĝ = (gi mod Ni, gj mod Nj) (6)

N̂i = (N
E
ei
i mod Ni, 1 mod Nj) (7)

N̂j = (1 mod Ni, N
E
ej

j mod Nj) (8)

Both communicating sensors compute a pair of values
mod NiNj :

ŜA = (SA mod Ni, 1 mod Nj) (9)

Ŝb = (1 mod Ni, SB mod Nj) (10)

respectively. Device A chooses an ephemeral random integer
x and computes

X̂ = ĝx mod N1N2 (11)

and sends to B value

α̂ = X̂ŜA mod N1N2. (12)

The device B chooses a random secret y and sends to A the
value:

β̂ = Ŷ ŜB (13)

where
Ŷ = ĝy. (14)

Finally, A computes the shared secret K̂:

K̂ = (
β̂E

B̂
)2x = (

Ŷ EŜB
E

B̂
)2x = ĝ2xyE(

ŜB
E

B̂
)2x =

= ĝ2xyE mod N1N2. (15)

The device B performs an analogous computation. Similarly
as within a single organization, at the end, both devices make
a hash of the shared secret and the identities of both parties:

K = H 2(K̂, idA, idB , α̂, β̂). (16)
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The boot-strapping process (considered as a subprocess of
onboarding) can be repeated during the lifetime of a device and
requires direct communication to the edge node and identity
registration in the distributed ledger.

D. Multiparty private exponentiation

In the scenarios presented, the KGCs are the only parties
that own the master secrets of the cryptosystems. When
onboarding an IoT device within a domain, an exponentiation
using a secret exponent known to the KGC is required. With
the help of a bit-decomposition [11], we have constructed a
constant-round protocol for multiparty private exponentiation
where several KGCs participate in secret key generation (since
attaching a new device implies private key generation which
is single integer exponentiation). Multiparty exponentiation
in the IoT device setup phase eliminates the single point
of storing master secrets and supports zero-trust architecture
principles. We assume that federated organizations share the
domain master secret and perform their part of the exponentia-
tion process to achieve strong accountability of the onboarding
process and to weaken requirements for trust into edge nodes.
The bit-decomposition private exponentiation is computation-
ally expensive and a significant amount of research has been
devoted to improve its performance [12], [13]. However, in
our scenario, it is performed by relatively powerful KGC nodes
and only during the onboarding of an IoT device. The classical
approach to distributed modular exponentiation on arithmetic
circuits relies on bit-decomposition, which was first proposed
in [11]. To achieve an exponentiation protocol with a public
base b and secret exponent e, the authors of [11] propose a
method for securely bit-decomposing the inputs (bd) secretly
shared l-bit exponent e into bits, using the so-called fan-in
multiplications. We assume that there exists a function:

[e]bitsbd([e]) (17)

that receives a secret shared input [e] and returns its shared
bit-decomposition [e]bits, so that it produces l shares:

([a0], [a1], ..., [al21]) (18)

where ai ∈ {0, 1}. The final result of the exponentiation is
then the product of the decomposed multiplications:

l21�

i=0

([ai]b
2i + [1]− [ai]). (19)

The identity of an IoT device is public, while its private
key is generated using KGC secrets and multiparty private
exponentiation. The objective is to improve the auditability
of the onboarding process (or bootstrapping, understood as
a subprocess of onboarding) and make it impossible for a
single compromised or malicious KGC node to add devices
to the domain. This was achieved through integration of bit-
decomposition with a distributed ledger, ensuring that every
decomposed multiplication, performed in support of private
exponentiation, left a trail on the distributed ledger. It means
that federated organizations share their KGC secrets, and

each execution of multiparty exponentiation is registered in
distributed ledger so that it is known among federation which
organizations took part in the sensors onboarding process.

E. Use of trusted execution environment

In our initial proof-of-concept KGCs master-secrets escrow
problem was solved by encapsulation into Intel Software
Guard Extensions (SGX) enclave. Intel SGX is an imple-
mentation of the concept of a trusted execution environment
in Intel CPUs that allows users to define secure enclaves.
Secure enclaves are regions of memory whose content is
protected and unable to be read or saved by any process
outside the enclave itself. Combining chaincode with SGX
makes it possible to run applications that demand privacy,
such as distributed exponentiation combiners, which was first
proposed in [14]. In our initial design, a KGC enclosed in
a secure enclave acted as an oracle for distributed ledger
chaincode, and there was no risk of keys compromise, but
still the enclaves where only parties where keys were stored
and enclave availability was necessary. But only the master-
secrets distribution and multiparty exponentiation weakened
the nodes availability requirement sufficiently, so that zero-
trust architecture principles can be satisfied.

Intel SGX comes with two advantages. The first is that
enclaves provide confidentially and integrity of any code and
data inside the enclave. The second advantage of enclaves is a
mechanism that allows remote parties to verify the identity of
the enclaves via a process called attestation. Intel SGX pro-
vides applications with the ability to create areas in memory
called enclaves that provide confidentiality and integrity for the
code/data running inside it, even in the presence of buggy or
malicious privileged software or actor. Attestation is a process
that allows remote parties to verify the identity of a piece of
software. The remote party can use Intel’s SGX attestation
hosted service to verify the quote before provisioning any
secrets into the enclave. Intel SGX also supports cryptographic
binding of secrets to an enclave, the so-called sealing. Any
enclave can use a hardware-generated key, called a sealed key,
to encrypt the secrets with the key. The key is available only
to the owner enclave running on the same platform. This is
crucial for key material management.

VI. PERFORMANCE DISCUSSION

An important practical question is the prediction of the
performance of the dl-mOT in various configurations of a
federated IoT environment. The main aspects of performance
analysis are related to the overheads introduced by onboard-
ing, key management, and recording of transactions in the
distributed ledger.

A. Onboarding overhead

dl-mOT protocol requires a secure channel or controlled
environment for the onboarding phase. During device onboard-
ing, an RSA group element, that is, a 1024-bit private key,
and a hash result, that is, a 256-bit value, must be transmitted.
These values (in total 160 bytes) must be stored securely on
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the sensor device. There is no computational overhead for
the sensor during the onboarding phase. However, there is a
computational cost induced by a device onboarding on the
KGC side. In the single-domain scenario, this computational
overhead comprises one exponentiation and two hash opera-
tions. In a distributed multiparty scenario, the computational
cost is significant, as described in V-D, but all computations
occur on nodes without significant computational restrictions.

B. Key management overhead

The communication overhead of the operational phase of
dl-mOT is as in the original Diffie-Hellman protocol and
requires two messages with a single RSA group element.
After these messages have been exchanged, the symmetric key
with full Perfect Forward Secrecy against active attackers is
established and remains confidential to all parties, including
the federated organization and KGC. Furthermore, due to the
identity-based properties of mOT, there is no communication
overhead related to certificate transmission that is typical for
the authenticated Diffie-Hellman (DH) key exchange protocol.
The computational cost of key establishment using the dl-mOT
protocol, when used with short exponents, is very low. dl-mOT
is more efficient than any RSA-based key agreement protocol
and any authenticated DH protocol over Z7

p for large prime
and much more efficient than any of the ID-based protocols
based on elliptic curve pairings. The dl-mOT protocol is less
efficient than protocols using elliptic curves, but only for keys
longer than 2048 bits.

C. Distributed ledger overhead

In the dl-mOT scenario considered, a distributed ledger
is used to generate identity-based keys for IoT devices,
which can be further used for secure communication with
the distributed ledger nodes and the IoT peer nodes. Our
target environment consists of a distributed ledger based on
Hyperledger Fabric. Furthermore, we assume the use of a
policy that specifies that any two organizations are sufficient to
sign the transaction. Our prediction is that more nodes result
in shorter delay times; that is, the median delay related to
the generation of private keys and the recording of public key
parameters in the distributed ledger is shorter for more nodes.

The performance of the dl-mOT solution directly depends
on the performance and scalability of the distributed ledger,
and in the case of our design on Hyperledger Fabric perfor-
mance, which acts as a trustworthy storage for validated and
reliable data.

When writing data to the ledger, the number of requests (or
transactions) that can be processed increases with the number
of nodes that participate in the ledger from each organization.
However, the transaction processing time will also increase
as the number of federated organizations that need to accept
(sign) a transaction increases. To counteract the performance
penalty introduced with the increasing number of federated
organizations, an appropriate endorsement policy can be used
in Hyperledger Fabric. The endorsement policy determines
how many organizations are needed to approve the transaction.

If the endorsement policy requires fewer organizations to
accept a transaction, the ledger performance and, therefore,
the performance of dl-mOT will increase.

When reading data from a ledger, no consensus among orga-
nizations is required, and therefore, the performance depends
only on the number of available ledger nodes; i.e., the more
nodes are available, the higher performance of the ledger.

VII. RELATED WORK

The interoperability aspects of civilian IoT platforms have
been discussed in several earlier papers. A high-level archi-
tecture for semantic and syntactic interoperability between
cloud-based IoT platforms has been proposed in [15]. A
multiauthority access control framework for federated cloud
IoT platforms has been presented [16]. This earlier work
differs significantly from our contribution and is not directly
applicable to military and civil-military scenarios. First, we
consider the federation and interoperability of IoT systems in
multiple layers. In HADR and military operations, we cannot
rely on universal availability of cloud connectivity, but we
also target disadvantaged and adversary environments, which
my rely on locally deployed IoT enclaves and edge nodes
interconnected via private and proprietary links. Moreover,
most of the earlier work does not consider explicitly resilience
and survavability aspects - the distribution is interpreted rather
in context of preserving control, than providing reliability and
fault tolerance. In our solution, we focus on ensuring that
during the operational phase, i.e. after onboarding, the IoT
devices and end users can be authenticated and authorized
by any other node belonging to federation, thus mitigating
some of the risks related to defects, environmental faults, and
adversarial activity.

Several ongoing activities focus on the development of
secure and interoperable onboarding and configuration man-
agement mechanisms for IoT devices [17], [18]. Our proposed
key management protocols are aligned with the frameworks
presented in [19] and [20].

The use of blockchains in the context of IoT applications
was a topic of several recent surveys, for example, [21]–[23].
However, in the context of our solution, the most relevant
work is related to key and access management, as well as the
performance evaluation of blockchain-based applications.

The use of blockchain to implement a key management
approach in a federated environment with smart vehicles was
investigated in [24]. A pairwise key management scheme
based on a transitory system-wide secret has been discussed
in [25]. The use of randomness obtained from IoT devices
for the generation of cryptographic material has been mainly
investigated in the context of taking advantage of Physical
Unclonable Functions (PUF) [26], [27]. An excellent study of
various sources of secure PUFs is provided in [28].

The performance of blockchain, when used to store data
obtained from IoT devices, has been studied in [29]. Similarly,
the performance of Solidity smart contracts implemented in
Ethereum for the management of access to IoT devices is
investigated in [30]. This investigation was further extended
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in [31], where a comparison of the performance of blockchain-
based access management with an alternative CoAP-based
solution is presented. The applicability of the Ethereum smart
contract for access control in the IoT is also discussed in [32].

We also chose to provide identity-based authenticated key
exchange in our device network as a solution for environments
where the operation of traditional public key infrastructure
(including its various phases of a life cycle, such as certificates
dissemination and revocation) is too costly in terms of band-
width, on-device storage, and computation. Since it is possible
to store additional key material in an IoT device, we propose
using a modified Okamoto-Tanaka (OT) protocol [2] adapted
to the decentralized setting. Our solution is based on [3],
which introduced a protocol called mOT. The OT protocol
enables two parties to use their identities to establish their
common secret keys without sending and verifying public key
certificates.

As noted in [3] in terms of computational effort, the OT
protocol is more efficient than any RSA-based key agreement
protocol and any authenticated Diffie-Hellman protocol over
Z7
p for large prime. OT protocol is incomparably more ef-

ficient than any of the ID-based protocols based on elliptic
curve pairings. OT is pretty close in terms of computational
efficiency to the certificate-based MQV protocol, which runs
over elliptic curves, while mOT runs over RSA composites.
The cost of MQV on-line is slightly larger than that of OT, but
OT requires a setup phase. For moderate security parameters
(1024-bit RSA), OT has a computational advantage over MQV,
but for larger modulus (above 2000 bits), the advantage is on
the elliptic-curve side.

Current key management protocols [15], [16] do not offer
such a combination of properties.

We aim to provide a two-message identity-based key ex-
change, maintaining low computational and communication
overhead, achieving the PFS property, and allowing sensors to
communicate without interaction with edge nodes. Since the
federated IoT environment includes trusted edge nodes, our
protocol also allows the implementation of a multiauthority
case in which IoT devices from two separate domains (con-
nected to a single edge node) can establish a secret key. In
such a case, each edge node plays the role of an independent
key generation center (since it belongs to a trusted network or
at least a semi-trusted network).

OT framework can also be used as an enabler to implement
the Self-Sovereign Identities (SSI). The objective of SSI
is to provide subjects with complete control of their own
digital identities [33]. There are two standard approaches to
SSI, namely, Decentralized Identifiers (DID) and Verifiable
Credentials (VC) [34] - both of them rely on public-key
cryptography. To control a specific DID, a subject just has
to own a private key associated with a public key in the DID
document. Although DID focuses on cryptographic identifi-
cation, VC provides authenticated and privacy-aware attribute
disclosure. The mentioned SSI approaches mean that devices
need to be able to execute encryption algorithms based on
asymmetric keys, which can be challenging in devices with

limited processing and energy resources, and cope with the
communication overhead of transmitting metadata, such as
DID and VC. Furthermore, in the IoT world, low communi-
cation overhead plays a vital role, as wireless communication
protocols often offer relatively small packet sizes. In particular,
low-energy protocols such as Long Range Radio (LoRa) and
Bluetooth Low Energy (BLE) have maximum packet sizes of
222 and 244 bytes, respectively, and the mentioned approaches
require at least 512 bytes or more, which means that additional
mechanisms are required, for example, for message partition-
ing and lost packet control.

Therefore, although SSI may improve security and privacy
protection for IoT devices, new, more efficient cryptographic
methods need to be identified to ensure its successful de-
ployment in the IoT environment. In particular, power and
communication constraints of small devices in large distributed
networks suggest the benefits of using a one-round authenti-
cated key exchange (AKE) protocol in the IoT environment.
Our proposed approach revisits the classic Okamoto-Tanaka
protocol [3] that realizes single-round key agreement and
exchange with perfect forward secrecy, using a single group
element per message and maintaining low computational and
communication overhead, avoiding the need to distribute large
public key certificates.

VIII. CONCLUSIONS AND FUTURE WORK

We have presented dl-mOT, a novel key management solu-
tion for federated IoT environments. Our solution integrates an
efficient identity-based mOT protocol with a distributed ledger.
It relies on a distributed ledger to establish an anchor of trust
between federation members.

Our work focused only on a subset of challenges related
to the implementation of an operational federated IoT en-
vironment. In particular, we have not discussed how the
resources available in the federation can be discovered or how
to achieve secure time synchronization. We plan to investigate
the possible integration of our key management approach with
other open frameworks, such as Teserakt E41, to implement a
solution that can be validated in practice. Moreover, public-
key algorithms that we use in our current implementation of
the distributed ledger are susceptible to quantum computing
attacks. Although it is possible to modify Hyperledger Fabric
to use customized public-key cryptography, the integration of
quantum-safe algorithms into our solution is left for future
work.
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Abstract—Increasing amount of devices in our daily life are
equipped with sensors that transfer information to a cloud
solution where the data is finally analysed. By improving the data
intelligence on the edge, the data transfer can be reduced, which
not only saves bandwidth and thus reduces energy consumption,
but also leads to increased privacy protection. In this paper, we
propose a privacy-friendly water leakage detection approach for
various kind of water meters (optical and digital) performed on
a very constrained, wireless devices.

I. INTRODUCTION

THE amount of IoT devices on our homes increases
for several years already. While most of them promise

easier living and higher comfort, the actual applications are
often neither environment nor privacy friendly. In this paper,
we introduce a water leakage detection algorithm that takes
both into account by running analytics directly on a long-
living, energy-saving device in a privacy-preserving manner.
For this, we apply a very lightweight data compression at the
edge that enables leakage detection and significantly reduces
the bandwidth needed to transfer the data from the edge to
a central cloud device. By this, public as well as private
buildings all over the world can profit from a solution that
is easy to install and that reduces the waste of fresh water.
This work was performed in close collaboration between Sirris
and Shayp, who are leading specialists in water efficiency
and monitoring, such that the evaluation of the approach was
performed on real-world data.

The remainder of this paper is organized as follows: We
will first provide an overview of current solutions in section II,
before describing the technical setup in section III. In section
IV we will explain in detail our solution for an on-the-edge
leakage detection that respects privacy aspects. Its evaluation
will be discussed in V-1 on both, artificial and real-world data
before concluding in section VI.

II. RELATED WORK

Recently, several solutions on leakage detection by smart
meters were suggested. The common approach entails a con-
nected device at water meter level, which sends pulse data to a
cloud back-end for further collection and analysis. Hence, the
leakage detection is executed only in the cloud [1], [2], [3].
In [1], a solution for remote monitoring of water consumption
and leakage detection is discussed. The setup consists of a
water meter is connected to an Arduino micro-controller that

sends the data to a Raspberry Pi gateway. Only from there,
the data is hourly transferred to a cloud back-end that the
end user can consult. From a hardware point of view, this
solution is error prone as the two-fold messaging can lead to
data loss and increased latency. Further, a wall socket has to
be available in the vicinity of the water meter which makes it
hard to generalise the solution.

The leakage detection suggested by the authors is performed
at cloud level and consists of the detection of four different
scenarios: (i) a negative consumption trend, which indicates
a problem with the data transfer; (ii) a continuous water
flow over 24 hours, which indicates a strong leakage; (iii)
a coincidence with the last two measurements, which also
indicates a leakage; and finally (iv) a significant deviation from
the historical consumption. However, this solution suffers from
a cold-start problem for detecting leakages reliably. Further,
some of the rules are only meaningful in residential buildings,
as e.g. hospitals can indeed show a significant hourly water
consumption throughout an entire day.

Similarly, in [3], a wireless open source middleware was
developed. Also here, the data is collected locally via an
edge gateway but the leakage detection is only performed at
cloud level. The empiric algorithm looks for the absence of
water consumption during a specific interval across the day
that deviates from historical consumption. With this rather
rough estimate, it is possible to detect leakages in residential
buildings, but it will probably fail in other types of buildings
like hospitals, which were not investigated in the publication.

The solution presented in [4] makes use of wireless,
battery-driven vibration sensors, instead of directly mea-
suring the water consumption. Increasing vibrations in a
pump indicate a pipe burst in the network. The proposed
system uses a lightweight edge anomaly detection algo-
rithm based on compression rates. The leakage detection
splits the data x from the stream into two equally long
sequences of length wstream, e.g. at time t, the data se-
quences consist of [x(t 2 2wstream, ..., x(t 2 wstream)] and
[x(t2wstream, ..., x(wstream)]. For both, they apply miniLZO
compression [5]. When the compression rate changes signif-
icantly from one window to the next, they assume that a
leakage occurred. By using lossless compression in their lab-
based test rig, the authors could reduce communication by
90% compared to periodical messaging which leads to an
increasing battery lifetime. While this algorithm offers very
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suitable performance for big pipes and big bursts, it does not
detect small leakages that are most common in residential
households or schools [6]. Further, the authors do not consider
privacy or security aspects critical when reducing the amount
of messages sent. In case of a residential building, the number
of messages being sent can already leak private information
on the consumption pattern of this particular household. Lack
of messages poses a more critical security thread as one can
assume people are away.

III. TECHNICAL SETUP

Shayp’s solution for monitoring water consumption and
detecting anomalies in water usage consists of a wireless water
meter reading device. It has long-range, battery-powered data
logger compatible with all pulse-ready meters, specifically
designed to withstand water immersion, harsh conditions and
ensure an ideal performance in deep indoor situations. This
is enabled using a Narrowband IoT (NB-IoT) connection
to a back-end cloud. In addition of being low-power, this
radio standard also offers a very good connectivity, allowing
communication inside deep basements where water meters
are usually to be found. Coupled to the periodic sending
schema as explained below and thanks to the low-power micro-
controller of the device, NB-IoT allows to meet a 10-year
battery lifetime.

Through a pulse emitter placed on the water meter, the
water consumption takes the form of pulses, each of which,
depending on the water meter, corresponds to a certain amount
of water (typically 1L or 10L) consumed per defined time
window. A sensor connected to the pulse emitter detects these
pulses. The data logger collects these pulses and sends this
consumption data to a cloud back-end where water consump-
tion analysis and leak detection take place.

1) Periodic sending schema: Shayp’s device aggregates
hourly consumption data in periods of 30 s and then sends
a message to the cloud. Although the message length is 512
bytes, the actual used space is about 152 bytes (32 bytes for
payload and 120 bytes for 120 data points). This results in
360 unused bytes in a message.

2) Cloud solution for leakage detection: Currently, Shayp
supports leakage detection at the cloud level. For residential
buildings this takes between 1-3 hours, while corporate build-
ings vary from 3 up to 24 hours. This is due to the complex
water consumption pattern for buildings such as schools and
hospitals, where water usage is constant. The lack of on-device
analytics and the hourly message pattern prevent any anomaly
detection in less than an hour. The data made available for this
research consists of the number of consumption pulses and
the estimated leakage size in pulses per 30 seconds. Further,
information about the type of building, e.g. a public building
or a private household, is provided.

With the method described in this publication, we improve
the detection time even further (<1h for residential, <3h for
corporate) by applying a lightweight analysis executed on the
device at near real-time. This should however not hamper the
lifetime of the battery, which ideally could even be extended

to up to 16 years, which is the expected life time of water
meters.

IV. LEAKAGE DETECTION

In this work, we introduce a leakage detection algorithm
operating on a very constrained edge device based on data
compression. The algorithm has to fulfill the following re-
quirements in order to be applicable in real-world scenarios:

1) Minimal power consumption in order to guarantee at
least 16 years of battery lifetime.

2) Fast leakage detection such that a warning can be sent
with short delay (<1h for residential, <3h for corporate
buildings).

3) Preserve the privacy of the underlying data
Interestingly, the three points above contradict each other: i.e.
in order to increase the battery lifetime, the device should
send as few messages as possible. But with less messages,
it is harder to detect leakages early enough. One solution
could be to only send messages once water consumption
was measured and a risk of leakage was detected. Though,
under this assumption, privacy and security in households or
corporate buildings are at risk, as in this case an attacker can
easily derive consumption patterns by profiling the message
sending patterns.

In order to deal with these contradicting requirements, we
developed a leakage risk assessment at the edge based on
the compression of the consumption data. This approach is
combined with a leakage-sensitive random messaging schema
in order to ensure privacy preservation.

1) Data Consumption Compression: Per message, 480
bytes of data can be sent. In order to use this space as
efficiently as possible, while not losing information, we apply
a lightweight lossless sequential compression. We either use:

1) Fibonacci codes [7] on the unprocessed sequence, as it
has proven to be very robust and efficient [8].

2) A combination of run-length encoding (RLE) [9] and
Fibonacci codes where in a first step we apply RLE and
only after Fibonacci codes.

For each device, more than 200.000 data points were used. One
can see that the overall performance of the combined compres-
sion (RLE + Fibonacci) leads to better results, hence higher
compression rates, for most devices (Fig. IV-1). Nevertheless,
two extreme outliers can easily be detected, i.e. the two devices
at the bottom rows, namely NE83A580 and N389F2E8. By
analysing the statistics of the consumption and leakage pulses
given in Table I, it is possible to explain why the compression
is so different in these cases: For (N389F2E8), the overall
consumption is high such that the raw Fibonacci encoding is
less effective as the strings encoding the integers are becoming
longer. The mean leakage pulses for this device is NaN, as
no leakage was detected by the leakage detection algorithm
that is used in production. For NE83A580, the difference
in compression between the sole Fibonacci encoding and
combined compression indicates that the consumption values
are fluctuating a lot such that the hardly any longer periods of

636 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



� ��� ��� ��� ��� �

1���)�(�

1(��$���

1$%%��%)

1��$����

1��)&)'�

1�'$&%��

1�'�%��&

1((%����

1)���&�&

1(&���(�

FRPSUHVVLRQ�PRGH )LERQDFFL 5/(���)LERQDFFL

&RPSUHVVLRQ�UDWHV

FRPSUHVVLRQ�UDWH

G
H
Y
LF
H
�,
'

Fig. 1. Compression ratio for all devices for the two different compression
approaches.

TABLE I
OVERALL STATISTICS OF CONSUMPTION AND LEAKAGE PULSES

device ID consumption pulses leak pulses
NEC592E3 0.004244 0.000005
NF112C6C 0.015171 0.004336
NEEB3006 0.016815 0.000212
N4D0B95C 0.085269 0.017191
N4DACB14 0.113889 0.000000
N08FCFD4 0.226471 0.045114
N96A1423 0.308077 0.113322

NABB27BF 0.475513 0.027130
NE83A580 0.784921 NaN
N389F2E8 21.086333 0.210611

the same (or no) consumption are given in the data. This gives
a hint for (continuous) leakage in the data as also indicated by
the high number of mean leakage pulses given in Table I. We
will in more detail discuss the results per device in subsection
V-2.

2) Anomaly detection: In most production-ready solutions,
leakages in water supply are detected at cloud level [3],
[1] where sufficient computational resources and historical
consumption data are available. The approach we present here
aims at estimating the risk of a leakage at edge level as early
as possible. For this, we use the specific consumption patterns
of a leaking asset. In case of a leakage, the consumption
pulses c(t) of a specific strength occur very regularly - the
consumption of a leakage. Mathematically speaking, we define
· = |F (c(tm))||RLF (c(tm))|−1, where |F (c(tm))| is the
length of the Fibonacci code of the consumption sequence
c(tm) during a time window tm, and |RLF (c(tm))| is the
length of the combined compression (RLE + Fibonacci encod-
ing) of the same sequence. Based on ·, we define the binary
variable L(c(tm)) indicating whether a leakage was detected
in sequence c(tm) as being 1 for · > ë and 0 otherwise. where
ë, the leakage threshold, is a free parameter of the model.
This inflation given by a high ·-value can be used for leakage
detection. In the case of a comparably strong leakage, the
combination of RLE and Fibonacci codes is about twice as
long as the sequences encoded by Fibonacci codes.

The overall idea is similar to the one in [4] but while they
compare the compression in two consecutive windows, we

compare the compression of the data within the same window
with two different compression algorithms. This does not only
reduce the possible alarm delay as our window can be shorter,
it also takes into account the specific consumption pattern in
case of a leakage.

3) Random sending schema: The sending schema is crucial
in order to fulfill the requirements listed in the beginning of
Section IV. When sending as few messages as possible the
battery lifetime is strongly extended. The simplest solution is
thus sending a message once the message space of 480 bytes
is filled or a specific anomaly is detected. However, water
consumption in residential buildings, similar to electricity
consumption [10], is highly privacy sensitive. Even if we
assume that the messages are properly and strongly encrypted,
an attacker can deduce information on the consumption pattern
and the presence of inhabitants by only counting the number
of messages per time interval. Though a schema in which
messages are sent in regular intervals prevents this possible
privacy breach, it should be avoided: In order to increase the
battery lifetime, the regular sending interval should be as large
as possible but this leads to a significantly delayed leakage
detection. For this reason, we suggest a privacy-preserving
sending schema based on random timing as sketched, de-
scribed in detail below. The algorithm takes the following
variables as input:

• T : the expectation time for sending a message,
• ë: The leakage threshold as defined above
• Ë: the look-back window on which to calculate the

leakage risk, e.g. 2 hours
• nmax: the maximal warnings to send per detected leakage
• R: the force radius
• ·: a constant that defines noise in the sending pattern.
• b: The maximal sending time, e.g. 24 hours.
In a first step, we draw a random sending time interval ti

for i * N0 from a truncated exponential distribution fT (t|», b)
for 0 < t f b where » = 1

T > 0 and save it to the list of
random times. We use a truncated function in order to ensure
that messages are sent within time b (e.g. 24h). Every time a
new sensor measurement is available (in our case every 30s),
we run the following steps:

1) Calculate the encoding values of the sequence in the
look-back window F (c(Ç ij )) and RLF (c(Ç ij)), where Ç ij
is the time of the j-th measurement in the i-th message.

2) If Ç ij = ti, hence the time when the message should
be sent, send the message with content (leakage risk,
encoded sequence) and then calculate the average of the
last R sending times from the random times list. We
use this average sending time T æ in order to calculate
the next random sending time ti+1 drawn from the
distribution

f(ti+1|», b) =
1
» exp

(
1
»

)

12 exp
(
2 b

»

) with » = T +K
T 2 T æ

T æ
.

(1)
We can see this similarly to a canonical description of
a confined ideal gas in an external potential [11], where
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T is the equilibrium value and the potential is given
by the earlier sending of a message due to a detected
leakage. The system is pushed back to equilibrium with
the artificial temperature K . We then add the calculated
next sending time ti+1 to the list of random sending
times and set i = i+ 1 and j = 0.

3) Otherwise, if Ç ij �= ti, calculate · from F (c(Ç ij )) and
RLF (c(Ç ij)). In case · > ë, hence L(c(tm)) = 1 and
the number of sent warnings n < nmax, draw a normally
distributed random number r = N (·, 0.2·). In case
Ç ij < (n + 1)r, send the message. We use this in order
to add an additional level of randomness to the sending
pattern as well as to prevent too many warnings for
the same detected and continuous leakage. The factor
n+ 1 gives here an additional damping. Just as above,
calculate the new random sending time as given in eq.
(1) and add it to the list of sending times.

4) In all other cases, wait for the next measurement.

In the next section, we will evaluate our approach on artificial
as well as real-world data. We will judge our method by
the accuracy of the detected leakages, the number of sent
messages, which indicates the battery consumption on the
device and will further perform an analysis on the distribution
of sending times.

V. EVALUATION

In this section, we will evaluate the proposed leakage
detection and messaging algorithm on the edge with respect
to the leakage detection accuracy and privacy preservation.
In order to perform the analysis of the leakage detection
performance, we will not only use the real-world consumption
data but also artificially created data as in that case the actual
starting point of the leakage is exactly known and we can
perform exact statistics on leakage detection time. For privacy
evaluation, we will use the real-world data only.

1) Artificial data: In order to create the artificial data, we
extract the daily consumption per weekday from the data
without leakages. For this, we first manually remove the
consumption pulses related to leakages from the time series
data from device N96A1423, which is a school building.
Hence, the general consumption patterns for weekdays are
very different from those on weekends but also the overall
consumption per day is quite irregular. For each day of one
year of artificial data, we select every 30 seconds randomly a
consumption value from the same time and day of week from
the historical consumption. We add some normally distributed
noise from r = N (0, 0.2) and round the resulting value to
an integer. In this way, the overall consumption pattern per
day of the week is kept. Based on this consumption without
leakages, we add pulses of leakages of different severity (S),
different strength (s) and different length (∆t) to create the
final artificial consumption. The severity S defines how strong
the leakage is, i.e. if S = n > 1 at every 1/n-th pulse, s
pulses are added to the normal consumption for the following
measurement during ∆t.

Fig. 2. Time until detection for different pulse severity and strength calculated
on artificial data.
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Fig. 3. Accuracy (top) and F1-score (bottom) of the leakage detection on the
edge for all devices compared to the cloud solution. The color of the bars
indicates the artificial temperature K .

With an overall accuracy of more than 93% and a F1-
score of 90% over all samples, our edge algorithm performs
very well even on 30 s data granularity. Further, the detection
time (Fig. 2) on the edge ranges from less than 30 min from
leakages with S = 2 to about one hour for leakages with lower
severity. This fulfills the requirements of leakage detection of
1-3 hours as defined above.

2) Real-world data: For the evaluation of the leakage
detection performance on the real-world data, we use the
cloud-based leakage detection as ground truth. We expect our
accuracy to be slightly lower, as we might detect leakages
earlier. Hence, the ground truth does not yet indicate a leakage

Fig. 4. Kullback-Leibler divergence for all devices given by the different
colors. The size of the markers indicates the artificial temperature K .
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though it has already started. In Fig. 3, we show the accuracy
and the F1-score. For 80% of devices, the accuracy is higher
than 0.8, while for one of the remaining devices (NE83A580),
the ground truth data is missing. Further, the F1-score, the
ratio of correctly detected instances of leakages, are similarly
high as the accuracy. Note that the devices with a F1-score
of zero are those devices that have (quasi) no leakages (c.f.
Table I). For both devices (NEC592E3, NEEB3006), we only
see a leakage in the first 5 minutes of the full data set which
rather indicates a misclassification due to a cold start problem.
The devices with lower F1-score, namely N08FCFD4 and
NF112C6C, are a school and a sports facility, respectively. By
analysing the data in more detail, the following factors lead to
a reduced accuracy and F1-score: i.e. first, for N08FCFD4, the
average leakage is at 0.049 pulses, hence every twentieth pulse
indicates a leakage. With the current threshold, this leakage is
too weak to be detected reliably. However, for such a weak
leakage, which is probably a dripping water tab, the timely
detection is less crucial. For the latter, device NF112C6C,
we can see that at the time when the actual leakage begins,
the leakage detection at the edge triggers a warning almost
24 hours earlier than the cloud algorithm, which explains the
reduced and in this case misleading F1-score.

Additionally, in order to ensure that it is not possible
to extract privacy-sensitive information from the number of
message that are sent, we calculate the Kullback-Leibler (KL)
divergence DKL(P ||Q) [12]. We chose the KL divergence
as it is usually used in adversarial Neyman–Pearson tests for
identifying distribution differences [13]. For P , we derive
the discrete distribution from a sample of random variables
drawn from the truncated exponential distribution as given in
equation (1) derived from as many samples as messages were
sent (for each device and temperature) with T æ = T . Q is the
discrete distribution derived from the random sending times
when applying our algorithm. We use it as a measure of infor-
mation gained when approximating the truncated exponential
distribution P with the out-of-equilibrium distribution Q that
enables early leakage warnings.

In Fig. 4 the divergence is shown against the number of
send messages for all devices (color) and for different artificial
temperatures (size). There is no clear correlation between the
artificial temperature and the KL-divergence and hence does
not change anything in the information that can be extracted
from the distribution. On the contrary, the KL is clearly related
to the number of messages being sent. Hence, over long run
times of the algorithm, the KL divergence decreases such that
no private information can be extracted from the distribution
of messages sending times.

VI. CONCLUSION AND NEXT STEPS

We introduced an on-the-edge water leakage detection ap-
proach that addresses three contradicting requirements: (i)
an overall reduced number of messages in order to extend
the device’s battery lifetime, (ii) early-alarming in case of a
detected leakage on the edge, and (iii) a privacy-ensuring mes-
sage sending schema. The approach is based on lightweight

compression performed on the edge in order to timely detect
leakages and on random messaging for privacy protection. We
evaluated it against artificial as well as against real-world data
from devices installed in different types of buildings, such as
private households and public buildings. In both cases, we
observe a high leakage detection accuracy as well as a timely
detection of the leakage, fulfilling the industrial requirements.

As next steps, we plan to further improve our approach by
considering building-type specific leakage detection. Addition-
ally, we will analyse our approach on pipe bursts, which show
a very specific pattern. From our initial results, we see already
that we receive reliable warnings also for those. Further, we
will perform an on-the-edge battery lifetime study in order
to give a realistic estimation when applying our approach in
production.
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Abstract—In the context of IoT (Internet of Things), Device
Management (DM), i.e., remote administration of IoT devices,
becomes essential to keep them connected, updated and secure,
thus increasing their lifespan through firmware and configuration
updates and security patches. Legacy DM solutions are adequate
when dealing with home devices (such as Television set-top boxes)
but need to be extended to adapt to new IoT requirements.
Indeed, their manual operation by system administrators requires
advanced knowledge and skills. Further, the static DM platform
— a component above IoT platforms that offers advanced fea-
tures such as campaign updates / massive operation management
— is unable to scale and adapt to IoT dynamicity. To cope with
this, this work, performed in an industrial context at Orange,
proposes a self-adaptive architecture with runtime horizontal
scaling of DM servers, with an autonomic Auto-Scaling Manager,
integrating in the loop constraint programming for decision-
making, validated with a meaningful industrial use-case.

I. INTRODUCTION

W ITH Device Management (DM), an operator or a
service provider is able to remotely manage connected

devices deployed at the customer’s premises. The main DM
features are [1]: (i) Provisioning: which targets device initial
and in-life configuration, (ii) Monitoring: which allows detect-
ing anomalies such as malfunctioning devices using log traces
and data collection, (iii) Maintenance: which allows firmware
and configuration updates, and (iv) Troubleshooting: which is
remote actions to fix service and device errors.

Currently, DM solutions are widely deployed and mainly
used for Smart Home service management. However, IoT plat-
forms with DM features and standards have been developed to
incorporate DM features such as firmware and configuration
update, for two reasons : one is to accommodate the expansion
of the Internet of Things (IoT) that offers a wide range of
new smart applications [2] (e.g., Smart City, Smart Building,
Smart Industry), the other is for environmental reasons of
sustainability (e.g., device reuse, and lifespan enhancement).

While connectivity and cloud analytics are considered es-
sential aspects of an IoT architecture, one of the most critical
is the management of IoT [3]. This will help register con-
nected devices, bring them online efficiently, ensure that they
work properly and securely after being deployed, and send
configuration or firmware updates remotely. However, with a
very large number of IoT devices distributed across one or
more geographic locations, monitoring and maintaining these
devices can be an overwhelming task if done at the individual

physical level. Moreover, the conventional centralized DM
approach becomes a serious limitation.

To face these limitations, this work is performed in an
industrial context at Orange, and proposes an approach to
self-adaptive Device Management for the IoT using constraint
solving, validated on an industrial use-case. We introduce a
new IoT DM architecture based on an autonomic manager,
called Auto Scaling Manager (ASM). We have leveraged
the MAPE-K (Monitor-Analyze-Plan-Execute over a shared
Knowledge) Autonomic Computing reference architecture [4]
to build this manager that is able to manage the DM system
and adapt at runtime the required number of DM servers to
handle the evolution of both the IoT device fleet and the
physical infrastructure. Furthermore, a constraint programming
model [5] is integrated into this manager and used for decision-
making on the placement of DM service within the infrastruc-
ture.

The adaptive solutions for the scaling and placement of
distributed components is a well-known topic in the context
of distributed systems and the Constraint Programming (CP)
has also used for a variety of real-world optimisation problems
including placement problem. However, our main contribution
involves a Constraint Programming-based autonomic loop
approach in the context of DM IoT. In which, the system
information is gathered and analyzed at runtime, in order
to dynamically revise and adapt the constraint optimization
criteria.

We evaluate experimentally the feasibility of our approach
considering a privacy use-case. The objective is to analyze
the ASM behavior in terms of adaptation decisions and to
show how it scales horizontally, with respect to the evolution
of both the DM system and the physical infrastructure. Our
contributions are:

• An autonomic DM architecture for IoT devices to handle
the device fleet evolution at runtime. For that, a Constraint
Programming paradigm is integrated into an autonomic
feedback loop.

• An experimental validation of the architecture for a
privacy scenario.

The paper is structured as follows. Section II covers the
background and the related work for the good understanding
of our work. Section III states the targeted problem. Section
IV details our proposed architecture. Section V details our
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experimental evaluation and results. The last section concludes
our paper and raises some future perspectives.

II. STATE OF THE ART

A. Device Management in IoT Context

DM operations are performed remotely via a management
server, managed by a DM operator, that sends out the man-
agement operations to the management clients, hosted on
the managed devices to ensure their proper functionality.
The server and clients communication is based on dedicated
protocols, e.g., TR-069 [6], OMA Lightweight Machine to
Machine (LWM2M) [7].

DM of IoT is vital to maintain the proper functionality of
IoT devices, keep them secure, and ensure the evolution and
maintenance of their growing number, while anticipating new
demands for devices and services. Compared to the legacy
DM, new challenges are faced [8], [9]: (i) Heterogeneity:
moving from a limited set of device types to a wide variety
of devices [2], (ii) Dynamicity: moving from rather stable
internal states, i.e., battery and network conditions, towards
versatile states[10], (iii) Privacy: many IoT services leverage
sensor data to adapt to the local context. It is critical to adapt
these services to protect end users privacy and customers con-
fidential and personal information [11], and (iv) Scalability:
moving from a few devices managed by centralized systems
to a massive number of devices that needs a distributed
management.

In the works [12], [13], authors proposed: (i) automating
of DM operations, and (ii) adjusting the execution speed of
the campaign firmware update to device and infrastructure
capabilities, i.e., hardware, current load and network con-
gestion to address IoT heterogeneity and dynamism. Their
adaptation strategy is based on operational measures, e.g., the
error rate of DM operations and the infrastructure response
time. Our work takes a further step towards scalability and
privacy management by distributing DM operations close to
the customer’s premises based on Edge Computing.

Cloud computing consists in delivering computing and
storage services over the Internet. It offers the advantages of
flexibility and the ability to store/analyze data. However, when
cloud computing is used for IoT, new challenges emerge.

With the huge number of heterogeneous IoT devices, IT
operational bandwidth (BW) consumption is significant, es-
pecially from managing device provisioning, commissioning,
decommissioning, and ensuring firmware upgrades. Further,
as more devices appear, there is a need for a scalable DM
solution to adapt to varied deployment scenarios and enable
seamless integration and management of these distributed
devices. We believe that Edge Computing, with all its features,
has a promising potential to ensure end-users privacy (among
other benefits as security and latency) when performing DM
operations, compared to a centralized DM platform hosted in
the cloud.

Fig. 1: MAPE-K Autonomic Loop, problem in reference [4]

B. Autonomic Computing

Autonomic Computing (AC) is defined as the self-
management capabilities of a system [14] to respond to the
increasing system administration complexity. It has proven to
be effective in minimizing administrator involvement in the
computer systems management, where an autonomic system
is able to adapt to both external and internal changes by re-
configuring itself (Fig. 1 shows the AC reference architecture).

Due to the huge number of heterogeneous devices involved
in IoT system, the manual management and maintenance is
impractical. In [15], the authors advocated that to address
the problems of manual management, automatic approaches is
needed. In their study, they stated why autonomic computing
is useful and how to use it in the IoT context. Furthermore,
automated architectures for IoT DM have been proposed
in [13], [12] for automated device targeting (i.e., defining the
appropriate devices for a DM operation) and for detecting
errors/anomalies before generalizing patching to all target
devices in a given fleet).

C. Service Placement in Fog and Edge using Constraints

Given the massive number of IoT devices, along with
their related applications, the applications deployment in the
Fog/Edge is needed to cope with the latency and privacy
requirements [16]. This placement problem has been addressed
in the literature [16], [17], [18] with several solutions based on
different application scenarios, e.g., monolithic applications,
network assumptions, e.g., infinite link bandwidth, and ob-
jective functions e.g., latency, cost. These solutions can be
classified as follows: (i) Exact solution using Integer Linear
Programming (ILP) [19]/ Constraint Programming [20], (ii)
Approximations, and (iii) Heuristics [21] and Meta-heuristic,
e.g., Genetic Algorithm (GA).

The placement solutions, that mainly rely on ILP or on
heuristic approaches, are not generic enough to deal with the
features of all applications [20], as they are: (i) uneasily exten-
sible to incorporate new application / infrastructure features or
to integrate new placement constraints and (ii) non-upgradable
to exploit any user-implied resolution approach.

CP has these following appealing features: (i) It provides a
generic and easy-to-upgrade service placement, (ii) It provides
a faster solution even in a reasonably large scale environment
( in [20] it is compared to and outperformed other algorithms
such as ILP and GA with 1200 nodes), and (iii) The CP code
is small and easy to implement. Thus, CP seems attractive to

642 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



adopt it for DM problem (More details in Sec. V). Many open-
source CP solvers are available, such as the Choco solver [22]
and OR-tools [23] and other commercial solvers, such as IBM
CPLEX CP Optimizer [24].

For solving the Service Placement Problem (SPP), different
optimization strategies are proposed in the literature [18],
[16]. We distinguish two categories: (i) mono-objective that
optimizes only one objective function, and (ii) multi-objective
optimization that optimizes simultaneously many objective
functions. These optimization functions are: (i) Latency: for
delay-sensitive applications, (ii) Resource utilization: such as
minimizing used bandwidth, (iii) Cost: There are two types of
costs: the networking cost for data transmission charges and
associated expenses, and other expenses related to storage,
migration, and so on, (iv) Energy consumption: it includes
when the service is sent by the end-user to the Edge device,
when the Edge node processes the service; and when the Edge
needs the Cloud, and (v) Other metrics: such as congestion
ratio, i.e., ratio between the service links requirements and
the physical links capacity.

D. State of the Art Synthesis

Device management is a fundamental issue, especially when
it comes to the IoT environment, with its emerging challenges.
To cope with these challenges, Autonomic Computing with its
self-management capabilities, appears as an attractive solution
for managing the DM system. Further, leveraging the benefits
of the Edge Computing paradigm, we aim to provide the DM
operations for IoT clients in a distributed manner to meet both
the clients’ requirements and the providers’ concerns.

To this end, relying on Edge Computing together with
Autonomic Computing MAPE-K architecture, we provide an
autonomic manager with the ability for autonomous horizontal
scaling in terms of the number of DM servers to adapt to
the evolution of both the DM device fleet and the physical
infrastructure. Learning from the literature and moving a step
further, we rely on Constraint Programming to model and
solve at runtime the DM placement problem by integrating a
CP solver into the autonomic loop of our proposed autonomic
manager. Moreover, to the best of our knowledge, our work is
the first work that tackle the DM of IoT devices in a distributed
manner.

III. PROBLEM DEFINITION

Deploying and managing large fleet of IoT devices is
challenging due to their geographical distribution [25] and
it can be an overwhelming task if done at the individual
physical level. Ensuring the up-to-date state of this fleet is
perturbed by fleet composition variations or by the availability
of new firmware or configuration. The variation depends on
two types of events: Device arrival which corresponds to the
first connection of a customer’s newly acquired object that
usually comes with an outdated factory-installed firmware; and
Device departure that occurs when an owner unsubscribes to
an operator’s offer, requiring a configuration to reset the device

to factory settings or when a device shuts down their network
access to save energy for instance.

As a result, there is a strong and growing need for an
autonomous system to manage the device fleet. This feature
can considerably reduce the time and effort required to sustain
the health and the performance of devices throughout their
lifecycle. The automation of the DM system was considered
in works [12], [13] which gave us a starting point for our
work.

Moreover, when it comes to firmware updates, e.g., security
patches or other updates, called over-the-air (OTA) updates,
the conventional centralized DM approach becomes a serious
limitation since designing a DM system to handle hundreds
of devices is entirely different from designing one to handle
billions. The consumption of IT bandwidth resulting from
managing these devices will be significant. Therefore, an
elastic DM system is very essential to ease and ensure secure,
fast and proper batch updates for device fleet while removing
the pressure on both the nodes that host the DM components
and the links that are used for server-clients communication
by scaling well to manage this huge device fleet.

Knowing that, the Edge computing architecture, which
brings essential data processing capabilities close to the net-
work edge, provides a compelling solution for IoT DM use
case that addresses the following issues.

• Save Bandwidth: DM operations do not have to be sent
over long routes between the server hosted in a data
center and the end devices. With Edge Computing, the
DM operations could be provided through the distributed
servers via different Edge nodes at different locations near
to the end users;

• Guarantee the privacy: Management of IoT end devices
locally (e.g., gateway at the client geographical place) or
in the proximity of the end devices could ensure the user’s
privacy. Given this privacy need, a DM server can be
restricted to be deployed on specific areas (zone), namely
Dedicated Zones (DZs). For example, a factory requiring
device operations to be performed inside its LAN (Local
Area Network);

• Support devices mobility: Edge computing is better suited
to support end-user mobility than the centralized DM
platform and to enable the seamless firmware updates
management while ensuring the required latency.

IV. PROPOSED DM ARCHITECTURE

The proposed architecture for self-adaptive IoT DM is
depicted in Fig. 2. It allows the dynamic horizontal scaling of
the distributed DM servers based on designated policies (e.g.,
physical resource utilization thresholds, Privacy requirement).

It has two main layers: (i) Control layer which is com-
prised of a centralized autonomic manager called ASM and
a system administrator that represents an external manager-
to force external actions when needed or to give high-level
objectives - and (ii) Infrastructure layer that involves the
physical nodes/links that hosts the Administrative layer, i.e.,
DM servers, and the IoT devices.
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Fig. 2: Self-adaptive IoT DM Architecture based on MAPE-K reference

(a) Physical Infrastructure (b) IoT DM System

Fig. 3: Input Graph Models

This architecture is based on two main models, depicted as
graphs, which represent the DM system and the underlying
infrastructure (more details in Sec. V). On the one hand, the
infrastructure model (Fig. 3(a)) is dedicated to the specification
of the underlying topology that will host the DM service com-
ponents. On the other hand, the DM system model (Fig. 3(b))
is intended to the representation of the DM system entities
along with their requirements (i.e., servers and clients).

The lifecycle associated with this architecture involves these
two models that will evolve over time, e.g., arrival/departure
of DM clients, failures in infrastructure nodes/links. These
models are used as the input of a specific constraint program
integrated into the (Re)Mapper module of the ASM. In the
Sec. IV-A, we explain ASM in more details.

A. Auto Scaling Manager (ASM)

This autonomic manager is built following the MAPE-K
architecture and is responsible for managing of the DM system
from its design till the end of the system’s lifecycle. Thus, the
objective is to specify a particular DM system /Infrastructure
topology to be modeled, by a system administrator or DM
service provider, and then handled at runtime. This implies
making horizontal scaling decisions of the DM servers to adapt
to any new condition dynamically, i.e., adding/removing one
or more DM servers at runtime. This work is realized through
the following modules:

• Monitor module: is responsible of observing the evolution
of both DM system and infrastructure and forwarding the
information to the Remapper module for analysis;

• (Re)Mapper module: analyses the information from the
system administrator or the Monitor to decide on the

target state of the DM system and then it solves the DM
system placement within infrastructure (See Sec. V) ;

• Planner module: Based on the Mapper information, it
extracts and selects the required actions to move to
the required state of DM system (e.g., add/remove DM
server(s)/client(s));

• Executor module: is responsible of deploying the required
actions planned by the Planner module.

Finally, the Knowledge Base contains graph models of
current and past infrastructure and DM service configurations.

B. ASM Work Methodology

The autonomic feature of the ASM is based on MAPE-K
loop (in Fig. 2). It has three inputs: DM system/ Infrastructure
models and the selected objective defined manually by the
System administrator at initial step, named Design time. The
infrastructure/DM graph models and the initial placement so-
lution for DM system, along with the fore-coming graphs and
placement solutions, will be stored in the ASM’s Knowledge
base. The output of the ASM is the DM servers that needs to
be launched/stopped on particular infrastructure nodes along
with their binding with their clients.

These graph models serve as an input to a CP solver that is
integrated into the analyzer step, i.e., (A in Fig. 2). In this
work, we consider the constraint satisfaction programming
for solving the DM placement problem which provides at
design time a feasible placement of the DM system within
current infrastructure. However, this module is generic in that
different placement approaches could be selected for both
mapping/remapping steps.

Thereafter, the System evolution will be gathered by the
Monitor which involves- based on the adopted scenario: (i)
changes in the underlying infrastructure (e.g., node arrival/de-
parture, resources loads), (ii) changes in the DM system (e.g.,
clients arrival/ departure), and (iii) other system administrator
notifications, such as updating the solver objective to accom-
modate an urgent security campaign firmware updates instead
of "normal" firmware/ configuration updates (M in Fig. 2).

The monitored information is passed to the analysis step,
whenever a new change is observed. The analyser takes into
account the last system state stored in its knowledge base. As
a result, a new graph(s)- that reflects the new requirements and
changes- will be generated and the constraint solver will be
called to decide on the mapping of the new system’s elements.
Thus, the (Re)mapper module will be called first at the design
step and then whenever a new information is observed and
transmitted by the Monitor.

After receiving this information, the planner (P in Fig.
2)) produces a set of actions to be applied to move from
the current system state to the target one by extracting the
difference between the current and the target mapping, to do
only necessary actions (e.g., decide the required number of
server/client to be started/stopped). Finally, the Execution step
applies these actions (E in Fig. 2)).
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Fig. 4: Integrating CP in the ASM MAPE-K architecture

This whole process, after the design step, will be repeated
in a loop based on the monitored information and the runtime
conditions imposed by the Administrator. We further show in
Fig. 4 how the constraint programming is integrated within
ASM (Re)mapper.

Finally, in the case that the monitor detects a reconfiguration
need and a CP solver is called, we may obtain that no feasible
placement solution is found, for example, because there are
no enough resources in the infrastructure while satisfying all
required constraints. Thus, the Remapper module might need
to wait for some time, so that other services release some
infrastructure resources or some clients leave to try again with
the solver. In such case, the ASM will keep the last solution
and a notification will be sent to the system administrator.

C. Supported Use-Cases

The need for DM system reconfiguration is based on the
targeted evolution type. Different changes may result in a need
for a new system configuration in the DM context. Privacy
is an important concern that is adopted in this work [11],
where a client may need to be managed by a specific DM
server or a DM server placed in a specific area due to some
privacy considerations (e.g., the IoT device(s) belongs to a
private enterprise or for a VIP (Very Important Person)). Thus,
whenever new IoT devices ask to join the system and get
registered and managed by a DM server, these newcomers
will need some resources (e.g., CPU (Central Processing Unit)
and RAM (Random Access Memory)) along with a specific
privacy constraint. Further, IoT devices might leave the system
so we need to stop the related DM clients, which results in
reducing the pressure on the currently running servers.

Any DM system evolution at runtime observed by the
Monitor (through an external notification issued by the admin-
istrator) will be reported to and analyzed by the Remapper. In
case new devices arrival, ASM will individually check their
privacy requirements to see if they can be registered with one
of the existing servers. If the current servers cannot satisfy
the new devices, a new server(s) need to be added the DM
system, so a new DM graph will be generated to reflect the
new system and the constraint solver will be called to decide
on placement of the new graph.

While privacy is considered in our work to trigger the
scaling process, but it is just a use-case, as there are other
situations that might require adaptation and that can be handled
by our proposed architecture. For example, adding more DM

servers to adapt to the increased number of IoT devices
communicating with a single server, and then balancing the
load among these servers instances represent a new motive for
scaling to avoid the stress on one server and efficiently manage
the huge device fleet. In such scenario, any information leading
to redeployment/instantiation need will generate a new DM
graph and launch again the CP solver.

The inform storm represents a real life use-case when a
huge amount of IoT devices reboot at one time, e.g., after
a power breakdown. Another use-case is the smart vehicles
[26] which consists of numerous sensors and actuators that
automate various tasks, such as traffic monitoring and braking.
In this scenario, it is necessary to keep the vehicle’s firmware
up-to-date, and to provide a convenient solution to the problem
of installing a new firmware that could be released to fix bugs
or provide new functionality. A significant challenge with this
use-case is the mobility, where a vehicle may disconnect from
a certain DM server placed on a specific Edge node and require
to reconnect to an alternate DM server according to its current
geographic location. By automatically scaling new DM servers
and placing them close to the moving vehicle, this mobility
problem can be handled.

V. DM SERVERS PLACEMENT PROBLEM

The mathematical formulation of the placement problem
given in [20] is strongly aligned with our DM service place-
ment problem. Therefore, we have benefited from this model
and modified the following parts to comply with our needs. In
the first update, we have changed the definition of the proposed
locality constraint (See Sec. V-B). Instead of enforcing some
service components to be placed on specific physical nodes,
we have introduced the dedicated zones to which each physical
node belongs. Then, each DM component will have a privacy
requirement regarding the accepted zone of the hosting node.

Another variation is the optimization objective. Here, we
have proposed a multi-objective optimization to decide at
runtime which objective we need to optimize (more details in
Sec. V-C). Further, the CP solver is integrated in a feedback
loop in order to make adaptation decisions at runtime.

A. System Model

1) Infrastructure model: It is defined as a directed graph
GI= <H, ε>, where H is the physical nodes (e.g., Edge and
IoT devices) and ε= H ×H is the network links between the
nodes : "h * H; # U(h) where U(h) = (CPU,RAM,DZ)

In the infrastructure graph, we defined for each node its
available CPU and RAM resources in addition to its own
dedicated zone. For the physical links, we define the available
bandwidth and latency as follows:
"ei,j * ÷; #LAT (ei,j)andBW (ei,j) , where LAT(ei,i = 0)

and BW(ei,i = >) (In future work, the link type can be added
as an additional characteristic).

2) DM System Model: We consider that our DM system
represents as a service and could be modeled as a graph
Ga =< C,L >, where C is the components of our DM
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system and L = C × C is the communication links between
these components.

The nodes of this graph represent the DM servers and clients
along with their resources requirement, namely CPU, RAM,
and privacy :
"c * C; # u(c) , where u(c) = (Rcpu,Rram,Rdz)

The (Rcpu,Rram) are the resource requirements of each
DM components and Rdz is the privacy requirement where
each DM system’s components need to be placed at some
geographical place (e.g., customer premises for privacy issue).

In addition, for the links needed for the communication
between the servers and the clients, we define the following
requirements: "k * L; # Reqlat(k) and Reqbw(k) which is
the latency and the bandwidth requirements of the DM system
communication links.

3) Placement: After modeling both the physical infras-
tructure and the DM systems as graphs, the next step is to
decide where to place all DM system’s components and the
communication links on the infrastructure physical nodes and
links, respectively.

The placement solution must satisfy all the resources re-
quirements of the DM components (namely, CPU, RAM, BW
and Latency) while, at the same time, respecting the under-
lying infrastructure available resources. Based on methods
provided in the related work we decide to use the constrained
programming approach for solving the placement problem
(this choice was justified in the Sec. II).

B. Problem Formulation with Constraint Programming

Here we present the formulation model for the DM place-
ment problem. Inspired by the related work [20], for the
technical needs of the modeling (to ensure we have a full
connected graph), the infrastructure graph is increased by
adding a super-sink node (α), with unlimited resources (CPU,
RAM...), to which all graph nodes can access. The links that
connect the infrastructure nodes to α, and α to itself, have an
infinite capacity. In the following, the variables related to both
nodes and links are declared. "k * L : s = {sk | k * [1, |L|]}
where sk is the physical node that hosts the source component
of a DM system link (k), where (sk * H).
t = {tk | k * [1, |L|]} where tk is the physical node that

hosts the target component of a link (k), where (tk * H).
n = {nk,j | k * [1, |L|] , j * [1, |H|]} where (n(k,j) * H)

is the physical node at position (j) in the path of link (k).
h = {hi | i * [1, |C|]} where (hi * H) is the physical node

that hosts a component (i).
p = {pk | k * [1, |L|]} where (pk * H) is the position of

the target component(tk) in the path (nk).
a = {ak,j | k * [1, |L|] , j * [1, |H|]} represents a physical

link between (nk,j) and (nk,j+1) in the path of a DM system’s
link (k), where (ak,j * ε).
b = {bk,j | k * [1, |L|] , j * [1, |H|]} represents the band-

width of the physical link (ak,j).
Finally, l represents the physical link latency (ak,j), where

l = {lk,j | k * [1, |L|] , j * [1, |H|]}

After defining our problem model variables, we present the
necessary constraints to be applied to control the possible
combinations of values that these variables could obtain.

Constraint 1: BINPACKING constraints (knapsack-based
reasoning [27]). Here we ensure that the sum of all mapped
components demands does not exceed the maximum available
CPU and RAM capacities of the infrastructure nodes,.
BINPACKING (ïh,Reqcpuð , CPU)
BINPACKING (ïh,Reqramð , RAM)
Constraint 2: To fix a DM system’s component (i) to a

specific location or DZ, we use this locality constraint:
DZ(hi) = Loc(i), " i * C
Constraint 3: Node at position (0) in the path (nk) hosts

the source component of a DM communication link (k).
nk,0 = sk
Constraint 4: Node at position (pk) in the path (nk) hosts

the target component of a DM communication link (k).
nk,pk

= tk
Constraint 5: When the source and the sink components

are the same, they will be hosted on the same physical node.
sk = tk ´ pk = 1
Constraint 6: To avoid cycles in a path (nk), the ALLD-

IFFERENT filtering algorithm [28] is used to prevent similar
values for the variable (n(k,j)).

ALLDIFFERENT (nk,j , "j * {1, ..., |H|})
Constraint 7: Any path (nk) ends with at least one oc-

currence of α (the super-sink added node to the infrastructure
graph). For that, the REGULAR constraint [29] is added to
ensure that the corresponding sequence of values taken by
variables belong to a given regular language.

REGULAR (nk, ”[
∧³] + [³] + ”)

Constraint 8: When two DM communication links (k, k
2
)

share a same component, then the physical node that hosts the
target component of the first link will be the same node the
hosts the source component of the second link. tk = sk2

Constraint 9: This constraint is a BINPACKING constraint
to respect the bandwidth limit of each physical link.

BINPACKING (ïb, Reqbwð , BW )
Constraint 10: These last two constraints concern respect-

ing the latency of each DM communication link, and the end-
to-end latency along the path of the DM communication link,
respectively:

lk,j = LAT (ak,j), " k * L, " j * {0, ..., |nk|}�|nk|
j=0 lk,j f Reqlat(k), " k * L

Moreover, in the DM context, the communication link type
is an important requirement to be considered when solving
the placement problem, where various communication tech-
nologies between devices are used such as Wi-Fi, Bluetooth,
and ZigBee ( based on the IoT device). Thus, when solving
the placement problem, the link type could be added to our
Infrastructure/DM models to better fit the DM context.

C. DM Optimization Function

Different objective functions have been introduced in the
literature (see Sec. II for more details) of placement problem.
However, the question that comes to mind is that: What are
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TABLE I: Objective Optimization Classification

Metric Description

Resources
Minimize the number of used Nodes

Minimize the total used links’ BW

Load balancing
Maximize each physical node minimum remaining
CPU cores
Maximize each physical link minimum remaining
BW

Latency Minimize the latency for urgent security patches

the optimization metrics to consider in the case of DM
service provided to IoT users? To answer this, we provide
a simple classification for placement objectives metrics that
could fit for the DM context in the Table I. The optimal
management of infrastructure resources is an important met-
ric. With the objective Resource, we aim to minimize the
computational or network resources used. For example, the
DM system involves communications between servers and
their bulk clients and communication traffic will pass through
network links, that are shared with other services/applications,
so minimizing network consumption is important for the DM
context. However, this goal could imply that some nodes/links
are overloaded while others are underloaded.

With the Load balancing objective, we aim to reduce the
stress on both physical nodes and links (i.e., congestion rate)
by balancing the load between the participant nodes and links
in our infrastructure by choosing the least loaded nodes and
links in the infrastructure. Finally, with the Latency objective,
given that one of DM’s features is to send security patch
updates, it becomes necessary to ensure the quick arrival of
such updates. To ensure this, we need to minimize the latency
between the clients and their own servers.

From the discussion above and given the DM system
features, there is no single objective function to be considered
statically. Rather, it appears that this function depends on the
chosen scenario and the actual communication information
exchanged between the servers and their clients. To do this,
a multi objective function is introduced with coefficients
variables (α, β, ..., etc.) that will be activated/deactivated at run-
time by getting the value of 1 or 0, respectively. We formulate
the final placement objective as follows:
Objective = ³ Obj1 + ´ Obj2 + ...
For our proof of concept and experimental validation we

choose between these objectives: (i) Minimizing the total
number of participating nodes, and (ii) Minimizing the total
consumed bandwidth. Our optimization objectives are formu-
lated as follow: Obj1 = Min

�|H|
i=0 hi , where (hi * H)

is the physical node that hosts a component (i) ; Obj2 =
Min

�|nk|
j=0 bk,j , where bk,j = BW (ak,j), "ai,j * ÷.

VI. EXPERIMENTAL VALIDATION

We present here our experimental setup to assess our
approach’s ability to automatically adapt by horizontal scaling
the DM servers number based on both the DM system and the
infrastructure’s evolution. First, we present our use case and

(a) Design time (b) Run Time

Fig. 5: Privacy Use Case, DM System Evolution

then detail the technical architecture of our setup. Then, we
present our environment and ASM implementation.

A. Target Use Case

To assess our architecture, we considered the challenge
of preserving the privacy of users who use a set of smart
objects connected to each other and, potentially, to other users’
objects. In such a case, IoT objects can use and propagate a
lot of information about the features they offer and provide
sensitive information about the users that they do not intend
to reveal, e.g., knowing the features of most adopted objects
by users. In this case, users may require their devices to be
managed by an authorised server or by a server located in an
authorised geographical place.

Therefore, we consider the following use case. Initially (See
Fig. 5(a)), the DM system administrator will start a DM server
in a specific location in the infrastructure and let the DM
clients register to it as it meets their privacy requirements (i.e.,
based on the server locality). From here, the ASM will be in
charge of managing the DM system throughout its life cycle.

After some time, new devices will arrive and ask to join the
fleet and register with one of the servers respecting their pri-
vacy constraints. The clients information and requirements will
be sent to ASM by the administrator via external notifications
(See Fig. 5(b)). ASM will analyze this new information and
then decide on the right actions to move from the system’s
current state to a new one that meets all DM components
requirements. This involves either connecting each new client
to an existing server that meets the privacy constraint, or else
by instantiating a new server on a node within an acceptable
location, i.e., dedicated zone.

B. Experimental Setup

The ASM inputs are the infrastructure and the DM system
models which are generated based on the use case introduced
in Sec.VI-A. This subsection details their attributes.

a) Physical Infrastructure: The global infrastructure is
composed of: (i) 20 Edge nodes with CPU cores between
2 and 12 and available RAM between 2 and 24 GB, (ii)
40 less powerful extreme edge nodes close to IoT devices,
namely customer premises nodes, characterized by CPU cores
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between 1 and 2 and available RAM between 1 and 2 GB, and
(iii) up to 1000 links that connect these nodes randomly with
bandwidth up to 5/20 Gbps and latency up to 1/5 ms for the
physical links that connect the edges nodes and 1/5 Gbps and
latency up to 10/20 ms for the physical links that connect edges
nodes to customer premises nodes where each node belongs
to a specific zone (for the need of privacy scenario).

The nodes zones is given randomly where DZ1 to DZ6 is
reserved of Edge nodes that will host DM servers and DZ10
to DZ20 is reserved of customer premises nodes.1

b) DM Service: For the initial setup we start the DM
service with one server and 3 clients managed by this server.
After that, the administrator external notifications concerning
new IoT clients will arrive following an exponential distri-
bution of mean TIA, where TIA is the mean inter-arrival
time of clients arrival notifications (measured in arbitrary time
unit). Each DM client has a service time, i.e., the time the
client remains in the system is randomly selected following
an exponential distribution of mean S. Any notification that
cannot be satisfied directly will be kept in a queue for some
predefined time, namely Time To Live (TTL), waiting for
some resources to be released and become available.

In total, our synthetic external notifications workload for
the simulations contains request arrivals made of 40/60/80/100
arbitrary clients.The number of clients that arrive or leave is
selected randomly between 1 and 4 client at each notification.

The communication between servers and their clients is
done via bindings. The processing, RAM, latency and band-
width requirements for DM components and binding is chosen
in random manner with respect to the available infrastruc-
ture resources. Moreover, each DM component requires to
be started on a specific dedicated zone within the physical
infrastructure (more details in Sec. V).

C. Architecture Implementation

We detail here our choices in terms of architecture and lan-
guage for the development, illustrated in Fig. 6. The software
and modules run locally on a workstation with four physical
cores and eight logical computing units of the Intel x86-64
architecture, supported by 32GB of DDR4 with 2133MHz
RAM with Linux Debian 10 operating system.

For the mapper module, which solves the DM placement
problem based on CP, we have chosen Choco as a solver
inspired by the works [20] [16], which is a free and open-
source Java library dedicated to constraint programming. The
placement problem must be modeled in a declarative way by
defining the set of constraints to be satisfied in each solution.
Then, it will be solved by alternating constraint filtering
algorithms with a search mechanism.

The three remaining modules of the ASM, are developed
from scratch in Python. The choice of Python is motivated by
its wide collection of libraries and its native compatibility with

1The processing and the memory capacities for each infrastructure node are
chosen randomly from set of values inspired by the most common OpenStack
and Amazon EC2 instance types and the links bandwidth and latency values
also and number of dedicated zones.

Fig. 6: The Technical Implementation of the Architecture

the JSON [30] data format used by the other components of
our architecture (messaging bus). The ASM modules commu-
nicate with the system administrator via a common RabbitMQ
messaging bus [31]. The RabbitMQ bus allows communication
via Message Queuing Telemetry Transport (MQTT) which is
a messaging protocol widely used in the context of IoT and
compliant with Python.

D. Experimental Results

Our defined simulation scenario aims at initiating a DM
service on a physical infrastructure. Later on, at runtime,
external notifications about fleet evolution will be launched by
the system , triggering our automatic manager to take scaling
decisions of the DM servers. All the following experiments
were repeated 5 times using 5 different notification workloads
with the same parameters.

1) ASM Adaptation Characteristic:
We evaluate here how the ASM can adapt the number of

DM servers at runtime to fulfill the new DM clients privacy
requirements with a total number of 80 clients that want to join
the DM system. Figure 7(a) shows the evolution of number
of participated servers to adapt to evolution of DM clients
through the time. It starts with the initial configuration of 1
server and 3 clients. From this figure we can see an increase
in number of servers as new clients join the system (based on
their privacy constraint on the acceptable server). However,
when new clients arrive and their privacy requirements can be
satisfied by the already running servers there is no need to
scale out the DM servers. This explains the situations in the
figure where we have new incomers and the number of servers
does not increase. For example at the time point of 14 to 15
min, the number of servers is 4 while the number of clients
in the system goes from 9 to 13 clients.

On the other hand, when the clients number decreased
as they leave the system, Fig. 7(a) shows decreasing in the
number of servers. This happens when a server has no more
clients, e.g., at the time point of 1 min the ASM scale in
the number of servers goes from 3 to 2 servers as the the
number of clients goes from 9 to 6 clients. However, not all
clients departure leads to ASM taking scale in decisions, as
their server still have other clients to manage.

2) Acceptance Ratio:
We study the impact of total number of clients that arrived

to the system on the ability to satisfy their joining requests
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and placing them into the Infrastructure. To that aim, we
use the acceptance ratio defined as the number of accepted
clients arrival notifications over the total number of arrival
notifications. Fig. 7(b) shows the acceptance ratio with respect
to 4 different total number of clients that ask to join the DM
system with two different infrastructures: (i) Infra.1: composed
of 20 Edge nodes & 80 customers premises nodes, and (ii)
Infra.2 with 20 Edge nodes & 40 customers premises nodes.

In general, and for both infrastructures, we can expect
the acceptance ratio to decrease as the total clients number
increases since more clients require devoting more physical
resources to place the new clients and server when needed.
This trend is confirmed by Fig.7(b). However, the decreasing
is negligible and this can be explained by the fact of using a
waiting queue for the unaccepted notifications to try again
when other clients leave the system and some resources
become available. Thus, using this queue allows increasing
the acceptance ratio and preventing a sudden drop in its value
when the number of clients increases from 40 up to 100
clients. However, with more powerful underlying infrastructure
(the blue curve in Fig.7(b)) leads to more acceptance ratio
as the network can handle more clients before becoming
overloaded. It is worth mentioning that even with 40 clients,
we do not have an acceptance rate of 1 as the combination of
many constraints, namely CPU/RAM/Bandwidth and privacy,
prevents the solver from finding a valid solution.

3) ASM Adaptation Time:
To be acceptable, the time spent by ASM to adapt to DM

runtime evolution must be at most of the same order of
magnitude as the deployment of the VMs that will host the
DM components to not impact the deployment time of the
DM service. This time includes the generation of a new DM
configuration file, taking scale In/Out decisions and finding an
acceptable placement of DM components. For that reason, we
force the Choco solver in the Mapper to try to find an optimal
solution in no more than 1 minute. It is in the same order
of magnitude of the typical time to deploy and boot virtual
functions in data centers [32].

Figure 7(c) shows the whisker plot of ASM adaptation time
to the system administrator external notifications times for 4
different number of DM clients. It shows that the needed time

by the ASM to adapt to runtime notifications increases rather
linearly with number of DM clients and never exceeds one
minute, which is affected by the Mapper module time to find
the placement solution. This rather linear increase is because
an increase of DM clients number incurs a proportional
increase in the total number of DM components. These clients
do not come at once, but rather in a random group from 1 to
4 clients together. Thus, the size of the placement problem as
the size of the DM components is not impacted.

The spread between median and lower quartile is smaller
than the spread between median and upper one as most of
placements require more time to find a solution of the new
DM configuration or to reject the notification and send it to
the waiting queue.

Knowing that the number of arrived clients significantly
affects the size of problem, and therefore the needed time
by solver to find a solution, this case should be considered as
a scalability limitation to our solver. The constraint program-
ming solver could not be fast enough and a new heuristics
might be considered to find a near optimal placement.

To best of our knowledge this is the first work on distributed
IoT DM at the Edge of the network. Thus, many parameters
are set with random values and affect our simulation results.
The first parameter is the TTL value: more TTL could
increase the acquired acceptance ratio as more resources
will be released and become available, but more time is
needed to complete a full workload (long waiting queue).
The solver maximum allowed time has also a direct impact
on both acceptance ratio and ASM adaptation time. Giving
more time to Choco solver may increase the acceptance ratio.
However, since we are targeting client requests at runtime, it
is very important to make a decision as quickly as possible.
Moreover, giving more time to the solver cannot guarantee
that a solution will be found as the infrastructure might be
already overloaded.

Furthermore, since all workloads are randomly generated
due to the unavailability of real-world workload- i.e. random
arrival rate, service time and resources requirements - running
more workloads lead to more consistent results and avoid some
ambiguous results, e.g., the median value of the whisker plot
for the clients number equal to 60 in Fig. 7(c).
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VII. CONCLUSIONS AND PERSPECTIVES

We have addressed the main IoT DM challenges, namely
Heterogeneity, dynamicity and scalability. For that purpose,
we proposed a self-adaptive DM architecture for IoT with an
autonomic manager that is capable of self-scaling the number
of DM servers to the fleet changes and requirements at runtime
through the distribution of DM operations at the Edge. This
autonomic manager relies on a constraint programming solver
that is integrated in a feedback loop to decide on DM servers
and clients placement while optimizing the infrastructure re-
sources usage. Further, we evaluated this architecture through
simulation to the fleet evolution at runtime with a privacy as
the target scenario. The results show that our manager is fast
enough- only 1 minute- such that one can consider using it in
a real environment to handle IoT fleet composition changes at
run time and without the need of prior knowledge on the new
IoT devices requirements.

For future work, we are investigating our proposal’s scaling
capability with respect to another scenarios such as physical
resources thresholds and DM servers limitations. Also, from
the point of view of constraints and models, we want to
consider more dynamics (e.g. speed and acceleration of varia-
tions) in relation with Control Theory [33]. For interoperability
motive, a constraint regarding the management protocol used
by the DM server could be considered. Another important
enhancement will be testing this architecture with real infras-
tructure e.g., Grid5000 [34] FIT IoT-LAB Testbed [35].

REFERENCES

[1] F. Aïssaoui, S. Berlemont, M. Douet, and E. Mezghani, “A semantic
model toward smart iot device management,” in Workshops of the Inter-
national Conf on Advanced Information Networking and Applications,
(Caserta, Italy), pp. 640–650, Springer Publishing, 2020.

[2] T. Perumal, S. K. Datta, and C. Bonnet, “Iot device management
framework for smart home scenarios,” in 2015 IEEE 4th Global Conf
on Consumer Electronics (GCCE), (Japan), pp. 54–55, IEEE, 2015.

[3] K. Shea, “Device management in the internet of things–why it matters
and how to achieve it.” http://www.new-techeurope.com/2017/06/07/
device-management-internet-things-matters-achieve/, 2017. Accessed
on 2021-02-20.

[4] A. Computing et al., “An architectural blueprint for autonomic comput-
ing,” IBM White Paper, vol. 31, no. 2006, pp. 1–6, 2006.

[5] F. Rossi, P. Van Beek, and T. Walsh, Handbook of constraint program-
ming. USA: Elsevier, 2006.

[6] B. Forum, “Tr-069 cpe wan management protocol.” https://www.
broadband-forum.org/download/TR-069_Amendment-6.pdf, 2018. Ac-
cessed on 2021-02-23.

[7] O. M. Alliance, “Lightweight machine to machine technical specifica-
tion,” Approved Version, vol. 1, no. 1, 2017.

[8] M. Elkhodr, S. Shahrestani, and H. Cheung, “The internet of things: new
interoperability, management and security challenges,” arXiv preprint
arXiv:1604.04824, vol. abs/1604.04824, p. 85–102, 2016.

[9] J. Lin, W. Yu, N. Zhang, X. Yang, H. Zhang, and W. Zhao, “A survey
on internet of things: Architecture, enabling technologies, security and
privacy, and applications,” IEEE Internet of Things Journal, 2017.

[10] Z. Wen, R. Yang, P. Garraghan, T. Lin, J. Xu, and M. Rovatsos, “Fog
orchestration for internet of things services,” IEEE Internet Computing,
vol. 21, no. 2, pp. 16–24, 2017.

[11] J. H. Ziegeldorf, O. G. Morchon, and K. Wehrle, “Privacy in the
internet of things: threats and challenges,” Security and Communication
Networks, vol. 7, no. 12, pp. 2728–2742, 2014.

[12] N. Ayeb, E. Rutten, S. Bolle, T. Coupaye, and M. Douet, “Towards an
autonomic and distributed device management for the internet of things,”
in IEEE 4th International Workshops on Foundations and Applications
of Self* Systems, (Sweden), pp. 246–248, IEEE, 2019.

[13] N. Ayeb, E. Rutten, S. Bolle, T. Coupaye, and M. Douet, “Coordinated
autonomic loops for target identification, load and error-aware device
management for the iot,” in 15th Conference on Computer Science and
Information Systems (FedCSIS), (Bulgaria), pp. 491–500, IEEE, 2020.

[14] J. O. Kephart and D. M. Chess, “The vision of autonomic computing,”
Computer, vol. 36, no. 1, pp. 41–50, 2003.

[15] M. Tahir, Q. M. Ashraf, and M. Dabbagh, “Towards enabling autonomic
computing in iot ecosystem,” in IEEE Intl Conf on Dependable, Auto-
nomic and Secure Computing, Intl Conf on Pervasive Intelligence and
Computing, Intl Conf on Cloud and Big Data Computing, Intl Conf on
Cyber Science and Technology Congress, (Japan), IEEE, 2019.

[16] F. A. Salaht, F. Desprez, and A. Lebre, “An overview of service
placement problem in fog and edge computing,” ACM Surveys, 2020.

[17] B. Donassolo, IoT Orchestration in the Fog.(L’orchestration des appli-
cations IoT dans le Fog). PhD thesis, Grenoble Alpes University, France,
2020.

[18] S. Challita, F. Paraiso, and P. Merle, “A study of virtual machine
placement optimization in data centers,” in 7th International Conference
on Cloud Computing and Services Science, (Porto, Portugal), pp. 343–
350, INSTICC, 2017.

[19] B. Donassolo, I. Fajjari, A. Legrand, and P. Mertikopoulos, “Load aware
provisioning of iot services on fog computing platform,” in ICC IEEE
International Conf on Communications, (China), pp. 1–7, IEEE, 2019.

[20] F. A. Salaht, F. Desprez, A. Lebre, C. Prud’Homme, and M. Abderrahim,
“Service placement in fog computing using constraint programming,” in
IEEE International Conf on Services Computing, (Italy), IEEE, 2019.

[21] Y. Xia, Combining Heuristics for Optimizing and Scaling the Placement
of IoT Applications in the Fog. PhD thesis, Université Grenoble Alpes,
2018.

[22] C. Prud’homme, J.-G. Fages, and X. Lorca, “Choco solver documenta-
tion,” TASC, INRIA Rennes, LINA CNRS UMR, vol. 6241, 2016.

[23] L. Perron and V. Furnon, “Google’s or-tools,” 2019.
[24] P. Laborie, J. Rogerie, P. Shaw, and P. Vilím, “Ibm ilog cp optimizer

for scheduling,” Constraints, vol. 23, no. 2, pp. 210–250, 2018.
[25] S. R. Department, “Internet of things- active connections

worldwide 2015-2025.” https://www.statista.com/statistics/1101442/
iot-number-of-connected-devices-worldwide/, Jan 2021. Accessed on
2021-02-23.

[26] K. Fizza, N. Auluck, A. Azim, M. A. Maruf, and A. Singh, “Faster
ota updates in smart vehicles using fog computing,” in Proceedings
of the 12th IEEE/ACM International Conference on Utility and Cloud
Computing Companion, (New York, NY, USA), pp. 59–64, Association
for Computing Machinery, 2019.

[27] P. Shaw, “A constraint for bin packing,” in International conference on
principles and practice of constraint programming, (Berlin), pp. 648–
662, Springer, 2004.

[28] J.-C. Régin, “A filtering algorithm for constraints of difference in csps,”
in AAAI, (USA), pp. 362–367, American Association for AI, 1994.

[29] G. Pesant, “A regular language membership constraint for finite se-
quences of variables,” in International Conf on principles and practice
of constraint programming, (Heidelberg), pp. 482–495, Springer, 2004.

[30] F. Pezoa, J. L. Reutter, F. Suarez, M. Ugarte, and D. Vrgoč, “Foundations
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3rd International Forum on Cyber Security, Privacy
and Trust

NOWADAYS, information security works as a backbone
for protecting both user data and electronic transactions.

Protecting communications and data infrastructures of an in-
creasingly inter-connected world have become vital nowadays.
Security has emerged as an important scientific discipline
whose many multifaceted complexities deserve the attention
and synergy of computer science, engineering, and information
systems communities. Information security has some well-
founded technical research directions which encompass access
level (user authentication and authorization), protocol security,
software security, and data cryptography. Moreover, some
other emerging topics related to organizational security aspects
have appeared beyond the long-standing research directions.

The International Forum of Cyber Security, Privacy, and
Trust (NEMESIS’22) as a successor of International Con-
ference on Cyber Security, Privacy, and Trust (INSERT’19)
focuses on the diversity of the cyber information security
developments and deployments in order to highlight the most
recent challenges and report the most recent researches. The
session is an umbrella for all cyber security technical aspects,
user privacy techniques, and trust. In addition, it goes beyond
the technicalities and covers some emerging topics like social
and organizational security research directions. NEMESIS’22
serves as a forum of presentation of theoretical, applied
research papers, case studies, implementation experiences as
well as work-in-progress results in cyber security. NEME-
SIS’22 is intended to attract researchers and practitioners
from academia and industry and provides an international
discussion forum in order to share their experiences and their
ideas concerning emerging aspects in information security
met in different application domains. This opens doors for
highlighting unknown research directions and tackling modern
research challenges. The objectives of the NEMESIS’22 can
be summarized as follows:
• To review and conclude research findings in cyber secu-

rity and other security domains, focused on the protection
of different kinds of assets and processes, and to identify
approaches that may be useful in the application domains
of information security.

• To find synergy between different approaches, allowing
elaborating integrated security solutions, e.g. integrate
different risk-based management systems.

• To exchange security-related knowledge and experience
between experts to improve existing methods and tools
and adopt them to new application areas

TOPICS

• Biometric technologies
• Cryptography and cryptanalysis
• Critical infrastructure protection
• Security of wireless sensor networks
• Hardware-oriented information security
• Organization- related information security
• Social engineering and human aspects in cyber security
• Individuals identification and privacy protection methods
• Pedagogical approaches for information security educa-

tion
• Information security and business continuity management
• Tools supporting security management and development
• Decision support systems for information security
• Trust in emerging technologies and applications
• Digital right management and data protection
• Threats and countermeasures for cybercrimes
• Ethical challenges in user privacy and trust
• Cyber and physical security infrastructures
• Risk assessment and management
• Steganography and watermarking
• Digital forensics and crime science
• Security knowledge management
• Security of cyber-physical systems
• Privacy enhancing technologies
• Trust and reputation models
• Misuse and intrusion detection
• Data hide and watermarking
• Cloud and big data security
• Computer network security
• Assurance methods
• Security statistics
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Abstract—Due to new technologies for connectivity, automotive
systems shift from a closed to an open system approach. There-
fore, automotive systems have a rising demand for security, letting
security be an upcoming field in research and practice. Also,
the newly published process standard ISO/SAE 21434 demands
adjustments in the development process to address cybersecurity.
The unique characteristics of automotive systems leave many
approaches from other system types inapplicable. This work
concentrates on the risk treatment step in the cybersecurity
development process. Due to the vast amount of differing termi-
nology, we see the need to define a flexible taxonomy adaptable
to several system types and used in systems with normative
references. We use this taxonomy to develop a heuristic approach
for risk treatment based on a distinct terminology for security
requirements. The presented method is extendable to include
several trade-off points.

I. INTRODUCTION

With rising interest in connectivity and Car2X, also automo-
tive security gets into focus. ISO/SAE 21434 [1], the process
standard for automotive security, defines the security analysis
and risk treatment process into three steps. The process
starts with a security relevance evaluation [2] for deriving
the first criticality and filtering the targets of evaluation to
relevant ones. After that, the risk analysis, followed by the
risk treatment step, occurs.

Risk analysis is done on the decomposed system and tells
a story about five questions. The question about what can
go wrong determines possible damage scenarios, weighted
according to their damage potential - how bad is this? The
threat identification and attack path analysis show how dam-
age scenarios happen. A defined attacker model answers the
question about who can do that, which allows deriving the
attack probability. The combination of both impacts (damage
potential and required attack potential) determines the risk
value and enables a criticality ranking.

Risk treatment uses the impacts and risk numbers to con-
solidate the story of the different risk analyses in the system.
In this step, weighting the impacts allows a frine-granular
prioritization of the risks. Defense method assignment leverage
the impacts and thereby reduces the risks.

The first arising problem when looking for demands and
approaches for risk treatment is the vast amount of differ-
ent terminology. Unclear terminology makes it difficult to

understand demands and compare approaches. An example
is UNECE No. R155 [3]. While its main section uses the
term mitigation, the Annex uses security control, measure, and
mitigation without proper definition. The same applies to other
sources in the literature. Therefore, we see a need to find a
distinct definition of the terms used for the risk treatment in
automotive systems.

On the other hand, efficient risk treatment demands a
structured data basis of the used mitigations. We ground our
method on a simple taxonomy based on a distinct terminology
with the possibility of transferring it to other system types. The
developed defense method catalog is a cross-product of the
taxonomy whereby the taxonomy is independent of concrete
system information. The presented defense method catalog
covers such system-type-related information.

Literature frequently covers risk treatment theoretically,
but an efficient and flexible method is missing. Especially
methods transferable to different input sources are rare. Most
approaches are for particular systems, e.g., service-oriented
and web-based systems. Others are implemented in a frame-
work, demanding unique kinds of data sources. We aim for
a flexible heuristic approach for risk treatment. Our approach
uses general information from risk analysis rather than de-
tailed system models, which makes the approach adaptable to
practical settings.

Security requirement demands from system external
sources, like normative or organizational policies, are often
mixed with requirements related to specifics of the target of
evaluation. After risk treatment, applied trade-offs must adhere
to a system’s external security demands. Otherwise, the system
might be cost-effective but infeasible from a legal point of
view. Therefore, we observe the origin of the requirements to
enable traceability of the security demands.

Risk analysis determines threats to the system based on at-
tack paths. Those have different configurations. Single threats
(one-element attack paths) can be compared to single-points-
of-failure in reliability or are preparation attacks for other
paths. Prioritizing them in the treatment process first mitigates
crucial threats (SPOF) and preparation attacks. The latter
directly cut attack paths, reducing the effort of treating those.
Updating the risks by determining the impact of the defense
method on other risks raises the by-catch and reduces the
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overall effort of implementing defense methods.
Risk treatment aims to minimize the risk of system threats

by either reducing the impact or raising the required attack
potential (reducing the attack probability). It is reasonable
to prioritize the impacts in the treatment procedure for the
efficiency of the process. Those priorities allow trade-offs
between different impact categories or attacker model cate-
gories in a cost-pressure situation. Our approach aims for a
flexible prioritization of the risk treatment procedure and the
risk impact categories to allow different trade-off points.

Based on the relation to the automotive industry, the pre-
sented work starts with a short introduction of the norma-
tive references for risk treatment in automotive development
(Section II). In Section III we introduce our taxonomy for
security requirements. Section IV covers the approach for
risk treatment. Please note that NDA reasons prevent an
exhaustive evaluation of our approach. We tried to include
several examples in the text, where appropriate. Section V
discusses the limitations and possible further trade-offs for
our risk treatment method. In Section VI we conclude our
contribution and give an outlook for future work.

II. NORMATIVE REFERENCE

Two normative references are relevant for type approval
in automotive systems: UNECE No. R155 [3] and ISO/SAE
21434 [1]. The demands of both norms have a different layer
of detail.

A. UNECE No. R155

According to UNECE No. R155 [3] the OEM has to protect
the vehicle type and to implement “all mitigations [...] which
are relevant for the risks identified.” [3].

Besides the general demand for mitigation implementation,
UNECE No. R155 has three concrete demands:

• Intrusion-Detection for the vehicles of a certain type
• A central monitoring facility for new threats and vulner-

abilities
• The use of up-to-date cryptographic modules
Annex 5 provides a list of possible risks and appropriate

mitigations. The mitigations listed in the Annex are not con-
crete methods, but rather categories of mitigations, e.g., “The
vehicle shall verify the authenticity and integrity of messages
it receives” [3]. The OEM may differ from the provided list
of mitigations if it is insufficient to mitigate a certain risk.

In conclusion, UNECE No. R155 demands risk mitigations
according to the provided categories in the Annex. The general
demands are only OEM-related, one regarding the monitoring
facility, and two vehicle-related demands. There is no sugges-
tion regarding threat mitigation techniques or methods.

B. ISO/SAE 21434

ISO/SAE 21434 [1] describes the clauses in a triple of input,
the requirements and recommendations, and the output. Input
is the necessary and optional predecessor work products from
other clauses. The requirements define the demands of the ISO

and provide possible methods or procedures. Output defines
the work products resulting from this clause.

For the risk treatment, ISO/SAE 21434 demands to use the
item definition (model of the target of evaluation), the identi-
fied attack paths, and the risk values as results from the risk
analysis. Optional inputs are cybersecurity specifications (from
former development or higher abstraction levels), previous risk
treatment decisions, damage scenarios with their impact rating,
and attack paths with feasibility ratings.

ISO/SAE 21434 requires the risk treatment for all identified
risks by using one or more treatment options. Those options
are the classical ones: risk avoidance and reduction, risk-
sharing or retaining. The process documentation must record
the decision to retain or share risk. Therefore, ISO/SAE 21434
explicitly allows risk acceptance up to a certain level, as long
as this threshold and the retained risks are documented.

Like UNECE No. R155, the ISO does not provide possible
methods for risk treatment.

III. SECURITY DEFENSE REQUIREMENTS

Our taxonomy of security requirements (see Figure 1) has
three different categories: the origin, the type as well as the
defense methods. The objective of the taxonomy of security
requirements is the use in the risk treatment step. Therefore,
the scope is on those requirements that apply to the vehicle
and directly influence its behavior. Process requirements (e.g.,
audit, testing) and supporting processes (e.g., documentation)
are related to the ecosystem in the development process and
therefore excluded.

A. Related Work

In [4] the authors define several levels for the selection of
defense methods. Their categorization is more detailed than
our approach, e.g., to the circuit level. Since, in practice, the
risk analysis for components is done based on a selected
hardware platform, certain levels for hardware cannot be
taken into account anymore. Therefore, we decided on more
abstract and less detailed control categories. The basis for
their approach to risk treatment is a rich and detailed data
model. The data model allows a very comprehensive analysis
of dependencies between defense methods. On the other hand,
this also demands to use their entire framework for the security
process. Otherwise, the demanded input data model may be
impossible to acquire.

Pfleeger [5] describes a categorization of defense methods.
The main categories are encryption, software, hardware, and
physical. Typically, encryption is no stand-alone method but
a feature of another defense method, e.g., secure boot, TLS.
Physical controls like locks on doors are not applicable for
vehicle security. Pfleeger integrates defense methods imple-
mented as separate functions like intrusion detection systems
and password checkers into software and hardware levels. We
decided to differentiate between the level the control has its
impact and the technical and functional control categories.
Those include all applicable controls Pfleeger mentions, just
in a different categorization.
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Also [6] describes the categorization of security require-
ments into different layers. Those are regarding the point
where the information lies: internally, externally, or both.
Additionally, Chung differentiates between the development
stage of the scope of the methods. We concentrate only on the
run-time stage of the system and leave process demands aside.
Procedural methods cannot be assigned to the system in the
risk treatment step but accompany the complete development
process. Therefore, they are in the scope of development
process design, which is a separate topic.

The literature review of Akhunzada et al. [7] results in a
thematic taxonomy regarding the different layers of software-
defined networks. The categorization is very comprehensive
but not transferable to other system domains. We aim for a
more pragmatic taxonomy easily adaptable to other system
types.

[8] presents another taxonomy based on literature research.
The scope of this work is restricted to software integrity
protection techniques. Different system views build the basis
for the categorization: system view, defense view, and attack
view. The evaluated literature is mapped onto the views and
correlations are evaluated. Nevertheless, besides the different
scopes, the granularity of the taxonomy is not helpful for
our approach. We aim for a flexible approach to clarify the
terminology needed for risk treatment to use it for the defense
method assignment.

B. Origin

Security Requirements arise from different sources. Those
are general conditions and system-related requirements. The
former depict system external sources while the latter arises
from the security analysis of the target of evaluation.

a) General conditions: General conditions are related to
the vehicle type. They may not directly support accomplishing
a security goal, but non-fulfillment provocate a mission failure.

The most critical source for those requirements is regulatory
organizations. Norms like UNECE No. R155 [3] and ISO/SAE
21434 [1], but also country-specific regulations like GB/T
40856-2021 [9] demand certain types of security requirements
in a varying level of detail. Examples are the intrusion detec-
tion system demand of UNECE No. R155. Those regulatory
requirements are relevant for the type approval of the vehicle
type. Therefore, a non-accomplishment endangers the possi-
bility of selling the vehicle type, at least in certain countries.

Security-in-depth and security-by-design demand to define
certain basic security standards on organizational level [10].
Those are also a source for general conditions. A non-
accomplishment of the company policies does not lead to the
loss of type approval but endangers the company’s internal
vehicle audit, e.g., during testing. Also, company policies may
have a varying level of detail from distinct methods in a certain
variation to general demands.

The nature of general conditions is that they have varying
levels of detail. They may not explicitly project to specific
defense methods but categories of those. Therefore, they
may not directly support accomplishing a security goal (e.g.,

Confidentiality) to a certain degree but demand a defense
method that supports this goal. One idea is to formalize them
in a logic-based language to define the projections from the
policies to their varying level of detail in the defense method
catalog.

b) System-related Requirements: Requirements that arise
from the target of evaluation are system-related. Those depict
the necessity for defense methods against the risks evaluated
in the risk analysis.

The system-related requirements are distinct since they
base on specific risks according to threats against security
goals and impacts regarding their damage and attack potential.
Therefore, system-related requirements are refinable until they
demand a defined variation of specific defense methods.

C. Types of Security Requirements

The type of security requirements defines the nature of the
security requirements. The taxonomy categorizes them into
those directly recognizable in the resulting system or not.

a) Measures: Measures are those requirements that are
not directly recognizable in the system. They instead depict
system design methods that can be non-technical, procedural,
or logical methods against violating a security goal. Examples
are the prevention of specific information flows or removing
unused software libraries instead of applying expensive de-
fense methods. Measures are typically general conditions or
system-related requirements applied to the system during the
development process. They are not directly used in the risk
treatment step but are rules to verify after risk treatment.

b) Controls: Controls are requirements that are directly
or indirectly recognizable in the system. Risk treatment refines
those requirements till they depict specific defense methods
in certain variations. Controls accomplish the means of risk
treatment: reduce, detect, or avoid risks entirely. Examples are
safeguards on all system levels like access control, Intrusion
Detection Systems or secure communication protocols.

The different layers of the controls represent the defense-
in-depth onion model: structural, technical, and functional
controls. Structural controls are related to the overall sys-
tem structure, e.g., network segmentation. They answer the
question - How does the system structure look to avoid
specific threats? Technical controls defend threats from the
internal processing or component side. Examples are controls
preventing the manipulation of software at rest or during
run-time. Functional controls complete the onion model by
providing defense on function level. Those controls define the
behavior of connections to and within the system, e.g., with
communication protocols and access controls.

D. Method categories

The last part of the security requirement taxonomy are the
categories of defense methods. Those categories are dependent
on the development project and are adjustable for every vehicle
type in automotive development projects. This adjustment
ensures that the categories are up-to-date and complete.
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Security Requirements Types
Measures
Controls

Structural
Technical
Functional

Origin
System-relevant

General Conditions

Methods

Isolation
Virtualization
Intrusion Detection
Access Control
Interface Security

Fig. 1. Taxonomy of security requirements split into origin, types and methods.

In principle, the categories depict classes of defense meth-
ods and allow a more straightforward assignment in the risk
treatment process. One suggestion is to align the classes
with the general conditions, e.g., intrusion detection, isolation,
and segmentation. Examples of typical classes for automotive
development projects show Figure 1 without a claim for
completeness.

E. Catalog of Defense Methods

The presented taxonomy allows a cross-product of types
and method categories by assigning concrete defense methods
(see Table I).

The assignment clusters the set of available defense methods
into the categories from the taxonomy and annotates them
with the type of control. Demands from general conditions
like state-of-the-art cryptography do not lead to measures
assigned to the list of defense methods. Those demands instead
limit the scope of the available methods, e.g., non-appropriate
cryptographic procedures are not part of the assignment.

Defense methods may be configurable, e.g., secure service-
oriented communication (sSOA) with SOME/IP or SOCKS.
Those variations can be directly included in the catalog or
hidden as variants in the properties of the method. Encryption
types are not direct defense methods but used by defense meth-
ods, e.g., secure communication protocols. They are therefore
variants of the using method.

Defense methods may have no direct impact on the security
goals. The impact may be emergent only in combination with
other controls, e.g., a hardware security module (HSM) is only
helpful in combination with a defense method that uses the
cryptographic algorithms and the secure key storage provided
by the HSM. Therefore, those methods are not included in the
catalog but are variants of the defense method. An example
would be TLS in combination with a present HSM [11]. In
this case, there would be at least two variants of TLS, with
and without an HSM present.

The catalog of defense methods is also subject to change.
The catalog needs to be updated and refined in every devel-
opment cycle, e.g., every vehicle type. Arising new threats

TABLE I
CLASSES AND IMPLEMENTATIONS OF DEFENSE METHODS. COLUMNS ARE

THE TYPES OF CONTROLS (S=STRUCTURAL, T=TECHNICAL,
F=FUNCTIONAL). ROWS INDICATE THE CLASS HIERARCHY AND

EXAMPLES FOR CONCRETE IMPLEMENTATIONS. X INDICATES THAT THIS
IMPLEMENTATION CAN BE USED FOR THIS CONTROL TYPE.

Control Types
Implementations S T F

Is
ol

at
io

n

NW Segmentation
VLAN x x
Physical x
Firewall x x x

Host Segmentation
CPU x x

Virtualization
SOA Domain
Hypervisor
Sandboxing x x

In
tr

us
io

n
D

et
ec

tio
n

Runtime
IDS x x x
Logging x
Runtime Protection x x

Startup
Secure Boot x x
Authenticated Boot x x

In
te

rf
ac

e
Se

cu
ri

ty

Communication
Secure SOA x
TLS x
IPsec x
SOK x

may lead to changes during a development cycle. In this case,
the responsible security engineers need to be informed about
deleted methods and possible substitutions. This accounts also
to other system types [10].

F. Properties of Defense Method

Defense methods mitigate threats to security goals. It is
possible to derive the threat and damage scenario type from
the targeted security goals. Therefore, it is better to assign
the security goals as properties of the defense method rather
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than the threat and damage scenario types. Following that,
the impact on the different security goals is part of the
properties. In [5] a range from -2 to +2 for each security
goal is suggested. The positive part depicts the advantages
of the defense method on security goals, while the negative
part illustrates that defense methods may negatively influence
certain security goals.

The definition of the effect on the attack potential and types
of damage scenarios illustrates a defense method’s influence
on specific threats. This step reuses the method from the risk
analysis, for the attack’s potential impact may include the
influence on the needed time, knowledge, tools, expertise, and
access of the attacker.

The surface, as well as the dependency properties, limit
the applicability of defense methods. The surface is regard-
ing the attack surface, which this defense method mitigates.
Dependencies relate to supporting processes needed from the
technical side for this method (variant) to work or the limited
scope of a defense method, e.g., VLAN technology is only
applicable for Ethernet LAN.

It is possible to also assign costs for the defense method.
Those represent the resource usage in the case of implementing
this method. Examples would be processor clocks per byte
in the case of DES [12]. In [11] different ways to derive the
costs for cryptographic algorithms and examples are provided.
Cost definitions allow to include risk treatment directly into
resource scheduling procedures [12] which is out of scope in
this work.

The different variants of a defense method have their
properties assigned. Table II provides an example for securing
JTAG. The two variants are disabling JTAG physically, which
is the most secure variant but highly influences availability of
the system. On the other hand is JTAG security by utilizing
cryptography, e.g., SSL [13] which has a compared high effort.

TABLE II
EXAMPLE OF DEFENSE METHOD PROPERTIES FOR SECURING THE JTAG

PORT WITHOUT CLAIM FOR COMPLETENESS. THE VALUES FOR COST,
IMPACT AND EFFECT ARE VARIABLES TO ASSIGN BASED ON THE GIVEN

SETUP.

Property Variants
Physical (Disable) Cryptographic

Technology JTAG JTAG
Costs 0 ?

Im
pa

ct Confidentiality +2 +1
Integrity +2 +1
Availability -2 -1

Surface Local
Dependencies - SSL
Effect RAP: ?; DP: ?

IV. RISK TREATMENT

The goal of risk treatment is twofold: Minimizing the risk,
which means reducing the costs of non-implementation of
defense methods, and minimizing the effort by reducing the
costs of implementing defense methods.

In the security requirement taxonomy, general conditions
are relevant for the type approval and/or necessary to fulfill
OEM demands. Therefore, their costs for not-implementation
are infinite. On the other hand, the costs for implementing
general conditions are most of the time variable. They are
typically related to categories of defense methods. Therefore,
the implementation costs depend on the chosen method of
the respective category. For system-related requirements, the
costs of not-implementation need to be traded against the
implementation costs. In the case of low-rated risks, it may
be cheaper not to implement costly defense methods.

Also in settings where the direct implementation costs
cannot be taken into account, risk treatment needs to take
into account those cost-related problems. This can be done
by reducing the overall number of defense methods through
structured method assignment, e.g., by first cutting attack paths
before treating the complete risk. Another possibility is to
assign methods which impact several security goals at once
instead of using a method per security goal.

The remaining section proceeds through the complete risk
treatment process. Because of the already discussed problems
with acquiring the costs of defense methods, we count for effi-
ciency through a structured method assignment, and illustrate
possible trade-offs and optimization points.

A. Prerequisites

According to ISO/SAE 21434 [1] risk treatment is related
to identified risks and attack paths of the target of evaluation.
Concrete, those risks whether the impact is against the road
user. While it is possible to consider other impact categories,
we will concentrate on those risks. The treatment of other risks
is subject to by-catch of assigned methods and trade-offs.

The risks, threats, and attack paths, as well as their impact,
are analyzed in the risk analysis step. There are different
ways to complete this predecessor process step. Prominent
are integrated approaches, e.g., MoRA [14] in the automotive
world, or approaches developed for different sub-steps of
risk analysis, e.g., attack trees [15] [16] [17] for attack path
identification and rating.

For the presented approach, it is reasonable to evaluate the
risk values in the risk analysis threefold: The risks against
the road user, the OEM, and combined. Those three risks
allow different options for trade-offs during or after method
assignment. According to damage potentials and assumptions
are outputs from the risk analysis steps in ISO/SAE 21434.
Assumptions may be regarding the importance of specific
damage scenarios and threats or related to other items’ security
process results. Therefore, they must be considered in the
risk treatment because of their impact on threats and damage
scenarios and traced for later verification steps.

B. Strategy

In general, risk treatment should be done holistically over
the complete system. A global approach demands formal
constraints for all defense methods and a distinct format for the
input data. The latter is a big problem, especially in distributed
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development environments like the automotive industry. Also,
clearly defined tools for risk analysis allow different levels
of abstraction and typically use natural language to formulate
the damage scenarios and threats. Therefore, the bigger the
input space for the risk treatment, the more significant the
divergence between the input data. This divergence is also
because the automotive environment’s functionalities and com-
ponents are diverse. The vehicle combines service-oriented
functionalities with hard real-time classic development strands.
This problem is minor on a lower level of abstraction, e.g.,
on the component level. Single components typically com-
bine functionalities from similar development strands and
complexity. Therefore, their analysis results are less diverse.
Nevertheless, a global brute force approach would lead to a
state-space explosion due to the nature of such NP problems.

Another strategy could be to assign all possible defense
methods on component level to minimize the impact of a
threat. On the one hand, less can be more depending on the
defense methods. Assigning more defense methods leads to
higher costs and might even lead to new risks to the system.
Also, automotive systems are embedded systems with lim-
ited resources. Therefore, more defense methods than needed
might leave the system infeasible.

An even lower level of abstraction would be assigning the
defense methods in the decomposed system to each evaluation
target individually. This strategy has the lowest probability
of a state-space explosion and is accomplishable by brute
force leading to an optimal solution for the different evalu-
ation targets. On the other hand, a complete individual risk
treatment might lead to various defense methods deployed to
one component and its functionalities. The result is high costs
for implementing defense methods and high resource usage,
which might leave the system infeasible.

A good strategy for efficient and cost-effective risk treat-
ment is a component-level heuristic approach. The defense
methods are assigned where needed based on prioritizing
the threats on the system. A by-catch test reveals a positive
impact of the defense method on other component parts or
functionalities.

a) Possible Heuristics: Related work reveals different
possible heuristics for risk treatment. Ruddle et al. [15]
present the straightforward idea of highest risk first. Risk is a
combination of the damage potential and the required attack
potential of the attack path and allows a global ranking of
the relative priority. What is not possible is detailed heuristics
which, e.g., prefer certain types of damage potentials.

In [10] a prioritization according to the highest impact or
the highest likelihood first is suggested. Such a prioritization
enables a ranking of risks according to the impact regarding
their damage or the attack potential. Depending on the level of
detail of the input model, this approach allows even heuristics
with several layers, e.g., highest safety impact first.

A prominent approach for risk treatment are the defense-in-
depth layers [10]. The idea is to assign defense methods from
different types onto the system in order to have an onion-like
security defense. While this approach leads to the stated cost

and state-space problems when done globally, the idea can
be covered in heuristic approaches by iterating through the
defense method types.

Another idea is to group security requirements according
to viewpoints [11], e.g., according to the user’s view on the
system. This approach is highly dependent on the input data
model. Therefore, this approach must be integrated into a
method suite where the risk analysis produces the according
to output. If so, the approach allows, in principle, the same
heuristics as highest impact/likelihood first.

We have not found an approach that talks about the influence
of attack paths with only one element. That single risks are
either single points of failure (using the reliability language)
or preparation attacks. The first case is essential to solve since
these attack paths have only one step to accomplish. For the
latter case, prioritizing single risks mitigate parts of several
attack paths. This prioritization reduces the overall effort for
risk treatment.

b) Heuristic Layers: We propose to use a combined
approach as a heuristic. We prioritize single risks before
tackling the highest impact first. Also, we state to use the
defense-in-depth idea to assign methods from as many control
types as possible to result in a layered security defense model.

The prioritization allows the extension to varying levels
of detail. Possible additional layers are regarding specific
impacts, e.g., safety, or likelihood impacts, e.g., certain attack
surfaces, time, or knowledge level first.

C. Input Data Composition

The predecessor step of risk treatment is risk analysis of
the decomposed system. An example would be separate risk
analysis for each function, and the component in a function-
oriented development environment.

Those different risk analysis results need to be composed
and prepared for risk treatment in a single model per com-
ponent. Good preparation allows to allocate defense methods
on different abstraction levels and directly test for by-catch
in other system parts. In the case of hardware isolation, there
should be a grouping according to the units of isolation, e.g.,
different CPUs or existing virtualization. Otherwise, defense
methods’ influence or dependencies cannot be determined
appropriately. Including the communication paths enables the
validation of the defense methods between different commu-
nication partners.

Risk treatment according to ISO/SAE 2134 allows exclud-
ing those risks or even targets of evaluation whether the risk
is below a defined threshold. Nevertheless, defense method
assignment on the complete set of risks enables tracing the
by-catch of excluded risks and evaluating their resulting risk
level. This approach might reveal that even those risks are
mitigated onto a deficient level or even entirely and by that
follow the rule that someone will carry out every threat [15].
Therefore, the method assignment in our approach takes place
on the relevant risks while a final by-catch test allows to have
a complete overview over the remaining risk levels.
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Depending on the risk analysis method, there are different
ways to prepare the input data. Attack trees in the risk analysis
lead to a forest of attack trees (one for each threat). The
composition of those forests from the different evaluation
targets leads to an extensive set of attack trees. Those directly
allow deriving cut sets which can be weighted according
to the impacts, e.g., attack potential, damage potential, risk.
Prioritizing the weights in the assignment step allows effi-
cient allocation of defense methods to the different threats.
Depending on the defense methods ’ influence, this assignment
reduces the weights or deletes elements from the cut sets.

Integrated risk analysis approaches have pre-defined data
models that might not allow deriving attack trees and using
their cut sets to allocate defense methods. In this case, look-ups
and filters on the input data, e.g., for risks with a high safety
impact, determine the weights. This method might seem more
complicated but is automatable in most cases.

D. Approach

Following the presented taxonomy, the approach is twofold.
The first step is regarding the general conditions and therefore
demands necessary to fulfill. The second step accomplishes
the system-related requirements.

a) General Conditions: Security requirements from the
general conditions have to be applied to all security-relevant
items. Therefore, they need no heuristic approach. They can
be either applied by hand or by formally defining the rules for
assignment, e.g., in a logical language.

General conditions may lead to the assignment of defense
method categories (e.g., network segmentation, intrusion de-
tection) or detailed methods (e.g., whitelist firewall on each
Ethernet node).

b) System-related requirements: For the system-related
defense methods algorithm 1 uses a set of risks as input. Each
risk (line 1) is a set consisting of the threat, the attack path,
the relation to the item element and applied defense methods
(applied_means). The set applied_means may not be empty
at the beginning since in former development steps already
defense methods (e.g., structural network segmentation) may
be assigned.

A risks value is determined by the function
CRITICALITY (risk) (algorithm 3) which combines
the impact functions DAMAGE_POTENTIAL(risk) and
REQUIRED_ATTACK_POTENTIAL(risk). Those
provide the impact level as well as the feasibility test for the
defense methods. Please note, that for reasons of space those
functions are not defined in detail in the algorithm.

The idea of the algorithm is to assign defense methods to
the set of relevant risks Rrel as long as their risk value is above
the defined threshold criticality_threshold (e.g., low).

In the first loop (line 5-8), all risks without an assigned
attack path are evaluated. Those are single points of failure
or preparation attacks. After they are mitigated, the remaining
risks are evaluated in descending order of their impact (second
loop, line 10-13).

Function ASSIGN (algorithm 2) shows the assignment of
defense methods. As long as the risk under consideration
is not below the threshold it tries to find a defense method
dm and assigns it to the risk (loop line 5-23). Through the
impact functions (line 10-13) the algorithm tests whether
feasibility and properties of the method fit the risk. Therefore,
it also takes dependencies and the technology into account.
In this step, methods with the highest impact on the risk
value are assigned. Other heuristic layers lead to new iteration
conditions which can be easily integrated.

To find a defense-in-depth solution, which means using all
control categories, the algorithm iterates over the structural,
technical, and functional defense methods (line 5, 20, 22) until
the risk is mitigated or no possible method is available (fail =
3). Other possibilities would be to use as many methods as
possible from each category or until the impact is below a
defined threshold. Both possibilities have a high probability
that only structural defense methods are assigned which is
against the defense-in-depth onion model.

In the case where a risk cannot be mitigated, the threat
remains in the resulting risk value (line 24). Depending on
the type of damage (Safety vs. Financial), other possibilities
have to be found for mitigation, e.g., change deployment, add
isolation. Therefore, the algorithm leaves this risk for dealing
otherwise with it and excludes the risk from the set Rrel. This
problem should be a corner case since the defense method
catalogs provide a variety of possibilities. Nevertheless, such
situations are also possible in non-automatic risk treatment
procedures.

After each successful assignment, the function tries to
assign the defense method to other risks (line 16-18). The
assignment test in the impact functions adhere (depending on
the defense method) to the units of isolation of the component.
For example, a run-time protection mechanism on a virtual
machine is only applied to other functions on the virtual
machine. This component global assignment applies the by-
catch test not only on attack paths but also on component
level.

Before mitigating the next risk, the algorithm updates the
set of relevant risks Rrel.

c) Trade-offs: There might be a situation where defense
methods with equal impact are possible to assign. The algo-
rithm currently uses the first method found and assigns it to
the threat. Without considering costs, other defense methods
could be annotated as possible substitutions, leaving the option
for the security engineer to swap them.

Defense methods may have several different variants. The
algorithm uses the variant with the highest impact. Therefore,
one trade-off point is to mark those variant points and annotate
the different impacts. The security engineer validates the
results and adjusts the method variant to the preferable one.
We follow the approach to have a more secure variant than
less instead.
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Algorithm 1 Handle risks against road user with system-related requirements
Require:

1: risks as array of threat× attack_path× Item_element× applied_means · at start, for all risks: applied_methods can be
= '

2: criticality_threshold
3: means · all available means to possibly increase security

Ensure: Rrel = ' · relevant risks

4: Rrel ± all elements r of risk with CRITICALITY(r)>criticality_threshold
5: while risk* Rrel with empty attack path exists do
6: ASSIGN(Rrel,current_risk, criticality_threshold, means)
7: Rrel ± all elements r of risk with CRITICALITY(r)>criticality_threshold
8: end while
9: repeat

10: current_risk ± element of Rrel with maximal DAMAGE_POTENTIAL(current_risk)
11: ASSIGN(Rrel,current_risk, criticality_threshold, means)
12: Rrel ± all elements r of risk with CRITICALITY(r)>criticality_threshold
13: until Rrel = '

Algorithm 2 Assign defense methods to the currently processed risk.
1: procedure ASSIGN(ref R, ref current_risk, criticality_threshold, means)
2: const means_category ± [structural, technical, functional]
3: i± 0
4: fail ± 0
5: while CRITICALITY(current_risk) g criticality_threshold & fail ;= 3 do
6: highest_impact ± 0
7: highest_impact_mean ± none
8: for all dm * means do · find mean with highest impact
9: if CATEGORY(dm)=means_category[i] & dm ;* current_risk.applied_means then

10: if CRITICALITY(current_risk with dm applied) > highest_impact then
11: highest_impact_mean ± dm
12: highest_impact ± CRITICALITY(current_risk with dm applied)
13: end if
14: end if
15: end for
16: if highest_impact_mean ;= none then
17: Apply highest_impact_mean to current_risk
18: Apply highest_impact_mean to all elements of R where it can be applied
19: else
20: fail ± fail +1
21: end if
22: i± (i+ 1) mod 3
23: end while
24: if fail = 3 & CRITICALITY(current_risk) g criticality_threshold then
25: Deal otherwise with current_risk
26: R ± R 2 current_risk
27: end if
28: end procedure

Algorithm 3 Determine updated risk from damage potential and required attack potential.
1: function CRITICALITY(risk)
2: return DAMAGE_POTENTIAL(risk)·REQUIRED_ATTACK_POTENTIAL(risk)
3: end function
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V. DISCUSSION

The presented approach is just a starting point for further
possible extensions. Therefore, there are some limitations.
Also, there are further possible trade-offs when transferring
the idea to other system types.

A. Limitations

Automatic assignments of defense methods always have the
probability of misjudgment [18]. This limitation also accounts
for the current version of the presented approach. Therefore,
the result needs to be manually validated.

The current approach excludes compatibility validation of
the assigned defense methods for interface security between
different security partners. This limitation can lead to inconsis-
tencies between communication partners. In vehicle projects,
there are few different defense methods regarding communica-
tion interfaces. Also, vehicle software functionalities distribute
onto different components. Therefore, a corner case should be
items where the communication partner is another function-
ality on a different component not providing the demanded
defense method.

Without an architectural verification method in place, the
assumptions regarding communication partners’ security risk
levels, e.g., secure back-end, need to be verified manually. This
verification includes several steps:

• Whether a risk analysis for the communication partner
exists.

• If the risks targeted by the assumption are covered
• If the risk treatment properly mitigates these risks.
The risk treatment step results are typically imported into an

integrated modeling tool that illustrates the complete vehicle
architecture. This process reveals inconsistencies in defense
methods between communication partners. Also, assumptions
regarding the security level of a communication partner are
verifiable in this model.

B. Optimizations

The algorithm in the current form prefers methods that
have the highest impact on all threatened security goals. This
priority led to the assignment of defense methods that impact
more than one security goal before the others. Typically it
is cheaper to implement one costly defense method, which
impacts more security goals, than to implement several defense
methods which target fewer security goals. Nevertheless, this
preference might lead to higher costs in some cases. Including
the implementation costs into the assignment leads to a higher
state space and a more optimal solution regarding the costs.

On the other hand, it is costly and challenging to achieve the
implementation costs of the defense methods. Since, for some
defense methods, the costs are hardware and implementation-
dependent, the costs change for each hardware type. Average
costs might prevent this problem while still optimizing the
assignment. At least for each vehicle project, the costs have
to be newly evaluated when the defense method catalog is
updated.

ISO/SAE 21434 clearly defines impacts only to the road
user. Therefore, the current version of the algorithm mitigates
only threats with an impact on the road user. Typically, threats
have an impact on both stakeholders to a varying degree.
Only a few threats remain untreated by targeting the threats
with impact against the road user. Those are only regarding
the OEM, or the impact against the road user is less than
the threshold while the impact against the OEM is above
the threshold. Untreated threats might benefit from assigned
defense methods. A global by-catch test on the complete list of
threats reveals such situations. Nevertheless, this is a possible
point to optimize the system setup. A second threshold for the
OEM impact allows a second run of the algorithm over those
threats. Combined with a cost limit OEM-related threats could
be mitigated to a certain degree.

For other system types, not every risk needs to be mitigated,
e.g., in IT security. In those cases, other trade-offs in the
risk treatment are possible, for example: by weighting the
attack potential categories or damage potential categories.
Other possibilities are to mitigate just certain threat classes.

VI. CONCLUSION AND FUTURE WORK

The presented paper aims to make a step toward an efficient
and traceable risk treatment method for automotive develop-
ment projects, transferable to other system settings. At first, we
defined an adjustable taxonomy for the terminology of security
requirements. By that, we address the problem of differing
terminology in practice and literature. The taxonomy enables
building up a database like defense method catalog. Regular
updates of the catalog incorporate newly revealed threats.

Our approach for risk treatment has high flexibility regard-
ing the input data. We use general information from risk
analysis instead of detailed data models. With this approach,
we trade practicability against fine-granular defense method
assignment. We know that this approach limits the verification
possibility on the architectural level and leaves this for the pen-
testing process step. Nevertheless, we think that a pragmatic
approach that might overestimate the risks in corner cases with
less effort is cheaper in the overall process.

Also, the approach can incorporate different origins of
defense methods. Normative and organizational security de-
mands need to be adhered to in the development. Otherwise,
the system is infeasible from those points of view. Therefore,
we differentiate between those security demands and risks
revealed in the risk analysis step. On the one hand, this dis-
tinction allows tracing the source of assigned defense methods.
On the other hand, this enables trade-offs in the assignment
of system-related defense methods.

Efficient risk treatment demands a particular structure in
the assignment process. Therefore, we mitigate threats without
attack paths first. Single threats are either single-points-of
failure or preparation attacks. The former need mitigations for
a high-security defense. The latter hace a high by-catch rate
since they directly cut attack paths. After that, we prioritize
the attack path with the highest impact against the road user.
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The decision for the highest impact first, as well as other
trade-off points, is easily adjustable. Our approach basis is a
heuristic that allows for different trade-offs and cost inclusion.

Especially the incorporation of costs is part of significant
future work. Although the costs of the different defense
methods are challenging to obtain, they allow optimization
and trade-offs in method assignment.

Other future work is regarding the discussed limitations.
We aim for a method to incorporate the compatibility between
the different components and verify assumptions. This method
demands a verification approach on the architectural level
refined throughout the complete development process. For that,
preliminary work exists [19] [20] [21], which we now want
to develop further.

An open question is regarding the incorporation of the
negative influence of defense methods on other functionalities
[18]. This influence is crucial, especially in optimized and
resource constraint systems like the automotive industry. One
idea would be to include this in the mentioned verification
approach. If the model allows behavioral verification of all
system parts, the influence of defense methods can be directly
composed into this model.
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Abstract—The subject of this paper is an enhanced alternative
to the Multi-Factor Authentication (MFA) methods. The improve-
ment lies in the elimination of any supplementary gadgets/devices
or theft-sensitive biometric data, by substituting it with direct
human-computer authentication optionally supplemented by cog-
nitive biometric. This approach remains secure also in untrusted
systems or environments. It allows only one secret as a universal
private key for all obtainable online accounts. However, the
features of this new solution pretend it to be used by the
Authentication Authority with the Single-Sign-On (SSO) method
of identity and access management, rather than for individual
services. This secret key is used by our innovative challenge-
response protocol for human-generated One-Time Passwords
(OTP) based on a hard lattice problem with noise introduced by
our new method which we call Learning with Options (LWO).
This secret has the form of an outline like a kind of handwritten
autograph, designed in invisible ink. The password generation
process requires following such an invisible contour, similar to a
manual autograph, and it can also be done offline on paper
documents with an acceptable level of security and usability
meeting the requirements for post-quantum symmetric cyphers
and commercial implementation also in the field of IoT.

Index Terms—authentication, lattice, OTP, secret key.

I. INTRODUCTION

DUE TO the growing threat of cyber attacks, multi-factor
authentication (MFA) or the two-step verification has

recently become a cybersecurity standard.
Step 1 - comprises entering a user ID and static password.

For security reasons, it is recommended to use different pass-
words for each online account. As a result, users often adopt
insecure password practices (e.g., reuse or weak password)
or they have to frequently reset their passwords. Blocki et al.
introduced in [7] an innovative Human-Computable Passwords
(HCP) scheme, which ensures that even if an adversary has
seen one-hundred of the user’s passwords still has high uncer-
tainty about remaining passwords. The disadvantage of their
scheme is the need to memorize dozens of pictures, mapping
to numbers with the help of associated mnemonics.

In such an HCP scheme the user reconstructs each of his
passwords by computing the response to a public challenge,
by performing simple mathematical operations i.e. addition
modulo 10. A similar approach to the idea of password
computing is used by our iChip protocol inspired by the
topography of electronic microchips and handwriting (Fig. 1).

Fig. 1. Topography of: microchip, iChip, handwriting.

It requires much less effort to remember the secret in the
form of only one (but detailed) picture, and only half the time
for authentication. As we show in Section VI, it guarantees a
safe generation of many thousands of such passwords. What
follows, it can be used as an OTP generator as well.

Step 2 - requires usually an additional electronic device
(using the same device in both steps may not be safe),
that uses an embedded one-time password (OTP) generator
or biometrics. In such cases, the OTP is entered into the
verification system automatically, e.g., from a smartcard or an
IoT device, or by the user after being read from the screen of a
token or personal smartphone via SMS or special application.
Unfortunately, this solution does not ensure that the device is
being used by its owner; it must be always available, and can
be stolen, lost, damaged or cloned. Biometric methods are an
alternative, but these can be relatively easily cheated by replay
attack using snooped biometric data, and with help of machine
learning or AI algorithm if necessary [18].

The MFA obviously requires more time than entering a
regular static password. Therefore, a human generated OTP
protocol with comparable authentication time and sufficient
security, eliminating the long list of drawbacks mentioned
above, stands a chance of mass user acceptance.

Many attempts to achieve this goal have been made for
over 30 years since Matsumoto’s first publication [1] in 1991,
but only two protocols have been commercially implemented:
HB presented by Hopper and Blum in [2] and GrIDsure (GS)
presented in [19]. We will show further that our iChip scheme
has security properties better than HB and usability close to
GrIDsure, while eliminating their drawbacks.
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- The HB is based on the Learning Parity with Noise (LPN)
method, which ensures a high level of security, but the time of
ca. 668 sec. needed for authentication by a human is too long
to be acceptable. Nevertheless, the properties of this protocol
or later improved variants (HB+, HB#) are well suited to
applicate in resource-constrained devices, such as Internet of
Things (IoT) devices or RFID.
- The GrIDsure scheme has exactly the opposite properties
confirmed in [19]: the high usability level and very low
level of safety, as only 3 samples of challenge-response pairs
are sufficient to reveal the secret. In addition, the entropy
of this scheme is also low, as detailed research has shown,
that users choose secret patterns that are easy to remember
and frequently reused, so its scheme is highly vulnerable to
dictionary attacks, as the choice is very limited due to the
small grid and the small number of secret objects. The only
effective improvement proposed in [20] is the use of a few
secrets switched by the Out-of-Band (OOB) channel, but that
requires the employment of an additional device that we intend
to eliminate.

The iChip has similar usability properties to GrIDSure as
the secret pattern of cells in the grid is employed by both
schemes. However, the similarity is noticeable only in the so-
called generator block. The most significant difference lies in
the extraordinary mapping method used in iChip, which makes
a huge difference in the key space (3e+5 vs 3e+154), and
provides many thousands of times greater resistance against
peeping attacks than GS. The conclusions about low practical
entropy of GS do not apply to the iChip as getting all the
easy-to-remember keys from such a huge key space is a task
with a difficulty near to brute-force, which is not feasible for
current supercomputers.

As mentioned above, the iChip is applicable also in step 1 of
the MFA as one universal secret key to the creation of multiple
original static passwords for each online account. However, the
first step of MFA is redundant in this case as it relates to the
same secret as the OTP generator. On the other hand, instead
of the 1st step, we propose a discreet introduction of the 2nd
factor in the form of cognitive memory using proposed in
Section III-E, and Single Sign-On (SSO) method based on the
OAuth2.0 protocol [23] under control of authentication server
(as an Authenticating Authority) that owns the user identities
and credentials, including the iChip secret key or container
with multiple pairs of challenges and hashed OTPs.

The contributions of this work are: the challenge-response
cryptographic protocol, based on lattice problem with noise,
introduced by our Learning with Options (LWO) method as
a more effective new variant of the LPN method of easy
OTP computation by a human; a graphical interface for the
implementation of that protocol, which allows the user to
create his secret in the form of an easy-to-remember image,
and a special wizard to compose it; both well-proven in
usability and security study discussed after the presentation
of mathematical rules, illustrated by examples of the iChip
core and its TurboChip overlays; further protocol enhancement
against active attacks and by cognitive memory usage.

The completed implementation can be tested in an interac-
tive demo or viewed in a short film, either as a professional
tutorial or an alternative version made by children participating
in the research process; both available online [25]. It is much
more effective to understand than a mathematical description.

II. LEARNING WITH OPTIONS METHOD AS THE MAIN
STRENGTH OF THE PROTOCOL

An important element of the iChip scheme is the implemen-
tation of the Learning with Rounding (LWR) method, which
is an LPN variant of worst-case hard lattice problem included
in the lattice-based cryptography. The implementation of core
LPN or Learning with Errors (LWE) methods increase the
security of any protocol; however, the degree of usability is
reduced, and authentication requires much more time, as the
user has to perform additional protocol rounds to compensate
for rounds lost to incorrect responses due to reduced resistance
to random attacks. In contrast, the LWR and described below
LWO methods requires only correct responses. The iChip uses
Equation 1 in Section III-A, as its base function which satisfies
the criteria of the LWR method of deterministic rounding by
x mod p, where p = 10 is admittedly too small to effectively
introduce noise, but convenient for human computation. This
function is a node for the various protocol variants and for
our proposed LWO method of introducing noise, which is far
more efficient.

III. THE ICHIP AS AN OTP GENERATOR

The iChip is a challenge-response protocol to authenticate
the user to the verifier using the shared secret, where the
user has to answer the challenge generated by the verifier
(server). The way the iChip scheme worked was inspired
by the image of the photolithographic mask used to create
conductive paths on the surface of PCBs (Printed Circuit
Board) or ICs (Integrated Circuits) like shown in Fig.1. The
user composes his secret by designing such a layout in a
special wizard by drawing a map of blocks B of masking
elements as paths conducting the digital signal from input to
output; provided from the generator block. These paths will
determine the change in value from Vinp at the input to Vout
at the output and define their properties and mutual logical
relations. This layer consists of n×n fields and is represented
by the C matrix, containing n× n cells.

The user specifies his secret key S by specifying a list of
b blocks that occupy the fields selected by him from the C
matrix, and specifies the block elements that act as input or
output. For a short and easy explanation, we will use the exam-
ple of the secret key illustrated in Fig. 2 or Fig. 4 as an iChip
layout and the matrix coordinates of the input and output ele-
ments encoded hexadecimal in the associated table, while for
the description of the protocol, we will use the Python conven-
tion. The C matrix is a set of n2 random values generated by
verifier as C = [[V1,1, V1,2, ..., V1,n], . . . [Vn,1, Vn,2, ..., Vn,n]].
Each i-th element of block B[i] = [yi, xi, zi] is defined by 3
parameters: row y and column x as field coordinates (y, x)
in matrix C, and parameter z defining its state: z = {I,O},
where: I = Input,O = Output.
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We use also an alternative compact notation of block
elements as: Bz

j [i] = Bz
j [(yi, xi)]. Each block Bj is a list

of such elements, divided into two segments for inputs and
outputs: B = [BI , BO] = [B[1], B[2], ..., B[k]]. A list of b
blocks Bj is included in the secret S = [B0, B1, . . .Bb21],
where 0 � j < b. The parameters of the algorithm are denoted
by four positive integers N,L, b, k ∈ N, where:

" chip size (the matrices describing both private part of the
key and the challenge matrix have size N = n× n);

" parameter describing OTP length, L � 10;
" maximal number of blocks, for the sake of clarity and

memorability we restrict 1 � b � 10;
" maximal block length k � 10;

A. Generating OTP

G = B0 is the first of these blocks in key S, and it is
called a generator because it does not contain inputs and the
values VG = C[G] from all its L = |B0| output elements are
mapped by the remaining blocks. The user has to remember
the position of all blocks and their order in the S. The
verifier generates a challenge matrix C of N random digits.
To generate the OTP, the user has to collate the C matrix with
the secret key S and calculate all OTP digits, one at each i-th
of L = |OTP| rounds of the protocol in the following 3 steps:

1) Read the V i
inp value of the G[i] element in C at position

(yi, xi): V i
inp = C[G[(yi, xi)]]

2) Starting from j-th block (where j = 1 in the 1st round),
search input elements (z = Input) of j-th block for the
coordinates (yi, xi) such that V i

inp = C[BI
j [(yi, xi)]].

If no such coordinates are found in the j-th block, move
to the subsequent block. By j = φ denote the index of
the current block (φ) in which the searched so-called
target input (ψ) has been found first and let

V i
out = C[Bφ[y, x, z = Output]].

If the search fails for all j < b: let V i
out = V i

inp.
3) The i-th digit of the OTP you will get as

OTP [i] = (V i
inp + V i

out) mod 10 (1)

To avoid overloading the first blocks, it is recommended
to resume the search for V i

inp from the block next to the
last searched. For additional security, the following three
exceptions/rules (*I, *O, *Θ) have been added to the 2nd step
of the algorithm; these significantly increase the resistance of
the iChip protocol against passive attacks with a statistical
algorithm or Gaussian Elimination. For their consideration let
(yi, xi) be the coordinates on which the target input ψ in B
such that C[Bφ[ψ]] = V i

inp was found first in the challenge
matrix.

However, first, we will present a simple example illustrated
in Fig. 2 to explain the principle of calculating the OTP
without the exceptions mentioned above. Alternatively, it is
recommended to watch the short video tutorial [25].

Fig. 2. An example of a secret: block input elements given as black fields
and output as blue or light blue fields. The positions of all input and output
elements are hexadecimal encoded in the associated table. The first column
(&) contains the index of each block. On the right: The challenge matrix.

There are generator block 0 containing 4 light blue cells in
the matrix corners and two mapping blocks labeled by their
index (1 or 2) in the example above (Fig. 2). In the 1st round,
we read the value V 1

inp = 3 from the 1st element of generator
block at position (0, 0).

We look for this value sequentially in all mapping blocks
from 1 to 2. The first occurrence of this value is in the last
element of block 2, i.e. BI

2 [5] in cell (6, 6), which is the
target input ψ = 5 in the current block φ = 2. Now, we read
a value of the output element of this block, which is in cell
(8, 4), hence V 1

out = C[8, 4] = 5. The 1st round ends with a
calculation of the 1st OTP digit according to Equation 1 as:
OTP[1] = (V 1

inp + V 1
out) mod 10 =

= (C[G[0]] + C[BO
2 [1]]) mod 10 =

= (C[0, 0] + C[8, 4]) mod 10 =
= (3 + 5) mod 10 = 8.

EXTRA RULES / EXCEPTIONS

*I) Let V i
inp be the sum of all input elements of the current

block, from ψ to ψ + n, where ψ + n � |BI
φ| and n � 2:

V i
inp = (

k�n*

k=0

C[Bφ[ψ + k]]) mod q (2)

This introduces non-linearity to cryptanalysis and protection
against Gaussian Elimination, as the number of arguments in
Equation 2 varies randomly in each challenge. Depending on
the variant of *I, the q modulus can be 10 or omitted as default.
*O) If the current block Bφ contains more than one output
element |BO

φ | > 1, then randomly choose one of them as
V i
out = C[BO

φ [randrange(1, |BO
φ |)]]. This is the case of

using the LWO method illustrated by Fig. 3: Block 2 with
fields labeled by 2 has two outputs/options at positions (3, 1)
and (3, 3). If the value searched for is found in this block,
then the user has to choose one of these two options at random.

*Θ) If the current block Bφ has no output |BO
φ | = 0, then we

use the next input instead: V i
out = C[Bφ[(ψ+1) mod |Bφ|]].

Fig. 3. An example of secret with exception *O.
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Fig. 4. An example of a secret defined by the user and challenge matrix with a schema for determining the 1st digit of OTP.

B. Advanced Example

Based on Fig. 4 we will compute the 6-digit OTP as follows:
The generator block contains VG = C[G] = [3, 7, 8, 8, 6, 3].
The 1st element VG[1] at position (0, 4) has a value of 3.
When looking for it sequentially in blocks 1 to 6, it can be
found in the 3rd input element of the 1st block BI

1 [3] at
position (6, 4), (marked in the red ring as a target input ψ);
the output element BO

1 [1] of this block is in cell (3, 3) with
a value of 9. The 1st digit of OTP is calculated according to
Eq. 1 as OTP[1] = (3 + 9) mod 10 = 2.
VG[2] at position (1, 5) has a value of 7, which is also in

BI
4 [2] at position (5, a) and the output element BO

4 [1] has a
value of 9. Since ψ = 2 < |BI

4 | = 3, then due to rule *I:
V 2
inp = C[BI

4 [2]] + C[BI
4 [3]] = 7 + 1 = 8. Now, according to

Eq. 1 we can calculate: OTP[2] = (8 + 9) mod 10 = 7.
VG[3] = 8 appears in BI

5 [3] at position (c, 6), but this block
has 2 output elements BO

5 [1] in cell (d, 7) and BO
5 [2] in cell

(e, 7). Therefore due to exception *O, we can choose any of
them; assuming we choose the first with value of 4,
OTP[3] = (8 + 4) mod 10 = 2.
VG[4] = 8, hence this round is similar to the previous one,

but now, we use the second output BO
5 [2] in cell (e, 7) for our

calculations: OTP[4] = (8 + 0) mod 10 = 8.
VG[5] = 6 appears in B2

I [1], but this block has 4 inputs,
therefore we add three of them to V 5

out = 1, hence: OTP[5] =
6 + 3 + 4 + 1 mod 10 = 4. Entire OTP = [ 2, 7, 2, 8, 4, 2].

C. TurboChip overlays for the iChip protocol

For a radical reduction of an authentication time, we have
developed two variants of TurboChip overlays for the iChip
scheme. They only uses 1 round of the base iChip protocol and
only needs 1 element in the generator block. In the example
below ilustrated in Fig.5: Since VG = [4], then OTP[1] =
(4 + 2) mod 10 = 6. However, we keep this value a secrete
as V = 6 and use it according to FlexiChip or ClickChip. For
FlexiChip, we calculate each i-th OTP number as OTP[i] =
(V +C[BI

φ[ψ+ i]]) mod 10; If |BI
φ| < ψ+ i then continue in

the next block. In this example: φ = 1;ψ = 3, but |BI
1 | < 3+1,

hence OTP[1] = V +C[BI
2 [1]] mod 10 = 6+8 mod 10 = 4;

OTP[2] = 6+C[BI
2 [2]] mod 10 = 6+ 1 mod 10 = 7; e.t.c.

The ClickChip generates response as matrix coordinates
instead of digits. This approach requires a bit of proficiency
from the user, however, it allows cutting the number of
protocol rounds in half. It stands as a good trade-off for it and
is explained in the example illustrated in Fig. 5. Determining
of 3 matrix coordinates in the range of (-8, -8) to (8, 8), one
at each i-th of 3 rounds of ClickChip protocol is as follows:

We go to the i-th element in j = φ + i block. Now, get
the value of this element to calculate the distance of di fields,
where di = (V + C[BI

j [i]]) mod 10; to move the virtual
pointer on a horizontal, vertical or diagonal line towards the
centre of the grid. Important notes: The order of choosing these
directions is random, but 1 diagonal and 1 reverse direction
must be used if di is lower than the distance from the edge
of the grid. For long blocks: If |BI

j | > 3 then the counting of
di cells starts from the element whose value is closest to di.

To quickly find the endpoint, move the pointer in jumps a’4
fields, with a help of the coloured background lines.

In our example, the current block φ = 1, therefore, in the 1st
round we go to block 2, and get the value of the 1st element
in it, hence d1 = (6 + 8) mod 10 = 4. Now, we move the
pointer e.g., diagonal from a position (-1, -3) to position (3, 1).
In the 2nd round d2 = (6 + 3) mod 10 = 9, so we click the
position (-3, -6). In the 3th round d3 = (6+ 7) mod 10 = 3,
but to satisfy the protocol rules, we alter the direction to the
opposite d3 = −3 and then click the cell (6, 6).

Fig. 5. Secret key and challenge matrix with the schema of the ClickChip
for OTP determining protocol.
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The variant with an 18x18 grid shown in Fig. 6 is more
convenient for moving the pointer in jumps a’3 fields. The
worst-case probability of randomly hitting the correct OTP is
here p = 3/207 · 2/207 · 1/207 = 7e27.

Fig. 6. ClickChip’s grid variant of 18x18 = 324 cells with 25 secret inputs
marked in black and the non-clickable area marked in grey.

D. Preliminary stage against active attacks

In this stage, User U and Verifier V swap their roles, so
V responds to U’s challenge. V initiates the authentication
process by sending a challenge to U. Then, U randomly clicks
on any field in C, and the element of the block closest to that
field is used as ψ for the calculation of OTP[0]. U remembers
it and sends such a challenge to V. In response, V has to
calculate the OTP[0] in this same way, and then generate a new
challenge, but the value of VG[0] is set to OTP[0], which is
hidden. The next 3 rounds run as usual according to ClickChip.

E. Biometrics, captcha and clock in the iChip scheme

To further strengthen the iChip protocol it is beneficial to
increase the entropy of the random option selection in the
LWO case by aid of a pseudorandom number generator, the
result of which is entered via a cognitive biometric interface
working like an OOB channel. This interface (emOTP) is
based on the stimulation of emotional states by recalling
the knowledge already acquired in the past and preserved in
long-term memory. The great advantage of this approach is
that the user is not required to remember a secret specially
built for this purpose, so they can without much effort, insert
a lot of such items into the user’s account profile resources
in the form of catchwords or pictures, associated with its
evaluation in points: +1 as positive, -1 as negative and 0 as
neutral; referring to a universal question, e.g., Do you like it?
with possible answers: Yes, No, Neutral. The response can be
effortlessly applied to choose/address 1 of the 2 or 3 options
when using the LWO method.

Increasing the range of ratings to 10 points requires chang-
ing the above question to How much do you like it?. Now, the
response ranging from 0 to 9 allows the generator block to
be completely replaced. Unfortunately, the limitation of such
a generator is its inaccuracy, occurring from poor behavioural
repeatability. Nevertheless, due to the LWO, the unintended

incorrect response to the emOTP challenge does not affect the
response correctness. Hence, an additional protocol round to
compensate for this mistake is not needed. In other cases than
the LWO, such a 3 stage emOTP trigger/generator in the iChip
protocol can be used as a biometric factor in the MFA. The
emOTP criteria should be quick to evaluate and be personal,
rather than popular and predictable. The challenge in the form
of an image (as an example in Fig. 7) can work well as a
captcha at the same time.

Fig. 7. An example of the emOTP challenge and its evaluation depending on
the user and not on a statistical basis.

As an alternative and much simpler source of entropy for
the LWO method, a random moment of reading seconds from
the system clock or user’s watch can be used.

IV. ICHIP FOR A HASH-BASED SIGNATURE

To ensure that the user authorizes the correct message
M (e.g. transaction conditions), and not falsified by active
adversary, we propose the Human-Hashed variant of (hash-
based) message authentication code (MAC). Such a HHMAC
can be used offline, i.e. the previously computed SHA-256
function from M and written here as h() is hashed by iChip’s
OTP. The iChip-256 variant with N=256 fields layout is the
most optimal here. The challenge matrix C created by the
RNG is modified by adding one bit of the hashing result H to
each of the |C| = 256 elements, where H = h(M,C) is the
hash value of a message M and C according to the formula
C 2[i] = (C[i]+H2[i]) mod 10, where 0 � i � 255. The user
performs the signature by entering the OTP on the keyboard
or writing OTP digits on the document containing: a blank
iChip grid for global UID (optional), the challenge matrix C’,
a QR code specifying the document identifier in the repository
for automatic scanning and HHMAC verification.

Fig. 8. A sample signature on a paper document includes:
Global UID, Transaction ID, HHMAC, Challenge C’.
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V. BRIEF ANALYSIS OF USABILITY

- Intelligibility
Our time-limited study only focused on a small group of chil-
dren aged 8-10, assuming that the adult performance should
be better, because modular addition and abstract thinking are
required, which develops with age [16]. For this group, the
iChip protocol was compared with that of a board game, more
especially the well-known Monopoly or Jumanji, where the
throws of the dice symbolize the operation of the generator
block, and all the fields on the board forming the track
constitute the iChip blocks, which user have to go to achieve
the target field/input and finally make a decision according to
the rules of the game protocol The children took 1 standard
lesson unit (45’) to learn the protocol and the special wizard
to design their own microchip.

- Memorizing and Rehearsing
The appropriate distribution of block elements is of major
importance for entropy level and easy memorization of the
entire structure of the secret. To obtain the maximum practical
entropy and to make it easier to remember the secret, a
suitable background image is very helpful, which can be built
individually by the user or proposed by the wizard as a random
structure. It is profitable to draw the secret contours in a
single sequence like a short piece of text (e.g., Fig. 1) or a
simple shape (e.g., Fig. 5). Additionally, since all key elements
are used each time, the whole secret image can be easily
remembered after 30-45 minutes of repeated authentication
training attempts and frequently refreshed at the use stage.

- Authentication Time
The authentication time is proportional to the user’s cognitive
workload - ranges from 4 to 8 seconds (≈ 6) in each round of
response, depending on the composition of the secret and the
user’s skill. After several searches, visual perception adapts
a parallel analysis approach, i.e. the search for an ψ element
with Vinp is not performed element-by-element, but in blocks,
just like reading a text, with whole words being interpreted,
rather than individual letters. Each modular addition and block
search require ca. 1 sec. For the user who has to look at the
keyboard to enter OTP, it will be easier, and faster, to use
voice input, which is also a good source of biometric data and
a 3-rd authentication factor. After introducing of TurboChip
overlay, the authentication time is significantly reduced up to
≈15 seconds if the user becomes an experience in using it.

VI. BRIEF ANALYSIS OF SECURITY

The resistance to a random attack depends on the number of
OTP digits calculated by the user. Their number L is arbitrary
and depends on the needs of the authentication system, e.g.,
L = 6 like OTP in most e-banking systems. Using the
ClickChip overlay slightly weakens the protocol if the attacker
records user responses, as it allows to reduce the number of
possible click locations from N = 324 down to 207 (in the
worst case - Fig. 6), however, the probability of p=7e-7 of
randomly hitting the correct OTP is still lower than for 6
decimal digits, i.e. p=1e-6.

The iChip’s resistance to active attacks is ensured in the
preliminary stage (see Section 3.4) or by the hashing and
signing the authenticated message, as the HHMAC is valid
only for the signed message (see Section IV).

As the challenge in the iChip protocol is generated full at
random, it is fully immune to frequency analysis.

The iChip’s entropy is of course lower in practical use
than its key size of 512 bits, but much higher than a text
password due to large number of possible fonts and their
positioning on the large grid or cell order. A good example is
the word iCHIP used in Fig 1. The number of possibilities for
designing this contour is enormous, despite the use of many
symmetries compared to the number of combinations that the
use of lowercase and uppercase letters offer.

The resistance to brute-force and Grover’s quantum
algorithm is provided by NP-hard lattice problem and huge
keys space (see Table 1), estimated as follows:

N !

(N − L)!
·
B+b0*

i=B

(

k*

d=1

�
N − L

d

�
·
E+e0*

j=E

�
N − L

j

�
+

+

E+e0*
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where:
N = n× n is the size of Chip’s matrix, default 16 x 16
L is the number of OTP digits, default 6
[B,B + b0] = number of blocks, in the range 3 to 7
[E,E + e0] = number of input elements in block: 3 to 9
[0, k] = number of output elements in block: 0 to 2 or max. 3

Estimating the resistance of an authentication protocol to
peeping attacks is very important, but also highly-complex,
especially in the case of iChip, as it can simultaneously use
many protocol variants, which interfere with each other and
further increase their effectiveness (see Appendix). Therefore,
we considered them separately, based on the results of related
works: [2], [7], [6].

By using the LPN method or its variants, it is possible to
efficiently reduce the amount of information leaked about the
secret by random injection of erroneous information in the
LWE or deterministic rounding in the LWR. Such leakage
can also be reduced by modular reduction x mod p, or by
randomly selecting one of several correct LWO options.

It also works similar to introducing an error in the expected,
acceptable narrow range. However, introducing noise too much
here increases vulnerability to random attacks as well.

As shown in [7]: The k number of arguments used in the
function f(x1, x2, ..., xk) = x1+x2+...+xk mod p depends
on the safety function for the statistical algorithm r(f) = k/2,
however, f cannot be linear, because then the security for
Gaussian Elimination is g(f) = 0 and the Equation 1 for
LWR implementation in iChip takes only 2 arguments (k = 2).
Therefore, in this case the secret could be recovered even from
O(n) challenge-response samples: m = ns, s = min(g, r).
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TABLE I
COMPARISON OF THE MOST IMPORTANT AND OPTIMAL PARAMETERS.

HGPP [Ref.] k
secret objects

n
objects pool

Window
size

Key size
(bits)

Password
space s(f)

Guess Rate
/round

No of
rounds

≈Time/Auth.
(sec)

HB [2] 15 200 200 70 1.5e+22 2 0.5 20 668
APW [5] 16 200 200 79 8.4e+24 1 0.1 6 348
CAS Hi [4] 60 240 20 187 2.4e+57 1 0.5 20 221
CAS Lo [4] 60 80 80 70 8.9e+21 1 0.25 10 122
Foxtail [3] 14 140 30 60 6.5e+18 1 0.5 20 213
CHC [13] 5 112 83 24 1.4e+8 1 0.22 10 93
HCP [7] 50 50 14 164 1.0e+50 1.5 0.1 6 42
GrIDsure [19] 6 25 25 28 2.4e+8 1 0.1 6 4
iChip256 36 256 256 512 3.2e+154 2 0.1 6 36
ClickChip 31 289 289 500 1.7e+150 2 ≈ 0.01 3 21
FlexiChip 31 256 256 490 1.0e+146 2 0.1 6 15

Fortunately, the introduction of noise by the LWO method
in iChip brings the same effect as LPN in the HB [2], which
does not allow the simple use of Gaussian Elimination, and
the adversary needs to see O(n2) samples to reveal the secret,
also in the case of secret’s low entropy [14].

On the other hand, introducing an exception *I gives up
to 2 additional arguments by Eq. 2 to this base function,
hence 2 � k � 4. The number of these arguments is not
constant but varies randomly in each challenge, so the Eq. 1
becomes highly nonlinear, especially since Vout is the result
of a previously used mapping,

Any statistical adversary needs approximately m = nr(f)/2

samples to recover the secret, where n is the key size
(512 bits for iChip), therefore, if both exceptions (*I and
*O) are used then estimated safety function is limited
by: s = min(g, r) = min(2, 2) = 2, hence m ≈ 262, 144
challenge-response samples are needed to reveal the secret.

We tested the resistance of the protocol against finding the
secret key with an advanced Genetic Algorithm, which ran
for m=1,000, m=10,000 and m=20,000 samples over several
days on a computer with an 18-core CPU (Intel i9). The
secret created in the default grid size of N = 256 but
without exceptions (*I, *O) was found after approx. 2 hours
of operation. After introducing the LWO, the cracker found a
secret key only for microparameters i.e. N = 25 (Fig. 3).

With the simultaneous inclusion of *I and *O exceptions,
the 2-days search did not give a correct result even for N = 49,
represented by the microkey in Fig. 9.

Fig. 9. Microkey 7x7 with exceptions *I & *O.

The tests conditions and results are available online [25].

VII. RELATED WORK

Referring to the data in Table 1 of the article from 13th
NDSS [12] and the latest publications until today, we have
compiled in Table 1, the parameters of the best Human
Generated Passwords Protocols, that were created in the years
1991-2017 (there is no significant contribution after 2017), as a
comparison with iChip. As we can see, the iChip’s parameters
have a significant advantage over all others, both in terms
of security (key size, keyspace, s(f)) and usability (secret’s
memorizing and authentication time closest to grIDsure). Only
HB, HCP, and iChip are protected against linearization [9],
where m = O(ns) strongly depends on the key size n.

The enhanced versions of HB+, Foxtail+ also offer protec-
tion against active attacks, but only ClickChip and HHMAC
are suitable for the user due to the required authentication
time.

VIII. CONCLUSIONS

The result of our work are the iChip protocol and two
TurboChip overlays, which significantly accelerate the OTP
generation process and all these variants meet the safety and
usability criteria required for commercial implementation.

- The FlexiChip is our favorite due to the smaller workload
for the user and flexibility in generating passwords of any
length L from 1 to k = |S|. As the video tutorial [25] shows,
the 6-digit OTP computation time easily reaches 15 seconds.
The protection against active adversary attacks is provided by
the HHMAC with use of standard hash algorithm, preferable
SHA-256 or SHA-512. Such signature can be also performed
by the user offline on paper documents without any gadgets
and automatically scanned and loaded into the system, where
this signature is verified.

- The ClickChip overlay has the advantage of using the
preliminary round to immediately detect an active adversary
attacks and is more glamorous, but requires more proficiency
in determining matrix coordinates. At the level of quasi
automatic distance evaluation, the authentication time could
be reduced to even 15 seconds, similar to the FlexiChip.

The iChip protocol parameters are well-suited to applicate
also in resource-constrained devices, like IoT or RFID.

SŁAWOMIR MATELSKI: UNIVERSAL KEY TO AUTHENTICATION AUTHORITY WITH HUMAN-COMPUTABLE OTP GENERATOR 669



REFERENCES

[1] T. Matsumoto, H. Imai. Human Identification Through Insecure Chan-
nel. EUROCRYPT 1991. https://doi.org/10.1007/3-540-46416-6 35

[2] N. Hopper and M. Blum. A Secure Human-Computer Authentication
Scheme. Lecture Notes in Computer Science, 2248, 2000.

[3] S. Li, H.-Y. Shum. Secure Human-Computer Identification (Interface)
Systems against Peeping Attacks: SecHCI. IACR’s Cryptology ePrint
Archive: Report 2005/268.

[4] D. Weinshall. Cognitive authentication schemes safe against spyware.
IEEE Symposium on Security and Privacy (S&P), 2006.

[5] H. J. Asghar, J. Pieprzyk, H. Wang. A New Human Identification
Protocol and Coppersmith’s Baby-Step Giant-Step Algorithm. Applied
Cryptography and Network Security, 349-366, 2010.

[6] M. Monteiro, K. Kahatapitiya, H. J. Asghar, K. Thilakarathna, T.
Rakotoarivelo, D. Kaafar, S. Li, R. Steinfeld, J. Pieprzyk. Foxtail+:
A Learning with Errors-based Authentication Protocol for Resource-
Constrained Devices. IACR’s Cryptology ePrint Archive, Report
2020/261.

[7] J. Blocki, M. Blum, A. Datta., S. Vempala. Toward human computable
passwords.. ITCS 2017. https://doi.org/10.4230/LIPIcs.ITCS.2017.10

[8] M. Blum, S. Vempala. Publishable humanly usable secure password
creation schemas. AAAI Conference on Human Computation and
Crowdsourcing, HCOMP, 32–41, 2015.

[9] H. J. Asghar, R. Steinfeld, S. Li, M. A. Kaafar, J. Pieprzyk. On the
Linearization of Human Identification Protocols: Attacks Based on
Linear Algebra, Coding Theory, and Lattices. IEEE Transactions on
Information Forensics and Security, 10(8), 1643–1655, 2015.

[10] S. Samadi, S. Vempala, A. T. Kalai. Usability of humanly computable
passwords. In arXiv preprint arXiv:1712.03650, 2017.

[11] A. Juels and S. Weis. Authenticating Pervasive Devices with Human
Protocols, Advances in Cryptology - CRYPTO 2005, vol 3621.

[12] Q. Yan , J. Han , Y. Li , R. H. Deng. On Limitations of Designing
Usable Leakage Resilient Password Systems: Attacks, Principles and
Usability.19th Network and Distributed System Security Symposium
(NDSS), 2012.

[13] S. Wiedenbeck, J. Waters, L. Sobrado, and J.-C. Birget. Design and
evaluation of a shoulder-surfing resistant graphical password scheme.
In Proceedings of the working conference on Advanced visual inter-
faces, pages 177–184, 2006. https://doi.org/10.1145/1133265.1133303

[14] J. Alwen, S. Krenn, K. Pietrzak, D. Wichs. Learning with Rounding,
Revisited. Advances in Cryptology - CRYPTO 2013.

[15] A. Bogdanov, S. Guo, D. Masny, S. Richelson, A. Rosen. On the
Hardness of Learning with Rounding over Small Modulus, Cryptology
ePrint Archive, Report 2015/769.

[16] I. Dumontheila. Development of abstract thinking during childhood
and adolescence: The role of rostrolateral prefrontal cortex. Develop-
mental Cognitive Neuroscience, 57–76, 2014.

[17] S. Patil, S. Mercy, N. Ramaiah. A brief survey on password authentica-
tion. International Journal of Advance Research, Ideas and Innovations
in Technology, 4(3), 943-946, 2018.

[18] F. Wang, L. Leng, A. Teoh, J. Chu. Palmprint False Acceptance Attack
with a Generative Adversarial Network (GAN). Applied Sciences, 10.
8547, 2020. https://doi.org/10.3390/app10238547

[19] S. Brostoff, P. Inglesant, A. Sasse. Evaluating the usability and
security of a graphical one-time PIN system, Proceedings of the BCS-
HCI 2010, Dundee, United Kingdom, 2010.

[20] R. Jhawar, P. Inglesant, N. Courtois and M. A. Sasse. Strengthening the
security of graphical one-time PIN authentication. 5th International
Conference on Network and System Security, 2011.

[21] Z. Golebiewski, K. Majcher, F. Zagorski, M. Zawada. Practical
Attacks on HB/HB+ Protocols. ePrint Archive, Report 2008/241.

[22] K. Sadeghi, A. Banerjee, J. Sohankar and S. K. S. Gupta. Geometrical
Analysis of Machine Learning Security in Biometric Authentication
Systems, 16th IEEE International Conference on Machine Learning
and Applications (ICMLA), 309-314, 2017.

[23] Y. Sadqi, Y. Belfaik, S. Safi. Web OAuth-based SSO Systems Security.,
Proceedings of the 3rd International Conference on Networking,
Information Systems & Security. NISS 2020.

[24] A. F. Baig, S. Eskeland. Security, Privacy, and Usability in Continuous
Authentication. A Survey. Sensors 21, 5967, 2021.

[25] ”Project lab for i-Chip authentication”. (July 3, 2022). [Online]:
https://www.researchgate.net/profile/i-Chip-Authentication

APPENDIX A
INCREASING THE ICHIP ENTROPY

In the sample of 920 students of our university, no secret
pattern was repeated. However, the entropy of iChip can be
effectively increased by further increasing the key size as
shown in subsections A and B, or by using of a suitable
background image, which can be built individually by the
user or proposed by the wizard as a random structure. The
visual structure of such a background image (e.g., Fig. 10)
provides reference points for easy remembering the image of
the secret and thus allows building a secret key with much
higher practical entropy.

Fig. 10. An example of a secret key depicting the word admin on an
individually designed background.

A. The iChip as multi-layout interface with 3D key
The iChip interface allows the user to expand the secret not

only in 2 dimensions (row x and column y), but also use the
3rd dimension, i.e., the z parameter used here as a layout index
(default z = 1), marked in colour of the secret elements and
is indicated in the i-th round by z = VG[i+1]. In this simple
way, the key size can even exceed a thousand bits, without
increasing the C size, where N|z|=1 = x · y = |C| ≈ 256.

Fig. 11 shows an example of a 3D secret that has
been adapted from the secret key in Fig. 4, where
|z| = 2, N2 = 450, by adding 2 blocks on 4 additional
layers resulting in |z| = 6 and N6 = 3 ·N2 = 1350.

Fig. 11. An example of a 3D secret on multi-layout iChip.

The zoomed fragment of the challenge image in Fig. 11
shows the first round (i = 1) of the OTP calculation: Since
z = VG[i + 1] = 7, the search for a value of VG[1] = 4
must start in block 7. It appears in the last element of
this block BI

7 [5] at position (6, 2), so we read the value
of 3 at the associated output in cell (7, 4) and calculate:
OTP[2] = (VG[1] + C[(7, 4)]) mod 10 =
= (4 + 3) mod 10 = 7.
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B. The iChip as multi-protocol platform

A solution with a large number of protocol variants that
can be combined with each other using a simple settings
manager is beneficial for increasing its resistance, and makes
the scheme more user-friendly, who only needs to know the
variants he choose to create his secret. For example, choosing
5 out of 50 variants, the cracker has to check 2,118,760
additional combinations, which must first be analyzed and
coded in such a cracker. This number can still expand as each
subtle change in protocol represents a new variant that can be
created not only by the scientist, but also by the creative user.

The iChip enables the implementation of other Human-
Computable Password Protocols, and acts as an open platform
for them. We invite other researchers to use it to compose their
own licensed variant of HCPP or an adaptation of a previously
developed one.

As an example implementation, we used the Foxtail
scheme proposed in 2005 by Li and Shum in [3], adapted in
2020 for the needs of IoT in [6]. There are 4 pass-objects
in the challenge given in Fig. 12, hence the response
R = 4 mod 2 = 0. For a standard 6-digit OTP, this procedure
must be repeated for 20 rounds, each for 1 bit.

Fig. 12. An example of an original Foxtail challenge for 1 bit response
marked by the four red rings.

For implementing the Foxtail protocol on the iChip plat-
form, selected input elements are used as a hidden chain of
challenge window in the Foxtail schema. To redirect the binary
response of Foxtail, we use two output elements appropriate
for the expected binary response (0 or 1) and any 3rd output
as an option for the LWO method. Therefore, instead of four
protocol rounds for each OTP digit, only one round is needed.
To define a trigger for switching between Foxtail and iChip
subprotocols, we assume that if the value searched for VG[i]
is found in the first block, then all input elements are treated
as a challenge for the Foxtail scheme. Otherwise, for the
iChip rules. As counted pass-objects, we assume the value
of V i

inp. After adapting the example in Fig. 4 for the Foxtail
implementation illustraded in Fig. 13: The first element VG[1]
at position (0, 4) has a value of 8, which appears in the first
block; therefore, all input elements in S are treated as a Foxtail
challenge. As there are 3 entries with the value of 8, in cells
[(6, 4), (5, a), (c, 5)], the response is 3 mod 2 = 1.

However, according to the redirection rules, we use this
response for binary addressing of the 2nd element from 2
locations: (d, 7) for 0 and (e, 7) for 1.

In cell (e, 7) is a value of 7, therefore, finally:
OTP[1] = (8 + 7) mod 10 = 5. In the 2nd round the VG[2] = 1,
which appear at 2 locations only: [(6, 4), (a, a)]. Since,
2 mod 10 = 0, we go to the cell (d, 7) with a value of 6,
and calculate OTP[2] = (1 + 6) mod 10 = 7. The next values
in the generator block no longer appear in the first block, so
iChip rules apply to them.

Fig. 13. Image of secret key and Foxtail’s pass-objects marked by red rings
in the challenge.

APPENDIX B
THE ICHIP IMPLEMENTATION IN THE E-BANKING SYSTEM

We have implemented the iChip protocol in the e-banking
system, in which it is used both for logging in and for
authorizing transactions. The screenshot in Fig. 14, shows
a form for entering the personal data and personalizing the
virtual token, visualized as an iPad tablet. The form in the
background shows a special wizard for designing of a graphic
identifier and secret key, i.e. its image on the right side and the
associated code table on the left side. This token implements
the iChip protocol and the Turbo-Chip overlays. The token
window opens on the form to be authorized. The response for
the Click-Chip challenge is shown on the token screen.

The e-banking system is available online [25].

Fig. 14. Screenshot of authorisation by iChip in the e-banking system
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Abstract—The standardized security architecture proposed by
ETSI for 5G networks provides six security domains covering
network access and secure implementation of network services.
However, this architecture does not specify detailed solutions for
access control for web services and user credentials management.
This paper proposes a new access control and service authoriza-
tion protocol for the network services using MEC edge servers.
Our solution does not slow down the performance of services in
the 5G network. The advantage of this solution is that it allows
you to solve some network security problems resulting from
virtualization techniques (SDN and NFV) applied in constructing
contemporary mobile networks.

I. INTRODUCTION

THE FIFTH-GENERATION mobile networks are designed
to provide network services with extremely high re-

quirements in terms of bandwidth, the number of devices
supported, latency, energy consumption, etc., see [1]. It en-
ables the support of participants of mass events with good
quality of service, the implementation of real-time services
for telemedicine, monitoring and control of technological
processes, and many others. However, it may not be possible
to simultaneously meet all 5G quality requirements. Therefore,
particular configurations of network services, called slices,
have been proposed [2], [3]. In slices, the network parameters
are adapted to the specific needs of a given application,
for example, a virtual industry instance or its particular use
case, see [4]. In order to effectively implement network
slices designed for the needs of verticals in the 5G network
infrastructure, it is necessary using virtualization techniques.
5G networks use SDN technology [5] to implement network
traffic management and NFV technology [6] to enable flexible
network deployment and dynamic operation. SDN and NFV
technologies also allow the use of modern security solutions
integrated with a centralized network controller, for example,
the IDS / IPS system, see [7]. Another solution that allows
improving network service quality is using edge servers with
applications designed to support it. This solution is most
effectively implemented with the use of MEC (Multi-access
Edge Computing) technology, see [8].

Modern mobile networks of the 5th generation (and higher)
are a result of the interaction of SDN and NFV virtualization
technologies and MEC edge services technology [9]. From a
functional point of view, we can call them 5G MEC networks;

This paper has been supported by The National Center for Research and
Development, Poland, under Decision No. DWM/POLTAJ7/9/2020

they combine mobile access to resources and services of high
quality. Organizationally, such networks require the coopera-
tion of many stakeholders participating in the implementation
and use of web services. Ensuring the harmonious collabora-
tion of all participants of the network services market while
ensuring the necessary quality requirements and network limi-
tations is a major technological challenge. However, providing
the quality of a web service in 5G MEC networks cannot be
at the expense of security. In particular, resource and service
access protection methods can be a network service bottleneck.
Therefore, an access control system adapted to the architecture
of web services in 5G MEC networks is necessary for their
proper functioning.

This paper aims to propose a new access control scheme
for 5G MEC-hosted services that guarantees high service effi-
ciency at a level of security similar to other modern network
access control systems. It makes the network providers and
the MEC-hosted service providers independent of external
identity providers. It ensures strong user authorization to use
services in the scope compliant with the applicable security
policy. In addition, the system optimizes the operation of
the network transmitting data related to the service. It also
allows, if necessary, to interact with external identity providers
in terms of primary user authentication. This system allows
for the improvement of accessing services and granting per-
missions to users and increases the efficiency of the service
implementation process.

The rest of the paper is organized as follows. Section
II presents the standardized 5G security architecture and its
basic access control domains. Section III reviews modern
lightweight network authentication protocols that can be used
for authentication and authorization on 5G MEC networks.
Section IV presents the outline scheme of the 5G MEC access
control architecture used in the special use-cases. Section V
defines the optimized access control protocol for 5G MEC-
hosted services. Section VI proposes possible improvements
and optimizations of components, algorithms, and protocols
supporting the access control system. Section VII presents the
security advantages of the proposed solution and Section VIII
concludes the paper and outlines the future work.

II. 5G NETWORKS AND ACCESS CONTROL

The ETSI standard [10] proposes the 5G network security
architecture. The architecture covers essential network security
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Fig. 1. Overview of the 5G security architecture [10].

elements, particularly network access control and network
services access control.

Secure access to 5G MEC web services consists of two
steps. The first one is secure 5G network access that enables a
UE to authenticate and access the network securely (domain (I)
in Fig. 1), including the 3GPP access and Non-3GPP access,
and in particular, to protect against attacks on the (radio)
interfaces, see [10]. This step is provided by network operators
and is based on 5G standardized solutions. The second step
is included in the application domain security (marked as
domain (IV) in Fig. 1). It consists of security features enabling
applications in the user and provider domains to exchange
messages securely. This security area is in the competence of
the service providers, particularly the MEC services providers.
To ensure end-to-end security in 5G networks, the security
architecture of the standard [10] should be significantly ex-
panded. We must consider such elements as the end-user
devices, the edge server services, and the computing cloud
in which the service provider’s resources are located in the
network. Such an extended security model has been proposed
in the paper [11].

The use of MEC technology in 5G networks facilitating
the implementation of many services and improving their
efficiency requires further expansion of the access control
security model. In papers [12] and [13], we proposed a
new security architecture with the integrated authorization
mechanisms. Before we present our security architecture and
the access control security protocols, we will briefly overview
the contemporary access control solutions for the web services
proposed in the literature.

III. RELATED WORK ON THE ACCESS CONTROL SCHEMES

In mobile networks, the most popular method of access
control and authorizing users in web services is applying ex-
ternal identity providers, such as Google, YouTube, Facebook,
Okta, Microsoft Active Directory, etc. The offered solutions
use well-known authentication and authorization protocols
such as OpenId Connect, SAML (Security Assertion Markup
Language), and OAuth 2.0. The OpenId Connect [14] is an
open standard used for user authentication. It uses JWT (JSON
Web Token) to deliver claims about the authentication of an
end-user by an authorization server when using a client and
other requested claims. SAML [15] plays a similar role but

uses XML to exchange identity credentials and authorization
data between identity providers and service providers to verify
a user’s identity and permissions. OAuth 2.0 provides secure
delegated access. The application can take action or access
resources from the server on behalf of the user without the
user having to share its credentials. It does so by allowing
the Identity Provider (IdP) to issue tokens to third-party
applications with the user’s consent. OAuth 2.0 [16] most
often provides authorization services for users who have been
authenticated using the OpenId Connect or SAML protocols.

An alternative solution to the authentication and authoriza-
tion problem may be to use methods that do not require a
central identity provider. These include verifiable credentials,
decentralized identifiers, and blockchain. Verifiable Creden-
tials (VC) [17] is an open standard for digital credentials.
VCs contain such information as context, issuer, type, subject,
and identity attributes or a cryptographic proof to ensure their
integrity and authenticity. They can be expressed as JWT, see
[18]. Decentralized Identifiers (DID) [19] is a type of identifier
that enables a verifiable, decentralized digital identity. DIDs
contain cryptographic material, verification methods, or ser-
vice endpoints, which provide a set of mechanisms enabling
independent controllers to prove to check the self-sovereign
identity, see [20], [21]. Blockchain technology can be an
alternative to decentralized authentication and authorization,
see, e.g., [22].

In addition to authentication and authorization solutions
for services in 5G networks, seen as mobile networks with
general architecture, the literature offers proposals for so-
lutions that consider the specific role of edge servers and
MEC technology. It is proposed to provide access to enabler
systems [23] or proxy servers [24] for user authentication and
authorization. In order to improve data transmission, increase
its security and improve efficiency, it is proposed to authorize
the transmitted packets [25] additionally. Solutions of this type
can operate independently or cooperate in identity delivery
systems implemented by global suppliers, creating designs
with high security, high flexibility, and the necessary autonomy
in privacy.

In the literature, you can find works presenting access
control protocols prepared especially for the 5G MEC network
and services hosted in edge servers. For instance, paper
[26] introduced a new access control protocol for the MEC
system model and examined this protocol against user privacy
requirements when sharing information that is not essential to
the edge server-hosted service.

IV. 5G MEC ACCESS CONTROL ARCHITECTURE

Control of access to resources and services is an essential
element of computer network security, and in mobile net-
works, it constitutes the basis for their protection. The access
control system is the central element in our proposed 5G
MEC network security architecture [12]. This section will
outline this architecture, with its security domains and the
core component specification. Our security architecture model
consists of ten security domains that coexist and cooperate,
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Fig. 2. The high-level access control security architecture in 5G MEC.

providing security services in all aspects of the 5G MEC
mobile network functioning. It is related to basic the 5G
security architecture presented in Fig. 1 and its extension
proposed in [11], however, it contains components required
by the MEC technology solutions. It is able to satisfy mobile
networks security requirements enabling simultaneously to
provide web services satisfying 5G networks’ high quality
expectations.

The 5G MEC security architecture designed in [12] consists
of ten security domains. The number of the domains we
consider is higher than those in [10], where six security
domains for the 5G network are defined. This is because it
must connect four network environments: 5G Core Network
(CN), 5G Radio Access Network (RAN), the edge services
provided by the MEC technology, and a new module which is
the MEC Enabler, see Fig. 2. The domains of responsibility
for security in the new architecture partially overlap with the
areas proposed in [10]. To a large extent, they implement
new security functions resulting from applications of the MEC
technology and increase the number of stakeholders in the
implementation of mobile network services. Below we present
the security domains and their areas of responsibility, see Fig.
2.

• NAS (Network Access Security) provides basic security
of user data. It includes confidentiality and integrity of
signaling and user data between the User Equipment (UE)
and the network in the Control Plane (CP) or the Data
Plane (DP). It corresponds to the security domain (I) in
Fig. 1.

• NDS (Network Domain Security) is the secure exchange
of signaling and user data between different network
entities. It corresponds to the security domain (II) in Fig.
1.

• UES (User Equipment Security): this domain contains
software and hardware security at the user’s side, includ-
ing user access to the mobile equipment. It corresponds
to the security domain (III) in Fig. 1.

• AS (Applications Security) is the support for secure
communications between applications in UE and appli-
cations offered by the Service Provider. It is under the

control of the end-user or the Service Provider (in the
Application sub-Plane).

• AKM (Initial Authentication and Key Management):
the security features that enable network functions to
communicate securely. It includes mechanisms for au-
thentication and key management that implement the
unified authentication framework.

• SCM (Security Credentials Management) includes the
service authentication and relevant key management be-
tween UE and the external data-transmitting network.
In our model, the MEC Enabler governs this security
domain.

• SIO (Security Interoperability) (also via MEC) is the
support of the openness of security capability between
the 5G network entity and the external Service Provider.
It also includes the set of features that enable the stake-
holders to know whether a security feature is in operation
or not, which is defined as the security domain (VI) in
[10].

• NSS (Network Slices Security) includes security of
slices in terms like access control, authorization, and
isolation.

• MECS (MEC Security): protection of Service Provider’s
software, virtualization platform (VM), and hardware
supporting the edge server and the MEC host.

• CLS (Cloud Security) includes all solutions to secure
resources and communication inside the cloud and the
operator’s home domain. This domain extends the re-
sources offered by MEC-hosted services to the external
cloud resources.

Two other security domains in Fig. 1 are the Application
domain security (IV), providing the security features that en-
able applications in the user domain and the provider domain
to exchange messages securely, and the SBA (Service Based
Architecture) domain security (V), providing the security fea-
tures that enable network functions of the SBA architecture to
securely communicate within the serving network domain and
with other network domains. In our model, their responsibility
is distributed over AS, SCM, SIO, NSS, and MECS security
domains because of the new important component, the MEC
Enabler. The MEC Enabler acts as an AAA (Authentication,
Authorization, and Accounting) server for all requests before
any connection with MEC. Then, if the request is authorized,
the MEC Enabler will properly control the configuration
process of access to the MEC infrastructure and will create
an information token that will enable to use of selected MEC
services, see Fig. 3. The procedure of token creation and
protection is an example of the solution analyzed and provided
by ETSI (European Telecommunications Standards Institute)
[10]. It involves the JSON (JavaScript Object Notation) Web
Tokens with the appropriate digital signature, see the series of
the RFC documents: [28], [29], [30], [31], [32]. This solution
will reduce the management process and network resources’
utilization for non-legitimate connections. The MEC Enabler
will be responsible for service authentication and relevant
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Fig. 3. The new network architecture with the MEC Enabler.

key management between UE and the external data network
realizing:

• services for legitimate users of the network,
• services for the secured communication (via slices or

protected links),
• main security service for access to the MEC-hosted

services,
• management of access rights by credentials,
• giving credentials to the progression of services consid-

ered as 5G MEC use cases,
• enabling services in the external operator’s domain or

over the cloud.

• Administration Module: this module supports all man-
agement operations and can configure other modules.

• Slice MANO (Management And Network Orchestration):
the role of this module is to manage the slice life cycle in
the MEC area. This manager can also reserve resources
for specific slices and mark them according to service
type, network identification, or any other rule, [34].

• Attribute-Based Access Control: this module stores all
policy data about services, slices, available connections,
and some other MEC information [35].

• Service Management: this module allows checking
available services, their utilization, and the number of
resources dedicated to them. The specific use cases can
also manage the MEC’s services lifecycle using MEC
orchestrator API. However, it is also necessary to imple-
ment load balancing, which analyzes service placement
[36].

• Credentials Management: this module creates tokens
used for authorization of the MEC resources. This mod-
ule’s created token is monitored, refreshed, or deleted
according to service needs [37].

• Billing Module: this module is dedicated to billing
and storing information about MEC usage in different
business models [38].

• UPF MEC Configuration: this module matches and
adequately configures UPF MEC to link proper network
slices with dedicated MEC resources [39]. When each
slice represents another operator, this module establishes
a connection between the operator and the MEC compu-

Fig. 4. Process of UE registration to the 5G network

tation part assigned to it.
• AAA: this module is responsible for authentication,

authorization, and accounting of all requests to MEC
services [40]. After positive verification, UPF MEC Con-
figuration Module prepares a network configuration that
allows creating a connection with the chosen service, and
Credentials Management generates a token for service
authorization. Implementation of this module in the MEC
Enabler will significantly improve the protection of Edge
resources.

V. 5G MEC ACCESS CONTROL PROCEDURE

A. General access control to 5G network

The access control process includes three phases: UE reg-
istration to the 5G network, the discovery of proper UPF
Core, and access to a MEC service. In the registration part,
devices are verified whether they can be connected to the
5G network. In the discovery phase, the network must find
a proper UPF that can communicate with the MEC network.
Moreover, in this phase possibility of establishing a connection
between UPF Core and UPF MEC is checked. Finally, access
to selected MEC services is performed when the UPF Core
can securely communicate with UPF MEC.

The diagram in Fig. 4 represents the communication flow
in phase 1 when the UE tries to register to the 5G network.
The flow in the registration phase was created based on the
registration procedure shown in ETSI Technical Specification
[49]. First of all, UE sends a registration request to the gNB
(RAN) with all necessary information about UE (UE context),
such as SUCI (Subscription Concealed Identifier), last visited
TAI (Tracking Area Identity), Requested NSSA (Network
Slice Selection Assistance Information) and many more. Then,
the RAN chooses AMF (Access and Mobility Management
Function). The AMF performs most of the MME’s functions in
the 4G network. One of these is UE authentication. AMF sends
an identity request to the UE (optional request for additional
data), and when it gets a response, AUSF (Authentication
Server Function) performs the selection procedure. After that,
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authentication messages are exchanged between the AUSF,
AMF, and the UE. Finally, if everything goes correctly, the
UE is registered as reported by the AMF.

In the phase of discovery proper UPF Core(see Fig. 5),
authentication between UE and AUSF is first performed. After
that, the AMF module sends a request to SMF (Session
Management Function) to start the UPF Core discovery and
a selection procedure. In the classical approach to the 5G
MEC , network SMF is responsible for UPF management (e.g.,
configure traffic steering rules), so it must communicate with a
new authentication and authorization service to ensure proper
access control to MEC. To check if UE can access the MEC
service, SMF, through NEF, sends a verification request to
MEC Enabler (MEC EBR). The MEC EBR checks if UE via
UPF CORE can establish a session with UPF MEC and if UE
can use a particular MEC service. As a result of verification, a
token is created. The token contains the necessary information
as a result of two previous checks. If everything is going
well and SMF receives the token, it sends the request to UPF
CORE for an update session. Finally, after receiving a response
about the correct data update from UPF CORE, a sequence of
messages confirming the possibility of sending data from the
UE to UPF CORE and UPF MEC is sent.

The final phase of access control to MEC service is internal
access in MEC infrastructure (see Fig. 6). UPF MEC sends
an application request to TMS (Traffic Management Service).
The TMS is responsible for sending service access information
to the MEC platforms. The MEC platform chooses adequate
service and verifies the received token. After that, the MEC
platform sends a request to the selected service; data from the
service is sent to the UPF MEC and finally to the UE. In this
phase, the proposed message flow is similar to the standard
proposed in RFC 7519 for JWT tokens [32], making it easy
to implement and use.

The descriptions above relate to the general assumptions
made for controlling access to services in the 5G network. In
the context of the 5G MEC network, the description should
be detailed, and this will be done in the next subsection.

B. Steps of created access control protocol

Before accessing the resources hosted in the MEC environ-
ment, some steps should be taken (see Fig. 7). The proposed
authorization process includes actions related to registration
in the 5G network, which are the first condition for accessing
the network [Step 1]. If the first access condition is met, the
client will be correctly registered in the network, and then
it will be able to try to connect to MEC resources. For this
purpose, its request will be authenticated through the second
step of the access control process, which verifies whether the
request can be authorized by the access server dedicated to
the application [Step 3]. After successfully passing the second
step, the request is sent for the policy-based access verification
[Step 5]. At this point, the access policy is checked based
on the knowledge about the device’s origin in the network
and confirmation of the rights to use the indicated resource.
Before making a decision, the policy-based access module

considers many aspects, such as information about the slice
from which the request is sent, a destination of the request,
the user name, and more. Then, according to the stored policy,
MEC Enabler decides whether to send the request to the
application or not [Steps 6-7]. Suppose the request complies
with the policy and in that case, the network element will be
appropriately configured to enable connection from the device
to the application located in the MEC [Step 8]. The exact
course of the authorization process is presented in the points
below:

1) The registration request is sent from the User Equipment
(UE) RAN Access components:

• The request is sent to the Access and Mobility
Management Function (AMF)

• Start of the Primary Authentication between UE and
Authentication Server Function (AUSF) according
to the 5G procedure

• UE establishes NAS security context with AMF
• UE initiates the establishment of a new PDU Ses-

sion by sending NAS message
• AMF selects V-SMF (Visited Session Management

Function) and sends PDU Session context request
• V-SMF sends PDU Session context response.
• H-SMF (Home Session Management Function) ob-

tains subscription information from UDM and ver-
ifies that UE’s request is compliant

• H-SMF sends EAP Request/Identity message to UE
• UE sends EAP Response/Identity message
• H-SMF selects UPF and establishes an N4 Session.

2) H-SMF forwards request to UPF
3) UPF forwards the request containing EAP Respon-

se/Identity message to the MEC Enabler AAA server
(ME:AAA).

4) AAA module verifies if the sent data are correct. After
positive verification, authorized data (user’s contextual
data and positive authorization) are sent to Slice MANO.

5) Slice MANO based on available resources information
on local MANO slice resource database extends au-
thorization data with the slice data such as priority of
the request, identifiers of requested slice/slices, service
localization

6) ABAC module checks data collected from Slice MANO
in the context of one of the access policies located in
a local ABAC policy database. Finally, slice data and
ABAC verification information are forwarded to the Cre-
dentials Management module after positive verification
authorization data.

7) Credentials Management entity creates JMAT token
based on gathered data from ABAC entity. It sends it
with configuration data (service localization, priority of
handling requests, required types of UPF, slice ID, and
network token ) to the UPF Configuration module.

8) ME: UPF Configuration module based on configuration
data from Credentials Management module sets network
configurations on UPF Core and UPF MEC to establish
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Fig. 5. Process of discovery proper UPF Core

Fig. 6. General process of access to a MEC service

a connection to the service.
9) The request is transferred to the service located in the

MEC environment.
10) UE establishes an End-to-End connection with the re-

quested MEC:App.

As presented in the process description, the central role of
the MEC Enabler in the authorization process is to add another
access control step (based on verification of additional context
information). This step increases the security of connection
with the MEC environment and allows the protocol to be
extended by other steps in the future. Currently, the policy
verification process makes binary decisions - it may allow

access or decline the connection.
Naturally, the data flow from Fig 7 shows the connection

part to the MEC service, not the management of the estab-
lished connection. In addition, the service access token must
be verified for its validity (e.g., token lifetime, data validity in
the token, etc.).

VI. POSSIBLE IMPROVEMENTS AND OPTIMIZATIONS

This section describes entities that might be improved in
the overall architecture presented in this paper.

A. JMAT token generation

In the past, during the design and implementation of JMAT
tokens, we decided to improve its structure. The detailed re-
sults were described in [13]. Below are the key improvements
that reduced the generation time:

• Reorganize the way of storing the data - we utilized a
file system with directories and proper file naming as a
data structure that exposes the quick find operation.

• Avoid JSON (JavaScript Object Notation) deserialization,
also called JSON parsing - deserialization is a widely
used operation in Object Oriented Programming, however
it might be time-consuming. We decided to utilize the
knowledge about the exact object structure that must be
deserialized to read needed data.
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Fig. 7. Steps of created access control protocol

B. Py-ABAC rules and rule evaluation

We utilize ABAC (Attribute-Based Access Control) ap-
proach to manage access control to services for users. We
use the py-ABAC library, described widely in [27]. Incoming
requests might be denied or allowed with py-ABAC policies
evaluation during Step 6 in the process in Fig. 5. The py-
ABAC engine evaluates the final boolean decision (deny or
allow the request) with rules stored in the memory or database.
Each rule gives a boolean result, and the final result is
calculated by n-ary OR or AND operation over those rules. In
the worst scenario, the engine requires all rules to be evaluated
to obtain the result. This algorithm could be improved by
properly ordering the rules first to check those rules that
determine the final decision. As a result, the average time
needed for request analysis might decrease if rules are ordered
properly. The first rule to evaluate might also be selected by
a classification algorithm executed with the request’s data and
context.

C. Token verification after authorization

According to the concept of MEC Enabler, each first service
request must be checked if it is authorized to the service
and if it complies with the access policy. After passing the
authorization process, an access token is generated. This
token contains important information that confirms connection
access to the service and data for authentication.

When the service implementation status does not change,
the token validation causes unnecessary delays because the
other parameters are the same apart from the token validity.
Limiting the validation process only to check the token’s
validity would be sufficient.

When a service implementation status has changed, the
token validation should be extended with additional policy
verification. It would be sufficient first to limit verification
with altered parameters and check if they fulfill policy needs.

The expected benefit is to reduce the time and resources
needed for token validation. This approach might expose the
authentication engine to some attacks based on token spoofing
attempts or cheating the token policy.

D. Early evaluation

Incoming requests require authentication. The system could
classify the request as pre-approved or pre-rejected based on
the request’s header and content (the early evaluation). When
the request is pre-approved, the needed resources to establish
the connection are collected, and the link is created before the
request is authenticated and authorized. The expected benefit
is the reduction of the latency for link creation. The main
risk is the unavailability of needed resources for other valid
requests due to pre-approvals. The classification algorithm
might be applied here. Every decision made by the algorithm
is validated by the authentication and authorization process, so
with every request, the accuracy of the classification might be
better. The over-learning problem should be addressed, e.g.,
by some data retention.

The approved request could be handled by MEC service
or external (cloud) service. Thus, the early evaluation might
return the following results: deny the request, take by MEC
service, handle by cloud service.

VII. SECURITY ASPECTS OF THE PROPOSED SOLUTION

As we presented in the Introduction, the 5G mobile net-
works take full advantage of virtualization technologies (SDN
and NFV) and the location of services in edge servers (MEC)
to guarantee the highest quality of services. However, all these
technologies require an innovative approach to the problem of
network security and the security of MEC applications. On the
one hand, virtualization technologies and shared infrastructure
increase the network’s vulnerability to attacks due to the open-
ness of components that perform data transmission and other
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network functionalities. Another issue is the fact that different
stakeholders simultaneously use network functionalities. On
the other hand, the transparent structure of the network with
centralized traffic control allows the creation new level of
security supervision. For example, a network controller with
SDN technology can validate packages for different aspects.
Consequently, it can be used to build a uniform decentralized
IDS protection system covering all network nodes and super-
vising the correctness of packet flow, see [43]. In this case,
responsibility for the entire system relies on the controller side.
The problem of the effect of using programmable network
technology on the network’s security is extensively studied
and has extensive literature, see, e.g., [44].

Among the various security methods proposed in the mod-
ern 5G MEC networks, an independent access control and user
rights management system can significantly improve network
security. The new access control architecture proposed by us,
with the central element of the MEC Enabler, fully meets
this expectation. It is compatible with network components
belonging to different operators. Thus, in the control plane of
SDN-based networks, a crucial vulnerability is the centralized
single point control resulting in a global view of the network
and exposing the underneath topology of a system [41]. In
the literature, the proposed remedy is extending the Open
Flow protocol to enable communication of the security policies
between the security applications in the Controller to the
agents in the switches, see [45]. In our solution, the MEC
Enabler can improve the security of connections to the MEC
by an additional layer of traffic control. Even when the MEC
Enabler system is down, this will not impact the connectivity
because the network without additional protection will be
managed in a legacy manner (of course, in this case, security
improvement done by MEC Enabler will not be available).

In the data plane, a critical vulnerability is that there is
no standardized authentication mechanism in the switch for
input traffic or incoming buffer data. Thus, erroneous flow
alternation is possible. In the literature, the possible solutions
could be using a covert channel defender (CCD), which can
efficiently detect and prevent rule conflicts in the data plane,
see [46]. It can also be an application of the access control
scheme dedicated to a network distributed Intrusion Prevention
Systems [47]. In our security architecture, the MEC Enabler
can authenticate traffic based on JMAT tokens and, what is
more, filter all traffic that has no valid token. Authentication
done by MEC Enabler is multidimensional and includes more
network information about connection such as slice, network
provider, requested MEC application, and others.

Finally, a dangerous vulnerability is that there is no mecha-
nism for identity control in the end-host/control channel. In the
literature, the proposed solution can be cryptographic unique
message identification for each LLDP packet, see [48]. The
MEC Enabler can authenticate and check privileges for all
MEC connections by analyzing the JMAT token. This type of
access policy implemented in the MEC Enabler is essential
for all edge systems. It protects its limited resources from
unnecessary consumption and against dangerous attacks that

automatically drop before reaching the MEC environment.

VIII. CONCLUSIONS AND FUTURE WORK

In the paper, new access control and service authorization
protocol for the network services using MEC edge servers was
described. Firstly, we presented the standardized 5G security
architecture and its essential access control domains. After
that, the reviews of modern lightweight network authentication
protocols that can be used for authentication and authorization
on 5G MEC networks were specified. Next, we described
the newly created access control procedure: starting with the
characterization of MEC Enabler as the main element of the
proposed solution, through the interaction of all 5G MEC
network elements in the implementation of access, and finally
presenting the advantages of the solution in terms of security.

In future works, we will focus on testing the created access
control process for selected services in our experimental envi-
ronment. We will extend the test bed with the implementation
of new 5G MEC architecture components and prepare their
verification in terms of the requirements enforced on 5G
network services. Moreover, we plan to optimize the access
control system according to several criteria, e.g., the applied
resources and operations costs, its impact on QoS/QoE, ex-
pected risks and security level (Quality of Protection), etc.
Finally, we would like to improve authentication mechanisms
in the MEC Enabler by using Machine Learning algorithms
for advanced policy analysis to reduce the time needed for the
authentication and authorization procedure.
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A Blockchain-Based Self-Sovereign Identity
Approach for Inter-Organizational Business

Processes
Amal Abid, Saousssen Cheikhrouhou, Slim Kallel, and Mohamed Jmaiel

Abstract—Blockchain presents a promising and revolution-
ary technology for organizations’ collaboration, particularly for
Inter-Organizational Business Processes (IOBP). It addresses the
lack-of-trust problem thanks to its transparency and decen-
tralized features. However, while the adoption of Blockchain
technology can alleviate some of IOBP’s challenges, it does so
at the expense of significant privacy issues. In fact, some process
execution data, such as customers’ data or business secrets,
cannot be shared across the collaborating organizations owing
to regulatory restrictions such as the General Data Protection
Regulation (GDPR). To address trust and privacy issues in IOBP,
this paper presents a Blockchain-based Self-Sovereign Identity
(SSI) approach. The SSI concept is combined with a registry
proof smart contract to provide an efficient privacy-preserving
solution. The proposed approach is applied to the pharmaceutical
supply chain case study and implemented on the Ethereum
Blockchain.

Index Terms—Blockchain, BPMN, IOBP, Self-Sovereign Iden-
tity

I. INTRODUCTION

BUSINESS processes have become the main factor of
organizations to accomplish defined goals and to remain

competitive in the dynamic marketplace. Collaboration be-
tween organizations, such as in supply chains, is considered
essential in a business ecosystem in which organizations focus
on their competitive strategy, perform only those operations for
which they have expert skills, and enrich their services through
partners and suppliers [1], [2].

In an Inter-Organizational Business Process (IOBP), inde-
pendent organizations operate as collaborators and exchange
messages to perform business transactions. This data exchange
may be complicated, particularly when safety and confiden-
tiality are intended to be first-class citizens. Collaborators
expect to have access to complete process execution data
and benefit from maintaining traceability. However, this is
difficult to achieve in IOBPs since some process execution
data such as customers’ data or business secrets cannot be
shared across the collaborating parties owing to regulations
and confidentiality restrictions (e.g. General Data Protection
Regulation (GDPR) [3]). Furthermore, there is an inherently
lack-of-trust problem as organizations are mutually untrusted
and IOBP execution can be prone to disagreements on coun-
terfeiting operations. Additionally, IOBP can hardly be estab-
lished efficiently, since companies generally rely on settled
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business processes and existing solutions. In fact, each party
has managed information by building its own database. This
has led to information silos, however, resulting in serious
problems, particularly with respect to verification of data
origins. Current systems use a centralized solution to organize
their interoperability and cooperation. In this case, one of the
actors will be the dominant partner in providing the solution
and having access to the data. If instead, the parties choose
a third-party solution, this would be costly and still prone to
potentially exposing sensitive information.

Recently, Blockchain technology [4], [5] is proposed for
IOBP execution to address the lack-of-trust problem, thanks to
its nature as distributed, transparent and immutable ledger [6],
[7], [8], [9]. While the adoption of Blockchain technology
can alleviate some of these challenges, it does so at the
expense of significant privacy issues. To overcome these
problems, Blockchain can be leveraged in conjunction with
Self-Sovereign Identity (SSI).

Self-Sovereign Identity (SSI) represents the recent evolution
in identity management systems. In SSI systems, individuals
have complete ownership and control over their data. These
data that constitute an identity are known as Verifiable Cre-
dentials (VCs) and, unlike traditional systems, remain only
with the individual. Verifiable credentials can also be owned
by organizations as well as individuals. To protect privacy, SSI
systems do not record transactions between interacting peers
on ledger since they may include or reveal private information.
Alternatively, the ledger is harnessed to verify claims using
verifiable credentials.

In this line, some initial work is proposed for exploring
the combination of Blockchain with Self-Sovereign Identity
to address the issues highlighted above [10], [11], [12], [13],
[14]. Unfortunately, these approaches focus particularly on the
use of Blockchain-based SSI solutions for the customer side
(business to customer (B2C)) and disregard their use between
organizations (business to business (B2B)), and hence these
approaches do not deal with IOBPs. Besides, these solutions
do not address the lack of traceability concerns in SSI systems.

In this paper, we propose a Blockchain-based SSI solution
for IOBP that ensures confidential inter-organization process
execution while providing privacy-preserving traceability.

The main contributions of this paper can be summarized as
follows :

• Propose an interoperable SSI interface between inter-
organizational processes that exposes its functionality to
the cooperative organizations through a common API.
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The objective of the proposed SSI interface is to en-
able confidential collaboration between organizations by
providing confidential end-to-end processes without ex-
posing any sensitive data on-chain. It also supports the
use of existing systems and databases while incorpo-
rating Blockchain technology as a reference for inter-
organizational process interaction.

• Propose a Transaction (Tx) Registry Proof that maintains
traceability in a private manner. In particular, this Registry
Proof records the hash of transactions as well as Decen-
tralized Identifiers (DIDs) of collaborating organizations
in the Blockchain to ensure integrity. This can be used
as a privacy-preserving trace to validate afterward that a
collaborative task was performed in case of conflicts or
audits.

To validate the feasibility of the proposed approach, we
applied it to a pharmaceutical supply chain as a case study.
In fact, the pharmaceutical supply chain is a vastly diversified
and complex ecosystem, in which, the secure management of
identity and private data is a typical concern. More Precisely,
collaborating entities could identify their partners and interact
with them using Verifiable Credentials for compliant transac-
tions and information disclosures. This paper also provides
an initial implementation and execution. An experimental
evaluation shows that the implementation can achieve good
results with low gas costs as well as low latency.

The remainder of this paper is organized as follows :
Section II briefly introduces some concepts upon which our
work is built. Section III explains the proposed approach.
Section IV illustrates the pharmaceutical supply chain case
study. Section V presents a proof-of-concept implementation.
Section VI evaluates our approach. Section VII summarizes
related work, and section VIII concludes and suggests future
directions.

II. BACKGROUND

This section introduces the main concepts and definitions
related to Self-Sovereign Identity (SSI).

Digital identities in today’s world rely on the username-
password combination method or the federated identity man-
agement method. Users are struggling to handle the growing
number of passwords within the username-password com-
bination method. Besides, they are vulnerable to password
theft techniques including phishing, key-logging, viruses, and
malware. They are also unable to efficiently transfer identity-
related information from one account to another, and they
must go through the hard registration procedure repeatedly,
disclosing ID cards, driver’s licenses, bank account details,
and other personal information [15].

On the other hand, the federated identity management
method attempts to alleviate some of these drawbacks with
Single Sign-On platforms that transfer identity-related in-
formation between services that are linked to the platform.
However, users are obliged to accept the terms and con-
ditions because, otherwise, they will be unable to use the
system. Additionally, during registration, users should disclose
a significant amount of personal information, which causes

privacy issues. This personal information is not protected from
unauthorized secondary use [13].

Self-sovereign Identity (SSI) represents the latest evolution
and most current stage of digital identities, which is designed
to address the issues of all previous stages. Thanks to SSI,
users have full control over their data when using enterprises’
systems. Besides, they can share only the required piece of
information with their consent.

SSI’s standards, architecture, and lifecycle are presented as
follows.

A. SSI Standards

SSI is based on two standardized pillars. Decentralized
Identifiers (DIDs) and their cryptographic counterparts, Veri-
fiable Credentials (VCs), provide a decentralized and privacy-
preserving form of digital identity.

• Decentralized Identifier: A decentralized identifier
(DID) is an innovative type of globally unique identifier
created by the World Wide Web Consortium (W3C)
working group [16]. The DIDs approach has proven to
be popular for associating a globally unique identifier
to cryptographic keys and other interaction metadata
necessary to prove control of the identifier.

• Verifiable Credential: A credential is a document that
details the qualification, ability, or authority granted to an
individual by a third party having the requisite authority
or assumed ability. For example, a driver’s license is
used to prove that a person is capable of driving a
vehicle, a university degree can be used to prove the
education level of a person, and a government-issued
passport permits people to travel between nations. These
physical credentials may include information related to
the identifier (e.g., identification number, photo), the
issuing authority, particular attributes asserted by the
issuing authority, and credential constraints. All the same
information that a physical credential represents can be
represented by a verifiable credential (VC), defined as a
tamper evident credential that has authorship which can
be cryptographically verified. The Verifiable Credential
Data Model specification became a recommended stan-
dard by W3C in 2019 [16].

B. SSI Architecture

Figure 1 depicts the SSI architecture. In this architecture,
there are three principal roles: issuer, verifier, and holder. They
are briefly presented below:

• Issuer: An entity that creates claims within a VC about a
subject. Such an entity can be organizations like govern-
ments, universities, but also private individuals or objects
such as sensors. An issuer transfers VCs to holders.

• Holder: An entity that requests or receives VCs from
issuers and maintains them in a credential repository/
digital wallet. A holder may not always be the (credential)
subject. For example, a parent (holder) holding VCs
for its child (subject) or a friend (holder) obtaining a
prescription at the pharmacy for its sick friend (subject).
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Holders can also create Verifiable Presentations (VPs)
from Verifiable Credentials and disclose them to a verifier.

• Verifier: An entity that intends to verify specific at-
tributes or claims of a subject. It may receive these in
the form of VP, which may include those claims from
one or more VCs. However, holders have control at all
times over which attributes are transferred to the verifier.

As a recent SSI development, DID Communication (DID-
Comm) [17] presents an asynchronous encrypted communica-
tion protocol. It establishes a cryptographically secure channel
for any two software agents (peers) to interact directly or
via intermediary cloud agents. In DIDComm, peers who are
parties to the connection are individually responsible for the
generation of their DID, the key pairs in a DID document,
and the subsequent key rotation or revocation of those keys.
DIDComm uses information from the DID document, such
as the public key and its associated endpoint, to exchange
secure messages. It enables distinct entities to connect with
each other in a peer-to-peer manner, eliminating the need for
a middleman.

This credential exchange protocol supports zero-knowledge
proof (ZKP) cryptography using the Camenisch-Lysyanskaya
(CL) signature scheme, which enables credential holders to
selectively reveal claims to verifiers without any linkage.

Fig. 1: SSI Architecture [16]

C. SSI Lifecycle Process

The lifecycle of a VC with Camenisch-Lysyanskaya (CL)
signature which enables the zero-knowledge proof (ZKP) is
detailed as follows:

• The issuer specifies the credential’s schema, publishes the
credential definition which indicates the intention to post
a credential from schema X, signed using key Y, and with
revocation strategy Z.

• The issuer generates a DID and correlates it with a public-
private key pair. Afterwards, the issuer generates a DID
document, signs it, and publishes it to the distributed
ledger.

• The issuer collects all the information it intends to include
in the credential, containing the information for each
attribute specified in the schema defined previously. The
issuer constructs the credential by creating a numeric
representation of each field and then signs the numeric
as well as the text formats of each of the claims using
the CL Signature.

• The credential anchors a ”link secret” that is known only
to the holder (recorded in the holder’s wallet), and when
a credential is issued to the holder, it encapsulates a
cryptographic promise to the ”link secret” within another
long number that the issuer serves as the credential ID.
The ”link secret” acts similarly to a watermark stamp.
Therefore, the certificate’s content is extremely difficult
to falsify, proving that the holder owns the stamp and is
able to create such a watermark.

• Once the holder owns the VC in his/her digital wallet,
he/she can communicate with a verifier and may seek to
prove a set of claims created by a specific issuer regarding
a subject. The holder receives a request from the verifier
for the type of credential it is looking for.

• The holder conducts certain calculations on the VC to
prepare it for sharing in a proof presentation. The holder
creates a new, never-before-seen credential wrapped in-
side a proof presentation. This later aggregates and dis-
closes whatever attributes from issued credentials are
requested, as well as any predicates, while hiding ev-
erything else. The ’proof’ block of this new VC is a
mathematical proof that the holder actually owns VCs
signed by the appropriate issuer, containing the revealed
attributes, and conforming to the specified schema.

• The proof also proves that the issuer has not revoked
the credentials and that they are bound to the holder
because the holder knows the ”link secret” that was
utilized at issuance. Afterwards, the verifier uses the
information received from the holder in the form of a
proof presentation to do certain calculations. It should
cryptographically verify the validity of the proof. The
verifier resolves the issuer’s DID and identifies its public
key. Then, using the issuer’s public key, it validates the
provided attributes. The presentation proof may comprise
attributes from more than one credential. For each shared
attribute, the verifier checks its corresponding credential
schema, as well as the issuer’s DID/DID document. It
employs these two pieces of information to verify the
presentation attribute. Each attribute statement in the
proof presentation must follow this process. The verifier
can be assured that all of the attributes are issued to the
holder of the same ”link secret”.

III. BLOCKCHAIN-BASED SSI APPROACH FOR IOBP

This section provides a detailed description of the proposed
approach. This description covers the proposed platform, the
involved actors as well as the main process to ensure a secure
IOBP communication (see Figure 2).

The main objective of the proposed Blockchain-based SSI
solution is to ensure confidential inter-organization process
execution while providing privacy-preserving traceability.

A. Platform components

The proposed platform includes three main components:
an SSI interface, a private permissioned Blockchain and a
Registry Proof smart contract which are described as follows.

AMAL ABID ET AL.: A BLOCKCHAIN-BASED SELF-SOVEREIGN IDENTITY APPROACH FOR INTER-ORGANIZATIONAL BUSINESS PROCESSES 687
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Fig. 2: Proposed approach Overview

• SSI Interface: The SSI Interface between processes
involved in the inter-organizational process presents mod-
ular libraries and APIs for Decentralized Identifiers (DID)
and Verifiable Credentials (VC). It exposes its function-
ality to the cooperative organizations through a common
interface API (i.e. RESTful API) to ensure interoper-
ability. Therefore, collaborative organizations can keep
using existing systems and databases while integrating
this RESTful API as a common interface. The proposed
SSI interface is aligned with the W3C specification and
ensures JWT-based VC issuance, Selective Disclosure
Request (SDR), and Verifiable Presentations (VP).
Through the proposed SSI interface, each organization
can present a DID document maintaining verification
methods (i.e. public keys) and service endpoints (e.g.,
details of messaging service) that other organizations can
use to establish interactions. Thus, before engaging in any
formal activity in a relationship, two organizations should
first mutually resolve each other’s DID and acquire the
interaction information preserved in the DID document.

• Private permissioned Blockchain: The proposed plat-
form relies on Ethereum [5] private permissioned
Blockchain (i.e. Ethereum Private net) to allow only
authorized users to access to the system by verifying their
cryptographic keys. Furthermore, in the proposed plat-
form, the Blockchain serves as a tamper-proof verifiable
data registry as well as transactions’ proof registry.

• Registry Proof Smart Contract: The transactions’ Proof
Registry smart contract is proposed to record transac-
tions’ trace. Indeed, SSI systems do not offer a native
way to record issuance and verification transactions on
the Blockchain in order to ensure privacy and protect
sensitive data. This can present a gap when audits are
needed. Therefore, we propose to record only DIDs of
interacting organizations as well as transaction hash to
maintain a privacy-preserving trace. The data itself is
stored locally off-chain for private process execution.
While the proposed approach requires the use of a permis-

sioned Blockchain, a public Blockchain may also be used
as a shared reference between collaborative organizations
by recording the hash of each DID and the transaction
hash.

B. Involved Actors

Many actors are involved in our proposed approach:
• Organizations: In the proposed approach, each organi-

zation can play the role of issuer, holder or verifier when
taking part in an inter-organizational process.

– Issuer (i.e., Organization A): When an organization
issues a verifiable credential, its DID is associated
with this credential for further verification. Here the
issuer is trusted by different actors belonging to the
permissioned Blockchain.

– Holder (i.e., Organization B): An organization has
full control over its data including sensitive informa-
tion and any request for accessing these data must
necessarily require its confirmation.
When performing a collaborative process, an orga-
nization can use the Selective Disclosure concept,
during message exchange, to share selected pieces
of information with interacting parties.

– Verifier (i.e., Organization C): An organization can
verify the origin of exchanged data by checking
digital signatures. Hence, it can confirm the validity
and authenticity of shared verifiable credentials.

• Trace Verifier: A Trace Verifier is an authorized or-
ganization (i.e., Organization X) that has access to the
trace provided by the Tx Registry Proof. It can check
if an inter-organizational task/activity (i.e., exchange of
message) was performed between collaborating parties.
We note here that the TraceVerifier is distinct from the
Verifier role belonging to the SSI concept.

In the proposed solution architecture, each role may have
multiple instances (i.e., multiple participating issuers, holders,
verifiers, and trace verifiers).

688 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022
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C. Process flows

Figure 3 depicts the overview of the interaction between
different actors involved in our proposed approach as a BPMN
collaboration diagram.

The main interactions are as follows: An Organization
A (i.e., Issuer) issues verifiable credentials to an Organiza-
tion B (i.e., Holder) through message exchange in an inter-
organizational collaboration. Afterwords, these verifiable cre-
dentials can be presented to an Organization C (i.e., Verifier)
which confirms the validity and authenticity of data by verify-
ing the signature of the issuer. The Tx Proof Registry records
the transaction hash and the DIDs of interacting parties for
both issuance and presentation activities. Consequently, an
authorized Organization X (i.e., TraceVerifier) can check if
the transaction between collaborating parties is performed.

Listing 1 illustrates the algorithm of the inter-organizational
process of data exchange and storage.

This algorithm depicts a secure and private DIDComm
between three cooperating organizations. An Organization A
(i.e., Issuer) first encrypts and signs a message for Organi-
zation B (i.e., Holder). The signature and the cipher text are
then sent through organization A’s endpoint to organization B’s
endpoint. The authenticity of the message can be checked, by
an Organization C (i.e., Verifier) before executing an IOBP,
by resolving the DID and identifying whether it matches
organization A’s public key. All mentioned interactions are
recorded in a privacy-preserving way on a Tx Proof Registry
for further traceability by any authorized Organization X (i.e.,
Trace Verifier).

1 1 . A p r o c e s s t a s k exchanges DIDs wi th an O r g a n i z a t i o n A (
OrgA ) ( i . e . I s s u e r ) t o e s t a b l i s h a DIDComm c o n n e c t i o n
c h a n n e l .

2 2 . The I s s u e r employ t h e p u b l i c key of t h e AES e n c r y p t i o n
scheme (pkaes ) t o e n c r y p t t h e d a t a .

3 3 . Data I s s u e r i s s u e s V e r i f i a b l e C r e d e n t i a l d a t a (vcdata ) t o
t h e p r o c e s s t a s k wi th t h e (pkaes ) a s an a t t r i b u t e o f
t h e c r e d e n t i a l .

4 4 . P r o c e s s t a s k a c c e p t s and s t o r e s t h e V e r i f i a b l e
C r e d e n t i a l i n t h e O r g a n i z a t i o n B (OrgB ) ( i . e . Holde r )
w a l l e t .

5 5 . The hash o f t h e t r a n s a c t i o n ( transproof ) a s w e l l a s
O r g a n i z a t i o n A (OrgA ) and O r g a n i z a t i o n B (OrgB ) DIDs
a r e s t o r e d on t h e P r o o f R e g i s t r y .

6 6 . O r g a n i z a t i o n B (OrgB ) exchange V e r i f i a b l e C r e d e n t i a l
d a t a wi th O r g a n i z a t i o n C (OrgC ) t h r o u g h a
c o l l a b o r a t i v e p r o c e s s w i t h i n a DIDComm c o n n e c t i o n
c h a n n e l .

7 7 . O r g a n i z a t i o n C (OrgC ) v e r i f i e s t h e P r o o f Data by
c h e c k i n g t h e s i g n a t u r e and DID of t h e I s s u e r .

8 8 . I f p r o o f d a t a has been v e r i f i e d t h e n
9 . Execu te t h e c u r r e n t IOBP

10 . S t o r e t h e hash of t h e t r a n s a c t i o n ( transproof ) a s w e l l a s
O r g a n i z a t i o n B (OrgB ) and O r g a n i z a t i o n C (OrgC ) on

t h e P r o o f R e g i s t r y .
11 9 . An O r g a n i z a t i o n X (OrgX ) ( i . e . T r a c e V e r i f i e r ) can

r e q u e s t t r a n s a c t i o n p r o o f from t h e P r o o f R e g i s t r y .
12 1 0 . The T r a c e V e r i f i e r E v a l u a t e t h e t r a n s a c t i o n p r o o f and

send t h e e v a l u a t i o n r e s u l t f o r u n d e r l y i n g
o r g a n i z a t i o n s

Listing 1: Algorithm of SSI applied to IOPB

IV. CASE STUDY: PHARMACEUTICAL SUPPLY CHAIN

The pharmaceutical supply chain is a diversified and com-
plex ecosystem, in which the secure management of identity
and sensitive data is a typical issue.

The Drug Supply Chain Security Act (DSCSA) [18] en-
forces specific requirements on different types of stakeholders:
manufacturers, repackagers, wholesale distributors, third-party
logistics providers (3PLs), and pharmacies [19]. One such
requirement is an extended Know Your Customer’ regulation,
which requires each entity to confirm that their partners are
also authorized. In many situations, the regulation requires
interactions between entities without any direct business re-
lationship.

Therefore, to enable interoperability and trust, the phar-
maceutical supply chain community has harnessed the power
of Blockchain and Decentralized Identifiers (DIDs). Together,
they provide all parties with a ’single source of truth’ to
address challenges, such as master data management and coun-
terfeit detection. At a more essential level, different entities
must be able to identify their partners and interact with them
using Verifiable Credentials for compliant transactions and
information disclosures.

The specific goals of this case study are: (i) authentication
of a verification request with a verifiable credential, and (ii)
enhanced verification between pharmacies and manufacturers.

Figure 4 shows a simplified model of the pharmaceutical
supply chain as a BPMN collaboration diagram. The diagram
contains seven pools, one for each involved parties: Raw
Material Manufacturer, Pharmaceutical Manufacturer, Hospital
Pharmacy, Hospital Healthcare Professional, Patient, Tx Proof
Registry, Higher Authority of Drugs, and Pharmaceutical
Industry (HADPI).

This diagram depicts many examples of data exchange
between cooperative organizations, in which we use verifiable
credentials’ issuance and verification, such as Raw Material
Credentials, Pharmaceutical Credentials, and Product Creden-
tials.

We use colors to explain different roles and interactions. For
example, the red color designates the issuance of Raw Material
Credentials by the Raw Material Manufacturer which acts as
an Issuer. These credentials are issued to the Pharmaceutical
Manufacturer which plays the role of Holder. This issuance
transaction is recorded in the Tx Proof Registry after its com-
pletion. The yellow color highlights how the Pharmaceutical
Manufacturer can become an Issuer of the Pharmaceutical
Credentials, while the Hospital Pharmacy acts as a Holder.
The same interaction is performed between the Hospital
Pharmacy and the Hospital Healthcare Provider (green color).
Finally, the Hospital Healthcare Provider prepares a Verifiable
Presentation to the Patient that contains Pharmaceutical Prod-
uct Claims (blue color). Here the Hospital Healthcare Provider
plays the role of a Holder while the Patient acts as a Verifier.

All issuance and verification transactions are recorded on
the Tx Proof registry. Consequently, the HADPI can play
the role of Trace Verifier, and thus check if transactions are
performed between interacting parties.

AMAL ABID ET AL.: A BLOCKCHAIN-BASED SELF-SOVEREIGN IDENTITY APPROACH FOR INTER-ORGANIZATIONAL BUSINESS PROCESSES 689
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Fig. 3: Generalized BPMN diagram
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V. IMPLEMENTATION

This section presents the implementation of the proposed
Blockchain-based SSI approach for IOBP. In particular, we
detail the implementation of both the SSI interface and the Tx
Proof Registry smart contract.

A. SSI interface

In order to implement the SSI interface, we use Ver-
amo [20], an open-source set of modular libraries and APIs
for SSI and verifiable credentials. Veramo exposes its func-
tionalities to the cooperative organizations through a com-
mon RESTful API. Therefore, collaborative organizations can
keep using existing systems and databases, while integrating
Veramo RESTful API as a common interface. Additionally
Veramo’s API is aligned with the W3C specification, and it
supports the creation of Ethereum-based and web-based DIDs
as well. Besides, the SSI interface ensures JWT-based VC
issuance, Selective Disclosure Request (SDR) and Verifiable
Presentations (VP).

The first step towards using and accessing the methods of
Veramo API is to create a Veramo Agent and export it in the
’VeramoSetup.ts’. As a result, this Agent can be imported and
used in the proposed SSI interface. Listing 2 shows an excerpt
of the implementation of the Veramo Agent.

1 / / Core i n t e r f a c e s
2 i m p o r t { c r e a t e A g e n t , IDIDManager } from ”@veramo / c o r e ” ;
3 / / Core i d e n t i t y manager p l u g i n
4 i m p o r t { DIDManager } from ”@veramo / d i d m a n a g e r ” ;
5 / / C r e d e n t i a l I s s u e r
6 i m p o r t { C r e d e n t i a l I s s u e r , I C r e d e n t i a l I s s u e r } from ”

@veramo / c r e d e n t i a l w 3 c ” ;
7 e x p o r t c o n s t veramoAgent = c r e a t e A g e n t<IDIDManager &

IKeyManager & I D a t a S t o r e & I R e s o l v e r & . . . >({ p l u g i n s :
[ new KeyManager ({

8 s t o r e : new KeyStore ( dbConnec t ion , new Sec re tBox ( s e c r e t K e y )
) ,

9 kms : { l o c a l : new KeyManagementSystem ( ) , } ,
10 }) ,
11 new DIDManager ({ s t o r e : new DIDStore ( dbConnec t ion ) ,

d e f a u l t P r o v i d e r : ” d i d : key ” ,
12 p r o v i d e r s : { ” d i d : key ” : new KeyDIDProvider ({ de fau l tKms :

” l o c a l ” ,} )}
13 }) ,
14 new DI DR e s o l ve r P lu g in ({ r e s o l v e r : new R e s o l v e r ({ key :

ge tD idK ey R es o l ve r ( ) . key , g e t U n i v e r s a l R e s o l v e r F o r ( [ ” i o ” ,
” elem ” , ” sov ” ] ) , }) ,

15 }) ,
16 new C r e d e n t i a l I s s u e r ( ) ,
17 new MessageHandler ({ . . . }) ,
18 ]} ) ;

Listing 2: Excerpt of the Creation of Veramo Agent

To construct the agent, all required plugins must be imported
as libraries (Listing 2 lines 1-6) and taken into consideration
when the object is initialized (Listing 2 lines 7-18).

After its creation, the Veramo Agent provides basic methods
for creating Verifiable Credentials, Verifiable Presentations,
verifying messages like JWT credentials and sending presen-
tation requests as Selective Disclosure Requests.

Listing 3 shows an excerpt of the creation of a VC using
the Veramo Agent.

1 async i s s u e V e r i f i a b l e C r e d e n t i a l ( body :
I s s u e C r e d e n t i a l R e q u e s t , t o W a l l e t : b o o l e a n ) : Promise<
I s s u e C r e d e n t i a l R e s p o n s e> {

2 t r y {

3 body . c r e d e n t i a l . i s s u e r = { i d : body . c r e d e n t i a l . i s s u e r .
t o S t r i n g ( ) } ;

4 c o n s t s ave : b o o l e a n = body . o p t i o n s . s ave ? body . o p t i o n s . s ave :
f a l s e ;

5 c o n s t c r e d e n t i a l : W3CCredent ia l = body . c r e d e n t i a l ;
6 c o n s t v e r i f i a b l e C r e d e n t i a l : W3CCredent ia l = a w a i t

veramoAgent . c r e a t e V e r i f i a b l e C r e d e n t i a l ({ s ave : f a l s e ,
c r e d e n t i a l , p r o o f F o r m a t : ” j w t ” , }) ;

7 / / P r e p a r e r e s p o n s e
8 c o n s t r e s u l t : I s s u e C r e d e n t i a l R e s p o n s e = { c r e d e n t i a l :

v e r i f i a b l e C r e d e n t i a l ,} ;
9 i f ( t o W a l l e t ) {

10 t r y { / / Send VC t o a n o t h e r Veramo a g e n t
11 c o n s t msg = a w a i t veramoAgent . sendMessageDIDCommAlpha1 ({

s ave : t r u e ,
12 d a t a : { from : v e r i f i a b l e C r e d e n t i a l . i s s u e r . id , t o :

v e r i f i a b l e C r e d e n t i a l . c r e d e n t i a l S u b j e c t . id , t y p e : ” j w t ” ,
body : v e r i f i a b l e C r e d e n t i a l . p r o o f . jwt , } , }) ;

13 r e s u l t . s e n t = t r u e ;
14 r e t u r n r e s u l t ;
15 } c a t c h ( e r r o r ) {
16 r e t u r n e r r o r ; }
17 }
18 r e t u r n r e s u l t ;
19 } c a t c h ( e r r o r ) {
20 r e t u r n e r r o r ; }
21 } ;

Listing 3: Excerpt of the Creation of a VC using the Veramo
Agent

The credential object is prepared first (Listing 3 Lines 3-5),
and then transformed to a VC using Veramo Agent’s methods
(Listing 3 line 6). Afterwards, the API response is prepared
with the newly created VC (Listing 3 lines 8-10). If an error
occurs during issuance, the error is returned as a response
to the requester. Alternatively, if the API request specify that
the VC should be sent directly to the DID’s agent through
the messaging endpoint (Listing 3 lines 11-16), it would be
handled using the ”sendMessageDIDCommAlpha1()” method.

Note that the source code of the proposed SSI interface is
available on Github in [21].

B. Tx Proof Registry Smart Contract
The proposed Tx Proof Registry Smart Contract provides

a privacy-preserving trace of SSI transactions. Indeed, SSI
issuance and verification transactions need to be persistently
recorded in a private manner for further verification (i.e. check
if these transactions are actually performed). An excerpt of the
proposed smart contract is presented in listing 4. It records
both DIDs of interacting organizations as well as transaction
hash.

1 e v e n t r e c o r d T r a c e ( a d d r e s s i n d e x e d s e n d e r , a d d r e s s
i n d e x e d r e c e i v e r ,

2 b y t e s 3 2 txHash )

Listing 4: Excerpt of the Proposed Tx Proof Registry Smart
Contract

While the proposed approach requires the use of a permis-
sioned Blockchain, a public Blockchain may also be used as
a shared reference between collaborative organizations. In this
case, we recommend recording the hash of each DID instead
of directly recording the DIDs on-chain (see listing 5).

1 e v e n t r e c o r d T r a c e ( b y t e s 3 2 i n d e x e d s e n d e r , b y t e s 3 2
i n d e x e d r e c e i v e r ,

2 b y t e s 3 2 txHash )

Listing 5: Excerpt of Tx Proof Registry Smart Contract for
public Blockchain
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VI. EVALUATION

This section evaluates the proposed approach and shows
its feasibility and efficiency for adoption within a real-world
environment including both financial cost and response time.

A. Financial Cost

Transactions on Ethereum Blockchain are subject to a
certain fee. Ethereum employs a unit known as gas to calculate
the amount of operations required to complete a task such
as deploying a smart contract or executing an ABI function.
It is always necessary to estimate gas consumption when
implementing a smart contract in order to avoid unexpected
costs. Therefore, storing data directly on-chain suffers not only
from privacy issues but also from being costly.

In the proposed Tx Proof Registry smart contract, only
the DIDs of interacting organizations and the hash of the
transaction are recorded on-chain, the data itself is stored
locally off-chain for private process execution. Table I shows
the transaction cost for the execution of ’recordTrace’ fucntion
as well as the deployment of the Tx Proof Registry smart
contract.

TABLE I: Operations’ Gas Cost

Operation Gas
Tx Proof Registry Smart Contract Deployment 362,525

Record Trace ABI call 64,384

B. Response time

The proposed approach is dependent on Ethereum
Blockchain’s latency. In fact, despite the reduction of data-
size recorded on-chain, storing DIDs and transactions’ hashes
on-chain leads to some overheads. These overheads can be
tested by sending simultaneous requests to the Tx Proof
Registry Smart Contract. Figure 5 depicts the completion time
in seconds (Y axis) of the ”TraceRecord” operation where we
send between 1 and 800 simultaneous requests (X axis).

Fig. 5: Response Time Evaluation

To sum up, the experimental evaluation shows that the
implementation can achieve good results with low gas costs
as well as low latency.

VII. RELATED WORK

This section provides an overview of the existing solutions
for secure inter-organizational collaborations.

Authors in [10] proposed a distributed Private Data System
(PDS) to achieve self-sovereign storage and sharing of pri-
vate data between multiple organizations through executable
choreographies. The users have complete control over their
private data and are allowed to share and revoke access to
organizations at any time. However, PDS does not leverage
the power of Blockchain technology to address consensus
problems in a distributed environment. Instead, the PDS’s
system is composed of nodes spread across the entire Internet
managing local key-value databases. This could present a
complex infrastructure and require some effort, thus may be
inefficient for individuals.

Another interesting work that exploited the strength of
the Blockchain technology to ensure privacy-preserving inter-
organizational collaborations is proposed in [11]. Authors
presented, ID-Service, a platform for designing, implement-
ing, and executing Cross-Organization Workflows’ services. It
adheres to the concept of security by design in terms of trust,
accountability, non-repudiation, and the system’s capacity to
offer forensic proof of workflow traces, critical actions, and
actors’ responsibilities and to maintain these features during
execution. However, ID-Service does not implement the Self-
Sovereign Identity (SSI) model. Consequently, it does not
afford any flexibility for identity’s self-possession and control.

The SSI approach has mostly been explored in the field of
security, privacy, and distributed systems, with little attention
paid to information systems research and process perspective.
At present, there are only a few academic papers on the
application of SSI in business scenarios. They include the
application of SSI in know-your-customer processes in bank-
ing [22], remote management of industrial equipment [23],
payback programs in retail [12], student exchange [24], e-
petitions [25], access to public health services [26], assigning
medical information to persons without regular identity, e.g.
to combat COVID-19 [27]. The majority of these studies
represent typical business processes that consider in particular
the Consumer-to-Business relationship and omit dealing with
inter-organizational collaborations (i.e. Business-to-Business
(B2B)). For instance, authors in [12] introduced an SSI-
based system for incentivized and self-determined customer-
to-business data sharing in a local economy context. Here
consumers are not only the owners of their data, but also
they can choose what to share and in which granularity to
trade their data for financial rewards. In the same direction,
authors in [13] presented SSI as a solution to deal with
privacy-preserving licensing of individual-controlled data to
avoid unauthorized secondary customers’ data usage.

The majority of the aforementioned approaches use the
SSI concept to ensure data privacy and omit to propose a
privacy-preserving solution to trace SSI transactions for further
audit requirements. This is presented in a very broad sense
in [14]. Authors proposed the concept of a proof registry
through a set of technical components, data structures, and
process flows, that ensures that proof data can be validated in
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case of disputes or audits. However, authors did not provide
any implementation nor an example of a smart contract to
illustrate/show how the traceability is performed. Besides,
authors do not provide a solution for inter-organizational
process execution.

Unlike all cited previous work, the proposed approach pro-
vides a Blockchain-based SSI solution for inter-organizational
processes. Particularly, it proposes an interoperable SSI inter-
face between collaborating organizations as well as a privacy-
preserving proof registry for further audits and verification.

VIII. CONCLUSION

In this paper, we proposed a Blockchain-based SSI approach
for IOBP. It ensures confidential inter-organization process
execution, particularly inter-organization message exchange
without exposing any sensitive information on-chain. The SSI
concept is combined with a proof registry smart contract to
provide a privacy-preserving trace for further audit verifica-
tion.

In future work, we aim to enhance the proposed proof reg-
istry to enable enriched analysis on private data for authorized
organizations.
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Abstract—The COVID-19 pandemic forced universities to
rapidly switch to distance learning, while simultaneously ac-
celerating changes that might facilitate a more inclusive model
of education. The goal of the research was to investigate the
multi-dimensional aspects of learning online, including students’
gender, age, and culture. The research results, based on 1562
survey responses from Polish and Ukrainian students, suggest
that there are still differences between men and women as
far as digital competences are concerned that might have their
background in the traditional perception of gender roles. Besides,
the pandemic has accelerated the processes of hardware and
software enhancement in order to facilitate online learning,
especially in Ukraine, which is mitigating technological exclusion.
The possibility of accessing learning resources online, might allow
people with lower economic status or women to continue educa-
tion. The research results might be helpful in the development of
future educational policies at Polish and Ukrainian universities.

I. INTRODUCTION

THe COVID-19 pandemic has triggered research con-
cerning distance education and the future of education.

The main investigated paths include: organisation of online
learning [1], [2], students’ and teachers’ attitude towards
distance learning [3], and students’ wellbeing [4]. Distance
learning has the potential to deepen the equality, fairness, and
inclusion among the members of the society. It should be noted
that distance learning also gives the opportunity for wider
access to education for unprivileged people, i.e. inhabitants
of rural areas, poor members of some ethnic groups and/or
people with disabilities [5]. However, to the best of our
knowledge the topic of opportunities that have arisen during
the COVID-19 pandemic for shaping the more inclusive future
education has not yet been thoroughly investigated. In recent
years, the number of Ukrainian students in Poland has been
growing constantly. From the perspective of teaching organi-
sations, it is of great importance to investigate whether there
are any differences between Polish and Ukrainian students
and between students of different gender or age in case of
their online behavioural pattern, as it might influence their
attitude to learning in general, and to distance learning in
particular. This was the main motivation for our research. More

specifically, we would like to answer the research question:
Are there any relationships between gender, age, country and
online behaviour before and during the pandemic? In particular
we are interested whether there are any differences in: (RQ1)
perceived student wellbeing? (RQ2) hours spent online? (RQ3)
social behaviour patterns (social cycle)? (RQ4) attitudes to-
wards online communication? (RQ5) attitudes towards online
education?

In order to answer the research questions, a joint project
was undertaken by the faculty of the Cracow University of
Economics (CUE), Poland and the Zhytomyr Polytechnic State
University (ZPSU), Ukraine.

II. RESEARCH BACKGROUND

The pandemic forced universities to switch to distance
learning and thus provided a unique opportunity to experience
this type of learning even by people who previously avoided it.
Belan [6] has analysed the attitudes of Polish and Ukrainian
students towards remote learning and teaching technologies
in training teachers of vocational education. He points out
that Polish experience may be used as a benchmark for
Ukraine. Basing on that premise the author proposes the
modernization of the Ukrainian educational system. Klapkiv
and Dluchopolska [7] discuss the challenges and opportunities
during the quarantine caused by COVID-19 in Poland and
Ukraine. It was indicated that the Ukrainian education system
was largely unprepared to tackle these challenges due to
the bureaucracy, the process rather than result orientation,
educational conformism, and the lack of motivation of the
main stakeholders.

The influence of distance education on the mental health
of students has been already discussed in research works.
For example, the relationship between the neuroticism and
the pandemic of Polish and Ukrainian students was examined
by Długosz and Kryvachuk [8]. The research indicates that
high levels of neuroticism were observed among 61% of
respondents from Poland and 47% from Ukraine. The research
has also indicated that Ukrainian students better cope with
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TABLE I
RESPONDENTS’ STRUCTURE

quarantine and have better mental health. The problem of
mental health deterioration during the pandemic has also been
investigated in a broader perspective by Ochnik et al. [9]. The
research outcomes indicate that the state of students’ mental
health is alarming and higher educational institutions (HEIs)
should provide psychological support for them. There are also
research works that explore a broader perspective of distance
education, e.g. the problem of the limitations concerning the
continuation of university education [4].

III. RESEARCH METHODS

The research is part of a project undertaken by the fac-
ulty of CUE and ZPSU. The goal was to investigate multi-
dimensionally the students’ perspective of distance learning in
the time of the pandemic. Preliminary results of the research
that looked at only one country’s perspective were published
in [10] and [11], with Polish and Ukrainian data respectively.
This paper extends these studies by comparing data and pro-
viding a multi perspective analysis of respondents’ viewpoints,
including gender, age, and country.

We gathered the data in May and June 2021 using a
questionnaire (see Appendix). In Poland, the survey was sent
to students of CUE, mainly representing business studies. 1005
questionnaires were received giving a response rate of 8%
(Cochran Formula: the margin of error is equal to 3% with a
confidence level of 95%). In Ukraine, the questionnaire was
distributed among students of seven universities: Zhytomyr
Polytechnic State University, National University of Life and
Environmental Sciences, Uman State Pavel Tychyna Pedagog-
ical University, Melitopol State Pedagogical University, Dro-
hobych State Pedagogical University, National Pedagogical
University, and Kryvyi Rih State Pedagogical University. In
total, we received 557 responses from Ukrainian students. We
analysed the data using descriptive statistics.

The respondents’ structure presents Table I. As far as
respondents’ digital competences are concerned, about 40%
of respondents from Poland and Ukraine assessed their skills
as average, however only 2.4% of Poles assess their skills as
below average, while 17% of Ukrainians assess their skills as
such. There were visible differences between age groups. It
is especially apparent in the Young group, where the results
are 0.9% and 13.5%, respectively. Hence, it seems that the
Ukrainian student population is much more diversified as far
as digital competences are concerned. In both countries men

TABLE II
AVERAGE SELF-PERCEPTION OF WELLBEING

assessed their digital competences higher than women. About
9% of Ukrainians reported constant or frequent technical
problems, whereas in Poland only 3%. This indicates the
differences between technical environments in Poland and
Ukraine. In both countries, women assess their technical
conditions slightly better, similarly to the Older group of
respondents.

In order to capture the possible changes in students’ online
behaviour, we assessed the number of “friends”, both with
respect to online and face-to-face contacts before and during
the pandemic. We defined “friends” as people with whom
respondents actively maintain contact in the private sphere.

IV. RESULTS

RQ1: Students’ Wellbeing. The deterioration in students’
wellbeing is visible among both Polish and Ukrainian students
at a similar level (Table II). However, the Older Ukrainian
group did not notice changes in wellbeing (mean: 3.0), while
the Older Polish group reported a slight increase in well-being
(mean: 3.23).

RQ2: Hours Spent Online. There was a difference in the
time spent online between Polish and Ukrainian students
before the pandemic: Ukrainian students on average spent
six hours more online per week than Polish students. These
differences were visible in all categories. In should be noted
that during the pandemic the numbers of hours spent online
were almost equal in Poland and Ukraine, respectively 36 and
35 hours per week. However, in both respondent populations,
women spent less hours online than men, both before and
during the pandemic. Similarly, the number of hours spent
online in relation to studies before the pandemic was higher in
Ukraine than in Poland, the difference visible in all categories.

Table III shows that online studies contributed mostly to
the increase in the number of hours online. In percentage
change, 100% means that all of the increase is related to
online learning. The values for Poland are close to 100%,
hence it seems that the entire change was related to online
learning. In the case of Ukraine, except for the Young group,
the values are quite distant from 100%, for the Medium group
it is 129%, which can be interpreted that online learning forced
the resignation from other online activities, while in the case
of the Older group, the increase in online activity was related
to activities other than learning.
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TABLE III
PROPORTION OF THE TOTAL ONLINE ACTIVITY INCREASE ATTRIBUTED TO

ONLINE STUDIES AND THE CHANGE OF THE PERCENTAGE OF ONLINE
LEARNING IN TOTAL ONLINE ACTIVITIES

In the time spent online related to studies, it is worth noting
that in Poland there was an increase in each group (although
the increase gets smaller with age), which means that online
learning was a significant factor in the increase in time spent
online. A similar situation was observed in the Ukrainian
Young and Medium groups, but it is interesting that in the
Older group we have a decrease, which means that the increase
in time spent online was mostly not due to online learning,
but other online activities. This can be related to the types of
contacts – in the Older Ukrainian group the largest decrease in
face-to-face contacts can be observed, with the largest increase
in online contacts, which directly translated into increased
online activity related not to studies, but to maintaining social
contacts.

The share of online learning in the total time spent online
increased both in Poland and Ukraine, but it seems that
Ukrainians spent proportionally more time on learning online
before the pandemic (Table III).

RQ3: Social Pattern Behaviour. There are visible differences
in the average number of friends online between Polish and
Ukrainian respondents: the average number of contacts online
decreased in Poland from 13 to 12 and increased in Ukraine
from 11 to 14. On average, the number of face-to-face friends
decreased in both populations, however this change was more
drastic in the case of Polish respondents (decrease from 16
to 8; among Ukrainian respondents the decrease from 10 to
8) (Table IV shows the changes). Polish respondents keep
in touch with online contacts much more intensively than
their Ukrainian counterparts. In both respondent groups the
increase in constant online communication is visible during
the pandemic but more considerable in the case of Polish
respondents (16% increase).

RQ4: Attitudes towards Online Communication. The pan-
demic contributed to a more favourable perception of online
communication among Ukrainian respondents (Fig. 1). Al-
though it is difficult to notice any global differences between
Poland and Ukraine in terms of age, it is interesting that in
terms of communication “constantly” the increase in Ukraine
is slight, while in Poland it is significant. There is an increase
in the number of online contacts in Ukraine. The number
of contacts is growing but their intensity is smaller, unlike
in Poland, where we observed a decrease in the number of

TABLE IV
CHANGE IN A NUMBER OF ONLINE AND FACE-TO-FACE FRIENDS

Fig. 1. Respondents’ attitudes towards online communication

contacts, but a visible increase in their intensity.
In all categories, the changes in attitudes towards online

communication were slightly positive with a greater difference
among females (Table V). In both Poland and Ukraine, we
saw a difference according to the age: the scale of positive
attitude change in the Older group is much higher than the
average. This means that a significant part of this group -
forced to use online communication due to the circumstances
of the pandemic - gained a more positive opinion of it, while
the Young and Medium groups hardly changed their opinion
(perhaps because they were already used to this form).

RQ5: Attitudes towards Online Education. Both Polish and
Ukrainian men preferred distance learning more than women
(before and during the pandemic), but these preferences were
stronger among Ukrainian men. However, as Table VI shows,
women changed their preferences more than men, in favor of
distance learning. Similarly to changes in online communica-
tion, we assessed the changes in the attitudes towards online

TABLE V
CHANGES IN ATTITUDES TOWARDS ONLINE COMMUNICATION
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TABLE VI
RESPONDENTS’ DISTRIBUTION IN ACCORDANCE TO ATTITUDES’

CHANGES TOWARDS DISTANCE LEARNING

education. A positive change was visible in both countries
(0.25 for Poland and 0.13 for Ukraine, respectively), but
greater in Poland. Taking into account the gender criterion, the
positive change in attitude was greater in the case of women
(especially in the case of Ukraine where it was over three
times higher than men). In the Young and Medium groups the
scale of changes was similar to the average for both countries,
while in the Older group it was greater than average: in the
case of Ukraine it is over three times higher than the average.

V. DISCUSSION

The differences between digital competences of Polish and
Ukrainian respondents might have three fold explanation: (1)
Ukrainian youth enter higher education on average 2 years
earlier than their Polish counterparts, which is a huge differ-
ence at this age; (2) differences in the level of IT education
at the earlier stages, and (3) economic differences between
Poland and Ukraine, resulting in lower availability of computer
equipment in Ukraine. Interestingly, a much greater share
of Ukrainian women than men assessed their IT skills as
below average. It seems that Ukrainians are aware of some
deficiencies in digital competences, and that is why actions
have been taken to develop these skills by students [12], [13].

In general, Ukrainians perceive their technical conditions as
worse than Poles. In Ukraine, a lot of students come from
villages, without access to the Internet. Ukrainian families
on average are much poorer than Polish ones; sometimes
Ukrainian students do not have private computers and they
can only use computers at universities, having access to the
Internet via their mobile phones. Technical problems mainly
concern younger Ukrainian respondents, which might be ex-
plained by their strong economic dependence on parents (for
whom the Internet does not have to be a priority, especially
in a generally poor economic condition).

Similarly to the findings in [4] we noticed the deterioration
in students’ wellbeing. However, contrary to the research

results reported by [8] we did not notice considerable differ-
ences in wellbeing deterioration between Polish and Ukrainian
respondents: indeed slightly more visible wellbeing deteriora-
tion was detected among Polish respondents. At the beginning
of the pandemic there were severe restrictions on face-to-face
communication, which may be the reason for the deterioration
of the wellbeing of respondents. It should be noted that in
Ukraine the survey was conducted at the time when learning
at universities was on premise (contrary to Poland), hence
Ukrainian respondents’ memory might fade as far as bad
distance learning experience is concerned. Improvement of the
wellbeing of the Polish Older group of respondents might be
explained by the fact that this group contains students above
the age of 24, including part-time students, for whom remote
learning is much more attractive due to less organizational
effort and resources required to study in this mode.

Some Ukrainian students have limited access to computers
and that is why the pandemic has not caused such a great
increase in the number of hours spent online like in the case
of Polish respondents. Besides, a lot of Ukrainian students take
part in distance courses offered by various companies that also
increase the total number of hours online. Not surprisingly,
learning activities contributed the most to the increase in
time spent online during the pandemic. In general, before the
pandemic, classes in HEIs in Ukraine (with a few exceptions)
were conducted on premise, in connection with which the
transition to distance learning caused a sharp increase in the
number of hours that Ukrainian students spent online for
educational purposes.

There were significant differences in online behaviour pat-
terns between Polish and Ukrainian students: in Ukraine there
was a slight decrease in personal contacts and a high increase
in online contacts; in Poland there was a huge decrease in face-
to-face contacts and a small decrease in online contacts. The
decrease in online contacts in Poland might be the result of
the decrease in face-to-face contacts – when restrictions were
severe and the number of face-to-face contacts decreased, then
online contacts resulting from them also decreased. Pandemic
regulations were similar, hence the differences between the
results might be attributed to culture differences. In Ukraine a
lot of families were forced by the pandemic to buy devices that
facilitate online communication, and that is why its increase
is noticeable.

Interestingly, during the pandemic almost the same numbers
of face-to-face contacts were reported in both countries – 8 in
Poland and 9 in Ukraine. Maybe this convergence defines the
social sphere, but this topic would require further investigation.
Differences in the frequency of online communication might
be attributed to the differences in device ownership: Polish
students usually have computers with Internet access that
allow them to communicate constantly or several times a
day, whereas some Ukrainian students only use computers
with Internet access at campuses, which allows them to
communicate online once a day or a few times a week.
There is a difference in the behaviour between Poles and
Ukrainians: in Poland the decreases in face-to-face contacts
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are greater, however it seems that older students in Poland
transferred some contacts from face-to-face to online. In the
case of Ukraine such an interpretation may apply to all age
groups. This might be caused by the increased availability of
communication equipment in Ukraine.

In Poland most respondents were neutral towards online
communication. This might be explained by the fact that they
have had access to this way of communication for a long time
and might be tired of it being a part of everyday life. On
the contrary, in Ukraine, respondents seem to like this way
of communication. Maybe they still treat it as something new
that opens up more possibilities.

The quality of distance learning in Ukraine might be lower
than in Poland since this country has less experience in this
type of teaching, however at the time of conducting the survey
students had classes on premise and that is why they might
be more in favour of distance learning. In Poland the usage of
distance learning was more intense and some students might
be fed up with it. Such a recurring difference between the
members of the Older group and the other groups may result
from the fact that earlier these students had no habit, or
even had resistance, to online learning, and using this form,
being forced by the pandemic, could significantly change this
attitude. Interestingly, women change their attitude towards
online learning to much more positive than men, similarly to
older students.

In further research, we would like to investigate thoroughly
different aspects of online learning, focusing mainly on the
perspectives of online learning and the model of education
after the pandemic.

APPENDIX

Survey items related to the current study
1) Gender; Age
2) Digital competences: beginner; below average; average;

above average; professional
3) Technical conditions (ICT): constant problems; frequent

problems; sufficient for basic needs; occasional prob-
lems; have no problems

4) The number of hours spent online per week (not count-
ing professional work, but including studies) is approx-
imately (up to 15h;16-25h; 26-35h; 36-45h; over 45h)

5) The number of hours per week related to online studies
6) Estimated number of friends in regular socializing via

electronic media (social media)
7) Estimated number of friends in face-to-face contacts
8) The frequency of communicating with friends via elec-

tronic media (occasionally; a few times a week; once a
day; several times a day; constantly)

9) Attitude towards Internet communication
10) Attitude towards distance learning (e.g. training videos

on Youtube)

11) Mental health change after switching to distance learn-
ing (significantly deteriorated; worsened; no change;
improved; significantly improved)
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Abstract4Development of  information and communication

technologies (ICTs) and society are interdependent. Smart City

(SC)  is  one  conception  emerging  as  a  result  of  such

interdependence.  This  paper  considers  evolution  of  teams,

society,  SCs,  and  Information  Systems based on Patterns  of

Primary,  Adaptable,  Information,  and  Creative Society.  The

evolution  is  described  in  16  levels  according  to  the  Simple

Learning  Motivations  Hierarchy  Model  (SLMHM).  Success

factors of ICT projects and strategy for SC development are

discussed from point of view of patterns considered.

I. INTRODUCTION

HERE is a gap between development levels of society
and technologies. Such phenomena are observed during

globalization  processes  where  developed  countries  try  to
adopt  technologies  in  undeveloped ones.  Artificial  Intelli-
gence (AI) threat to humanity is an example of a gap be-
tween levels of society development and ICTs. Another gap
relates to 5G cellular networks, where some researchers can-
not say if this technology is dangerous, or not [1, 2].

T

Structure of society patterns, including Initial Formation
(IFP), Primary (PSP), Adaptable (ASP), Information (ISP),
and Creative (CSP) (the five patterns in further text)[3], is
considered. The five patterns are based on idea of four orga-
nization  cultures,  i.e.  Impulsive,  Dependent,  Independent,
Interdependent [3, 4]. Development of society and ICT solu-
tions are considered according to 16 levels of the SLMHM
model  (see  [5]  and  Fig  1 for  details).  The discussion  in-
cludes conception of SC [6-12] and several maturity models
[8,  10,  12-20].  Understanding  of  demand  in  information
technologies and information systems (IT/IS) according to
the five patterns and SLMHM levels is a success factor of
ICT projects.

II. METHODOLOGY, THEORETICAL BACKGROUND, AND RESEARCH

QUESTIONS

This research is theoretical and based on observations and
literature analyses. The methodology is based on the 1) liter-
ature  analyses;  2)  juxtaposition  of  the  five patterns,
SLMHM levels,  and  IT/IS  (see  Fig.  1);  3)  discussion  of
findings and their possible practical application.

Ecological,  economic, socio-cultural,  and political  com-
ponents were proposed to be considered as ones of the Sus-
tainable Information Society (SIS) [21]. Technological, eco-
nomic, occupational, spatial, and cultural elements of the In-
formation Society were selected [22]. 17 UN sustainable de-
velopment goals [23] can be achieved by the harmonization
of society and the environment. ICTs provide valuable tools
for such harmonization allowing intensive information pro-
cessing and control [3,5]. Rabie describes human society de-
velopment  ages  as  the  following:  hunting  and  gathering,
agricultural,  industrial,  knowledge  (post-industrial,  the  in-
formation, the globalization) [24].

Cities worldwide play a prime role in social and economic
aspects and have a huge impact on the environment [6]. Al-
though the  meaning  of  SC is  not  settled  yet,  there  is  an
agreement on the significant role of ICTs in smart urban de-
velopment [7]. ICTs are an important tool for the transfor-
mation of industrial society into information and knowledge
society.  It  is  a  networked society,  emerging  a new social
morphology,  and  gaining  economic,  social,  political,  and
cultural primacy.  Society is constantly changing, either be-
cause the economic, social, political, and cultural contexts
are increasingly massified, internationalized, and globalized,
or because the relations of life, study, work, and capital are
changing rapidly and constantly [25].

There are also several mature models allowing to assess
how <smart= the city is. The low level of maturity of the SC,
the lack of sufficient and real-time data, and the lack of stan-
dardization in previous years hampered the development of
such models.  Citizens are considered <prosumers= of geo-
tagged data and content affecting cities9 everyday norms and
interactions [8]. The study shows that SC can be considered
a socio-technical system [9].

SC Development Maturity Model, defined in [10] consists
of five levels: initial, repeated, defined, managed, and opti-
mized, and is built based on six factors for which the matu-
rity is  determined on these five levels which are strategic
alignment, culture, people, governance, method, and IT/IS.

Software Capability Maturity Model (SW CMM) was de-
veloped  by  the  Software  Engineering  Institute  (SEI)  at
Carnegie Mellon University in 80s-90s as a response to a re-
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quest to provide the government with a method for assessing
the capability of their software contractors [13]. It should be
mentioned, that SW CMM was developed for organizations,
but not for country-level projects [14, 15]. Since the intro-
duction of  the  Capability  Maturity  Model,  many maturity
models were developed including Knowledge Management
Maturity Model (KMMM) [16].

There are ISO 37xxx standards relating to establishment
of  SC operating  models  for  sustainable communities  [26-
28]. There are ranking SC models and experience of ranking
cities [11, 29]. The SC Maturity and Benchmark Model have
been designed to capture the key aspects of a city9s transfor-
mation journey to a smarter city. The model allows a city to
quickly assess its strengths and weaknesses in five key di-
mension areas related to city smartness and set clear goals as
to how it wishes to transform over the next two-five years
[12]. Three maturity models, which approached a city in a
holistic  way  were  discussed  in  [17,  18].  Main  maturity
model design patterns were identified. Typically, three ap-
plication-specific purposes of the model used, i.e. descrip-
tive,  prescriptive,  and  comparative  are  distinguished  [19].
Different  Maturity  Models  for  Information  Systems  were
studied.  The  number  of  levels  in  the  considered  models
varies from 4 to 6 [20].

Sarkar describes quadri-dimension economy as a part of
Progressive Utilization Theory (PROUT) [30]. These 4 parts
of economy intuitively match 4 McWinney9s realities [31,
32].  Several  economic  conceptions  were  taken  from Life
Cycle Management [33-35] and from the experience econ-
omy [36]. Types of dystopia that are described in [37] intu-
itively match to the considered patterns.

The following research questions are:
RQ1.  What are the stages of society development from

ICTs point of view?
RQ2. How do stages and trends of society development

relate to ICTs and how this relation can be used for ICT
projects?

III. THE MODEL

Fig. 1  outlines the five patterns, SLMHM levels, and re-
lated IT/IS. The five patterns are similar to the development
stages. Main features of the model include:

" society develops consequentially from Initial For-
mation to Primary, then to Adaptable, then to Infor-
mation, and finally to Creativity stages;

" SLMHM allows modeling the team/society devel-
opment by more detailed steps (levels);

" transition to  specific level requires satisfaction of
requirements of all previous levels;

" there are no clear boundaries between development
stages;

" the  structure  of  society  contains  IFP,  PSP,  ASP,
ISP, and CSP in different proportions;

" the prevailing pattern shows which technologies are
demanded;

" applicability  to  groups  of  any  size,  from  small
teams up to large organizations and society;

" can be integrated with other models vertically (by
relevant  layers)  and horizontally  (by  breaking up
the area of interest into parallel developing parts).

IV. DISCUSSION OF THE FINDINGS

There is intuitive match between the five patterns and dif-
ferent economical (four Whitmore9s cultures [4], dimensions
of sustainability [33], etc.) and philosophical (PROUT [30],
McWinney9s realities [31, 32], etc.) conceptions. The match
is discussed in detail in [3]. According to [28], the model,
presented  in  Fig.  1 corresponds  to  all  three  levels  of  SC
standards: Strategic, Process, and Technical Specifications.
There is no direct accordance between the CMM [10] and
SLMHM levels. Menwhile, one can say that some match be-
tween CMM and SLMHM levels exists. 

Part of the IFP in society can be assessed through a per-
centage of the informal economy and unemployment rate.
So, the contribution of the informal sector, excluding agri-
culture,  to  GDP  in  developing  countries  is  about  16.3%
(Venezuela,  2006)  up  to  61.8%  (Benin,  2000)  [38].  The
study presented in  [39] shows higher figures for  informal
non-agricultural employment 3 from 46.2% (Hanoi)  up to
83.1% (Lomé). One can say that exclusion of the agricul-
tural sector from considering informal employment reflects
the fact that the agricultural sector relates to the agricultural
age according to Rabie [24], i.e. to the  PSP. Entertainment
ICT solutions seems the only ICT solutions demanded in
this pattern.

PSP represents the structure (skeleton) of the society. Its
part can be estimated by level of bureaucracy and traditions.
Here database solutions seems the most demanded  ones.
ASP is based on logic and facts. Industry and production are
the main components of the ASP, while analytics and opti-
mization are the main components of ICTs. ISP is character-
ized by connectivity and networks. The main values of this
pattern relate to the human feelings. That's why social media
and networks have become so popular nowadays. CSP is the
next pattern, characterized by the creativity, ideas, and ex-
pansion.  The  key  technologies  here  are  Artificial  Neural
Networks (ANNs), AI, and blockchain. Although mankind
is in the information age (ISP), the entry into the post-infor-
mation age (age of creativity / CSP) is characterized by the
development of these technologies. This is possible because
there are no clear boundaries between development stages.

IFP, PSP, and ASP relate to reactive approaches to the
changes. IFP is not considered in many cases because it does
not relate to a team or complete society. The main aim of
ASP is to achieve adaptation to changes and sustainability.
ISP  and  CSP  relate  to  proactive  approaches  [41]  to  the
changes and sustainable development.

There is a need for a maturity model for maturity model-
ing [42]. SLMHM can be used to design other development
and maturity models.
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Examples of problems that can be explained by the con-
sidered model are presented in Fig. 1. They include:

" AI threat problem. AI relates to CSP. CSP requires
developed ISP. ISP is currently developing (infor-
mation age). It means that developed connectivity
is a key to solve such problems;

" teams that  have not  adopted quality  management
cannot gain full benefits from technologies relating
to SLMHM level 2.3 and higher;

" sustainability  can  be  achieved  only  if  SLMHM
level 2.4 is achieved. Sustainable development can
be achieved only if SLMHM level 3.4 is achieved;

" stage  of  society  development  can  be  assessed  in
two ways. 1) by studying the culture; 2) by study-
ing of effectiveness of implemented ICT solutions;

" implementation of higher level technologies in so-
cieties with lower level is risky. Assurance that so-
ciety level is the same or higher than that of imple-
mented IT/IS is a recipe for success;

" implementation of technologies of higher level be-
fore appropriate implementation  of technologies of
lover levels is risky;

" moral decision making by algorithms [43] is not a
trivial problem because modern algorithms relate to
ASP.  At  the  same  time,  moral  relates  to  human
feelings, in other words, to ISP. The development
of ISP is the key to solving the problem.

There are strong reasons to assert that the implementation
of ICT solutions in societies with lower level will contribute
to raising the society9s level, because society and penetrated
ICT solutions form one system.

V. CONCLUSION

The  five  patterns  corresponding  to  the  development
stages,  16  SLMHM levels,  and  corresponding  ICTs  were
considered (see Fig. 1). Match of society development level
and relevant ICTs is considered as a success factor of ICT
projects implementation. The ICT projects are essential in
realization of SC conception. 

Disadvantages of this research include small scope of this
paper, considering ICTs briefly, and theoretical nature of the
research. Practical implementation of considered theory re-
quires methodology for assessing levels of society develop-
ment and high volume of computations [5].

  Future research should include detailing of Fig.  1 by
adding  ICTs  and  development  of  society  assessment
methodology. Practical implementation of the theory has the
special interest.
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Abstract—For over 21 years Wikipedia has been edited by
volunteers from all over the world. Such editors have different
education, cultural background and competences. One of the core
rules of Wikipedia says, that information in its articles should be
based on reliable sources and Wikipedia readers must be able to
verify particular facts in text. However, reliability is a subjective
concept and a reputation of the same source can be assessed
differently depending on a person (or group of persons), language
and topic. So each language version of Wikipedia may have own
rules or criteria on how the website must be assessed before it
can be used as a source in references. At the same time, nowadays
there are over 1 billion websites on the Internet and only few
developed Wikipedia language versions contain non-exhaustive
lists of popular websites with reliability assessment. Additionally,
since reputation of the source can be changed during the time,
such lists must be updated regularly.

This study presents the result of identification of reliable
sources of information based on the analysis of over 200 million
references that were extracted from over 40 million Wikipedia
articles. Using DBpedia and Wikidata we identified articles re-
lated to various kinds of companies and found the most important
sources of information in this area. This also allows to compare
differences of the source reliability between Wikipedia languages.

I. INTRODUCTION

INFORMATION presented in Wikipedia articles should be
based on reliable sources [1]. The source can be understood

as the work (book, paper etc.), author, publisher. Such sources
must have a proper reputation, should present all majority
and significant minority views on some piece of information.
Following this rule ensures that readers of the article can be
assured that each provided specific fact (piece of information
or statement) comes from a published and reliable source.
Hence, before adding any information (even if it is a gen-
erally accepted truth) to this online encyclopedia, Wikipedia
volunteer editors (authors or users) need to ascertain whether
the facts put forward in the article can be verified by other
people, who read Wikipedia [2].

Few developed language versions of Wikipedia contain
non-exhaustive list of sources whose reliability and use
on Wikipedia are frequently discussed. Even the English
Wikipedia (the largest chapter of the encyclopedia) has such
general list with information on reliability for less than 400
websites [3]. Sometimes we can find such lists for specific
topics (e.q. video games, films, new Wikipedia articles in
English Wikipedia).

It could take a significant human effort to produce a more
complete list of assessed internet sources - there are over

billion websites available in the Internet [4], [5] and a lot of
them can be considered as a source of information. So, it can
be very challenging and time consuming task for Wikipedia
volunteers to assess reliability of each source. Moreover,
reputation of each website can change with time - hence, such
lists must be updated regularly. Additional challenge - each
source may have a different reliability score depending on
topic and language version of Wikipedia.

More complete and updated list of reliable sources can be
useful not only for Wikipedia editors, but also for readers of
this popular encyclopedia. The aim of this study is to show
some possibilities of automating this process by analyzing ex-
isting and accepted content with sources in Wikipedia articles
about companies in different languages. This paper uses exist-
ing and new models for reliability and popularity assessment
of websites. The results show that depending on models it is
possible to find such important sources in selected Wikipedia
languages. Additionally, we show how the assessment of same
sources can vary depending on language of this encyclopedia.

II. RELATED WORKS

Researching the quality of Wikipedia content is a fairly
developed topic in scientific works. As one of the key factors
influencing the quality of Wikipedia articles is the presence of
references, some studies focused on researching information
sources. Some of works use the number of references to auto-
matically assess quality of the information in Wikipedia [6],
[7], [8]. Such important measures are implemented in different
approaches for automatic quality assessment of Wikipedia
articles (for example WikiRank [9]). References often contain
external links (URL addresses) where cited information is
placed. Such links in references can be assessed by indicating
the degree to which these conform to their intended purpose
[10]. Moreover, those links can be employed separately to
assess quality of Wikipedia articles [11], [12].

Some of the studies focused on metadata analysis of the
sources in Wikipedia references. One of the previous works
used ISBN and DOI identifiers to unify the references and find
the similarity of sources between various Wikipedia language
editions [13]. It is increasingly common practice to include
scientific sources in references of Wikipedia articles. [13],
[14], [15], [16]. At the same time, it is worth noting that such
references often link to open-access works [17] and recently
published journal articles [18]. One of the studies devoted
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to the COVID-19-related scientific works cited in Wikipedia
articles and found that information comes from about 2% of
the scientific works published at that time [19].

News websites are also one of the most popular sources
of the information in Wikipedia and there is a method for
automatic suggestion of the news references for the selected
piece of information [20]. Particularly popular are references
about recent content or life events [21]. For example in
case of information related to COVID-19 pandemic Wikipedia
editors inclined to cite the latest scientific works and insert
more recent information on to Wikipedia shortly after the
publication of these works [19].

Previous relevant publication [15] to this paper pro-
posed and implemented 10 models for sources evaluation in
Wikipedia articles. Results of assessment are also implemented
in online tool ”BestRef” [22]. Such approaches uses features
(or measures) that can be extracted from publicly available
data (Wikimedia Downloads [23]), so anybody can use those
models for different purposes. One of the recent studies [24]
in addition to the proposed models included also a time
dimension to show how importance of the given web source
of information on COVID-19 pandemic can be changed over
different months.

III. REFERENCES EXTRACTION

To be able to extract information about references we
prepared own parser in Python and applied it on Wikimedia
dumps with articles in HTML format [23]. Table I presents te
general statistics of the extraction.

External links (or URL addressees) in references were
used to indicate main address of the website. However, each
web source can use different structure of URL addresses.
For example, some of the websites can use subdomains for
separate topics of information or news. Another example
- some organizational units (e.q. departments) of the same
company may post its information on separate subdomains of
main organization. To detect which level of domain indicates
the source this work uses the Public Suffix List, which is a
cross-vendor initiative to provide an accurate list of domain
name suffixes [25]. Figure 1 presents example of URL address
at fourth level domain with indication of main website.

Fig. 1. Example of URL address at fourth level domain with indication of
main organizational website using the Public Suffix List

Reference per Article (RpA) value shows average number
of references in Wikipedia articles (in case of table I among

TABLE I
STATISTICS ON REFERENCES EXTRACTION FROM WIKIPEDIA ARTICLES IN

DIFFERENT LANGUAGES. SOURCE: OWN CALCULATIONS BASED ON
WIKIMEDIA DUMPS IN APRIL 2022.

Abbr. Language Articles References Uniq. refs RpA
ar Arabic 1,162,992 6,689,241 5,208,058 5.75
be Belarusian 216,747 589,402 453,54 2.72
bg Bulgarian 280,546 935,65 727,127 3.34
ca Catalan 698,608 3,350,195 2,637,219 4.80
cs Czech 500,923 2,358,219 1,711,325 4.71
da Danish 274,091 765,275 616,9 2.79
de German 2,678,208 12,737,779 10,110,149 4.76
el Greek 208,442 1,644,945 1,295,992 7.89
en English 6,477,118 70,355,363 52,040,192 10.86
eo Esperanto 315,637 302,146 257,393 0.96
es Spanish 1,764,381 10,612,536 8,539,752 6.01
et Estonian 226,552 548,589 419,373 2.42
eu Basque 391,227 725,589 669,832 1.85
fa Persian 892,984 2,012,489 1,748,880 2.25
fi Finnish 528,323 2,938,331 1,916,372 5.56
fr French 2,411,225 17,115,088 12,577,254 7.10
he Hebrew 313,544 1,497,991 1,298,043 4.78
hr Croatian 211,239 550,038 429,571 2.60
hu Hungarian 501,758 2,241,596 1,646,175 4.47
hy Armenian 291,266 1,853,522 1,294,452 6.36
id Indonesian 618,676 2,170,068 1,700,961 3.51
it Italian 1,748,062 7,769,065 5,780,364 4.44
ja Japanese 1,319,693 12,153,736 8,237,546 9.21
kk Kazakh 231,272 313,443 280,139 1.36
ko Korean 584,594 1,599,714 1,327,504 2.74
lt Lithuanian 202,444 486,654 447,025 2.40
ms Malay 357,168 700,513 605,007 1.96
nl Dutch 2,085,968 2,623,066 2,250,674 1.26
no Norwegian (Bokmål) 582,399 1,874,697 1,490,498 3.22
pl Polish 1,516,656 7,673,076 5,239,165 5.06
pt Portuguese 1,088,286 6,636,422 5,116,972 6.10
ro Romanian 428,682 2,021,351 1,327,598 4.72
ru Russian 1,807,494 13,626,179 9,905,711 7.54
sh Serbo-Croatian 456,444 1,368,842 909,406 3.00
simple Simple English 207,354 630,729 515,962 3.04
sk Slovak 240,027 562,559 456,986 2.34
sr Serbian 657,077 3,234,971 1,760,098 4.92
sv Swedish 2,580,001 11,695,159 7,875,678 4.53
tr Turkish 477,885 2,216,325 1,567,293 4.64
uk Ukrainian 1,146,175 4,291,799 3,457,589 3.74
vi Vietnamese 1,271,057 3,392,140 2,846,216 2.67
zh Chinese 1,264,023 6,730,567 5,182,993 5.32

separate language chapter). The highest value of this measure
has English Wikipedia - almost 11 references per article. High
values of RpA has also French (fr), Greek (el), Japanese (ja)
and Russian (ru) Wikipedia.

IV. MODELS FOR WEB SOURCES

Based on previous study [15], this work used following
models for sources assessment with changes (described in this
section):

1) F-model – how frequently (F ) of considered source
appears in references.

2) PR-model – how popular (P ) are Wikipedia articles in
which considered source appears divided by number of
the references (R) in such articles.

3) AR-model – how much authors (A) edited the articles
in which considered source appears divided by number
of the references (R) in such articles.

One of the most basic and commonly used approaches
to assess the importance of a web source is to count how
frequently it was used in Wikipedia articles. This principle
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was used in relevant studies [26], [13], [27], [18]. So, F-
model assesses how many times specific web domain occurs
in external links of the references. For example, if the same
source is cited 25 times in 13 Wikipedia articles (each contains
at least one reference with such source), we count the (cumu-
lative) frequency as 25. Equation 1 shows the calculation for
F -model.

F (s) =

n�

i=1

Cs(i), (1)

where:
• s is the source, n is a number of the considered Wikipedia

articles,
• Cs(i) is a number of references using source s (e.q.

domain in URL) in article i.
PR-model uses page views (or visits) of Wikipedia articles
for certain period of time divided by the total number of
all references in each considered Wikipedia article. Some
studies showed correlation between information quality and
page views in Wikipedia articles [28], [8], [29]. The more
people read a specific Wikipedia article, the more likely its
content was checked by part of them (including presence of
reliable sources in references). So the more readers see the
particular facts in the Wikipedia, the bigger probability that
one of such reader will make appropriate edit if such facts are
incorrect (or if source of information is inappropriate).

In other words, page views of the particular article usually
shows the demand on information from Wikipedia readers.
Therefore, visibility of the reference is also important. If
more references are presented in the article, then the less
visible is a specific source for the particular reader (visitor).
At the same time, the more visitors has an Wikipedia article
with references, the more visible is particular source in it.
Equation 2 shows the calculation using PR-model.

PR(s) =
n�

i=1

V (i)

C(i)
· Cs(i), (2)

where:
• s is the source, n is a number of the considered Wikipedia

articles,
• C(i) is total number of the references in article i,
• Cs(i) is a number of the references using source s (e.q.

domain in URL) in article i,
• V (i) is page views (visits) value of article for certain

period of time i.
In comparison with previous research [15], for purposes of

this study, apart from PR-model that uses cumulative page
views V from humans (non-bots views) for a recent month
(March 2022), additionally PRy-model will be used, which
takes into account a wider date range - April 2021 - March
2022.

Quality of Wikipedia articles depends also on quantity
and experience of authors who contributed to the content.
Often articles in Wikipedia with the high quality are jointly
created by a large number of different editors and this measure

positively correlates with information quality [30], [31], [32],
[33], [29]. To assess popularity of an article from editing
users there is a possibility to analyze revision history of the
article to find how many authors were involved in content
creation/editing. So, AR-model shows how popular article is
among Wikipedia volunteer editors. Equation 3 presents this
model in mathematical form.

AR(s) =

n�

i=1

E(i)

C(i)
· Cs(i), where : (3)

• s is the source, n is a number of the considered Wikipedia
articles,

• C(i) is total number of the references in article i,
• Cs(i) is a number of the references using source s (e.q.

domain in URL) in article i,
• E(i) is total number of authors of article i.

In contrast to previous work [15], AR-model in this study
uses number of authors E that are registered on Wikipedia as
users, without bot-users. Names of bots were selected based
on the separate page (for example there is a special category
in English Wikipedia [34]).

Additionally this study provides ARe-model, which is mod-
ification of AR-model:instead of counting the number of
authors of a Wikipedia article, the number of editions of these
authors (registered and non-bots) will be taken into account.

V. USING DBPEDIA AND WIKIDATA TO IDENTIFY
WIKIPEDIA ARTICLES ABOUT COMPANIES

There are different possibilities to find topic of a particular
Wikipedia article. For example, each article can be aligned to
multiple categories, corresponding Wikidata item or DBpedia
resource can highlight the topic based on properties in state-
ments [29]. Additionally Wikipedia article can be included to
different WikiProjects, that indicates interest to its information
from groups of Wikipedia editors which focused on a specific
topic (e.q. culture, history, military etc.).

This study used data from DBpedia and Wikidata to
find Wikipedia articles related to companies. Each of those
semantic databases have own advantages and disadvantages
which are related to the operating principles and the
technologies used.

A. DBpedia

DBpedia [35] is a semantic knowledge base that enriched
automatically using structured information from Wikipedia
articles in different languages [36], [37]. The resulting knowl-
edge about some subject is available on the Web depending
on title of Wikipedia article (as a source of that knowledge).
For example, such semantic data about ”Meta Platforms”
as the DBpedia resource we can find on the page https://
dbpedia.org/resource/Meta_Platforms because such data were
extracted from the relevant article in English Wikipedia
- https://en.wikipedia.org/wiki/Meta_Platforms. At the same
time DBpedia has separate knowledge extracted from other
language versions and we can find also relevant information
on other pages extracted from other Wikipedia chapters. On
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such DBpedia pages among different properties we can also
find information about the type(s) of subject. In our example
”Meta Platforms” aligned to ”Company” and other classes of
DBpedia ontology [38] and other structures. Such information
is can generated automatically based on infoboxes (contained
in Wikipedia articles) and their parameters. The figure 2 shows
example of infoboxes about ”Meta Platforms” company in
different Wikipedia languages. DBpedia extracts information
about infoboxes based on the source code (wiki code or wiki
markup) of the Wikipedia articles.

DBpedia ontology has a hierarchical structure, and if some
resource is aligned to other company-related classes, we can
use connections between those classes to detect Wikipedia
articles related to companies. For example, some of the organi-
zations can be aligned to ”Bank”, ”Publisher”, ”BusCompany”
or other company-related class of DBpedia ontology, and after
generalization we can find that all of them are belonging
to ”Company” class. Based on DBpedia dumps related to
instance types [35] (”specific” part of the dumps for each
available language) we found that Wikipedia articles can be
aligned directly to one of 634 classses from DBpedia ontology.
Figure 3 shows those classes distinguishing with larger font
size the most popular ones: Person, Species, PopulatedPlace,
Insect, Settlement, Place and other. ”Company” class is the
20th most popular in such ranking.

It is worth mentioning that DBpedia provides two kinds of
dumps that contain information on classification of resources
(instances): instance-types (containing only direct types) and
instance-types-transitive (containing the transitive types of a
resource based on the DBpedia ontology). Such files contain
triples of the form ’<resource> rdf:type <class>’ generated
by the mappings extraction and other techniques for different
language chapters of Wikipedia.

Figure 4 shows the structure of a part of DBpedia ontology
with ”Organisation” class as a root node. It also presents
information about directly alignments to separate classes of
this ontology based on English Wikipedia. We can find there
numbers based on of instances-types (direct alignment).

If we include also information on transitive types, we will
have more resources aligned to same classes by taking into
account connections between them in the DBpedia ontology.
Figure 5 shows those classes distinguishing with larger font
size the most popular ones: Species, Eukaryote, Animal, Per-
son, Location, Place and other. ”Company” class is the 34th
most popular in such ranking.

After considering transitive DBpedia dumps we have got
additionally 20,736 resources (to directly aligned 64,372 re-
sources) in ”Company” class - 85,108 in total in that class
based on data from English Wikipedia. Next we took similar
data extracted by DBpedia from other Wikipedia languages,
and finally we got 173,418 unique companies 1. Further we

1Unique company in this case means, that separate Wikipedia articles in
various languages related to the same company counted as 1 company (instead
of counting each Wikipedia article in each language version as a separate
company).

used ”DBO-companies” for the obtained list of Wikipedia
articles about companies based on DBpedia extraction.

B. Wikidata

Wikidata [40] is a semantic knowledge base that works
on a similar principles that Wikipedia with one important
difference - here we can insert facts about the subjects using
statements with properties and values rather then sentences
in natural language. Wikidata is also considered as the central
data management platform for Wikipedia and most of its sister
projects [41].

Each Wikidata item has a collection of different statements
structured in the form: ”Subject-Predicate-Object”. Figure 6
shows Wikidata item Q380 (”Meta Platforms”) with some
statements.

Based on Wikidata statements we can find items on a
specific topic. In our case, we will use the statement ”Prop-
erty:P31 Q783794” (”instance of” - ”company”). Listing 1
presents SPARQL query to get such list from Wikidata using
its query service [43]. Result of this query is available on the
web page: https://w.wiki/5Bsc.

SELECT ?item WHERE {
?item wdt:P31 wd:Q783794. }

Listing 1. SPARQL query to get list of Wikidata items directly connected to
”company” item (Q783794) by ”instance of” property (P31)

So, based on simple query we have got 12,635 Wikidata
items related to companies. However, there are other
connections in Wikidata that indicate items related to our
topic. Similarly to DBpedia, here we can have also other
”sub-classes” or alternatives that can build more complete list
of Wikidata items which can give list of appropriate Wikipedia
articles. Let’s go back to our example on ”Meta Platforms”
as an Wikidata item showed on the figure 6. We can see, that
apart from ”company”, this item is also aligned to ”business”
(Q4830453), ”enterprise” (Q6881511), ”public company”
(Q891723) and ”technology company” (Q18388277) by
”instance of” parameter. Now we will use this information
to enrich our query - listing 2 presents such SPARQL query:
https://w.wiki/5Bsw. This query returned much more Wikidata
items (comparing previous one) - 275,944 items. It is impor-
tant to note, that this number doesn’t show directly number
of Wikipedia articles related to companies, because not all
Wikidata items contains links to at least one Wikipedia article.

SELECT ?item WHERE {
VALUES ?com {wd:Q783794 wd:Q4830453
wd:Q6881511 wd:Q891723 wd:Q18388277}

?item wdt:P31 ?com.}

Listing 2. SPARQL query to get list of Wikidata items directly connected to
”company” (Q783794), business (Q4830453), enterprise (Q6881511), ”public
company” (Q891723) and ”technology company” (Q18388277) by ”instance
of” property (P31)

Despite significant increase of Wikidata items based on
more complex query, there can be at least one important
questions: is the proposed query complete enough to find all
(or at least most of) Wikidata items related to companies?
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Fig. 2. Infoboxes about ”Meta Platforms” company in different Wikipedia chapters

Fig. 3. Popular DBpedia ontology classes that are directly aligned to resources
in various languages. Source: own calculations based on DBpedia ontology
instance types specific dumps [35].

First, lets try to obtain general statistics on values that
are inserted to ”instance of” (P31) parameter among over
95 million Wikidata items. To do so, we prepared special
algorithm in Python to extract such information from Wikidata

dumps in JSON format [44]. It is worth noticing, that it
is possible to construct SPARQL query to solve this task,
however due to limitation of the Wikidata query service
(such as limited time execution of the query) such statis-
tics and other complex analysis can be done by extracting
necessary data from the dump files. Figure 7 shows those
items distinguishing with larger font size the most popular
ones: scholarly article (Q13442814), human (Q5), Wikimedia
category (Q4167836), temporal range start (Q523), Taxon
(Q16521) , infrared source (Q67206691), galaxy (Q318) and
other. Overall there are 87501 different alignments (”classes”).
Items related to companies, such as ”business” (Q4830453),
”enterprise” (Q6881511) are on the 39th, 129th place respec-
tively in such ranking.

Next we conduct such analysis only on Wikidata items,
which has at least one link to Wikipedia article of one of the
42 considered languages in this study (see table I). Results
are shown in figure 8. Now we have got 67,634 different
alignments (”classess”) and on the top we have: Wikimedia
category (Q4167836), human (Q5), taxon (Q16521), Wiki-
media disambiguation page (Q4167410), Wikimedia template
(Q11266439), human settlement (Q486972), Wikimedia list
article (Q13406463), album (Q482994), film (Q11424), village
(Q532) and others. Early conidered items related to companies
now are higher in the ranking: ”business” (Q4830453) took
12th place, ”enterprise” (Q6881511) took 66th place.
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Fig. 4. Part of DBpedia ontology with ”Organisation” as a root class. Number of articles from English Wikipedia aligned to a specific class of the ontology
are given in brackets. Source: own calculations in April 2022 based on DBpedia dumps. Interactive version of the figure is available in [39]

Fig. 5. Popular DBpedia ontology classes that are aligned to resources
in various languages. Source: own calculations based on DBpedia ontology
instance types (specific and transitive) dumps [35].

C. Combined approach

Comparing to DBpedia ontology classes (see V-A), Wiki-
data has much more possible aliments to different items -
over 100 times more. To automatize process of identification
company-related items in Wikidata there are various possi-
bilities. One of them - to analyze Wikidata items related
to ”DBO-companies” selected using DBpedia extraction and

Fig. 6. Scheme of the Wikidata item related to ”Meta Platforms” company.
Source: own work based on [42].

find the most popular alignments in ”instance of” statements.
Figure 9 presents popular aliments for this case. Overall
there are 3,453 various ”classes” and the most popular are:
business, enterprise, public company, company, automobile
manufacturer, airline, record label, publisher, bus company,
video game developer, organization, commercial organization,
bank and others.

Finally let’s take into the account alignments that appears
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Fig. 7. Popular Wikidata items as a values in ”instance of” statements. Source:
own calculations based on Wikidata dumps files [44].

Fig. 8. Popular Wikidata items as a values in ”instance of” statements. Only
Wikidata items with at least one link to Wikipedia article from one of 42
considered languages. Source: own calculations based on Wikidata dumps
files [44].

at least 200 times to avoid insignificant mistakes that could be
done by some users that edit Wikidata. In that case we will
have 63 Wikidata items, that can appear in ”instance of” (P31)
statements as a values. Additionally we removed alignment to
”organization” (Q43229) which is too general.

As a result, we have more Wikidata items with articles on
the list of companies - overall 291,768 Wikidata items with
at least one related Wikipedia article in considered language
versions were identified. In futher analisys we will use ”WCA-
companies” for this list.

VI. ESTIMATING THE INFORMATION SOURCES IN
WIKIPEDIA ABOUT COMPANIES

This section presents results of assessment of the most
important sources of information companies across Wikipedia
languages using different models.

Fig. 9. Popular Wikidata items as a values in ”instance of” statements. Only
Wikidata items with link to at least one Wikipedia article related to DBO-
companies. Source: own calculations based on Wikidata dumps files [44].

Due to the limitation of space, following subsections
presents results for the 15 most developed language versions
of Wikipedia (with at least 1 million articles, see table I)
Additionally, for the charts below, only the websites that
appear at least 20 times in the top 100 at each language/model
intersection2 were selected. The more extended and interactive
results can be found in supplementary materials [39].

It is important to note that archive services (such as
archive.org) were excluded from analysis, due to the frequent
occurrence of such links alongside the original sources in the
same reference. If original source is no longer available, such
archive services are very important, because Wikipedia readers
can verify information, but unavailable original web sources
are not a scope of this research. References to Wikipedia itself
and Wikidata were also excluded. Links that are automatically
inserted to references based on such identifiers as DOI (often
links to doi.org) or ISBN (often links to books.google.com)
cannot indicate directly the source of information. So such
links were not considered in website analysis.

A. DBO-companies

First, we conducted a source analysis for the list of
Wikipedia articles that have been generated based on data from
DBpedia (see V-A) - ”DBO-companies”. Figure 10 shows
the most important web sources of information on companies
described in Wikipedia based with positions in rankings across
15 most developed language versions using five considered
models.

Top 10 web sources in DBO-companies across 15 consid-
ered languages according to different models are as follows:
nytimes.com, reuters.com, youtube.com, bloomberg.com,
forbes.com, techcrunch.com, bbc.co.uk, cnn.com, wsj.com,
theguardian.com.

215 languages and 5 models gives 75 such intersections
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Fig. 10. The most important web sources of information on companies described in Wikipedia based on ”DBO-companies” list with positions in rankings
across 15 most developed language versions using various models. Source: own calculation based on Wikimedia dumps in April 2022. More extended and
interactive version of the heat maps is available in [39]

B. WCA-companies

Figure 11 presents the most important web sources of infor-
mation on companies described in Wikipedia based on WCA-
companies list (described in V-B and V-C) with positions in
rankings across 15 most developed language versions using
five considered models.

Top 10 web sources in WCA-companies across 15 con-
sidered languages according to different models are as fol-
low: nytimes.com, reuters.com, youtube.com, techcrunch.com,
forbes.com, bloomberg.com, bbc.co.uk, theguardian.com,
wsj.com, cnn.com.

C. Wikipedia languages

Based on average position in rankings calculated using
different models we prepared the top 10 most important
sources of information about companies in each Wikipedia
languages.

Lists of such sources are presented below.
• Arabic Wikipedia (ar): grid.ac, nytimes.com, worldcat.org,

alexa.com, bbc.co.uk, bloomberg.com, reuters.com, techcrunch.com,
theguardian.com, cnn.com

• Belarusian Wikipedia (be): webcitation.org, tut.by, belta.by, zvi-
azda.by, svaboda.org, nbrb.by, alexa.com, sec.gov, europa.eu, world-
cat.org

• Bulgarian Wikipedia (bg): capital.bg, brra.bg, dnevnik.bg, webci-
tation.org, alexa.com, bbc.co.uk, nytimes.com, forbes.com, vesti.bg,
q4cdn.com

• Catalan Wikipedia (ca): gencat.cat, elpais.com, worldcat.org, enciclo-
pedia.cat, lavanguardia.com, ara.cat, vilaweb.cat, nytimes.com, elpun-
tavui.cat, elmundo.es

• Czech Wikipedia (cs): idnes.cz, justice.cz, worldcat.org, ihned.cz,
lupa.cz, novinky.cz, denik.cz, ceskatelevize.cz, e15.cz, zdopravy.cz

• Danish Wikipedia (da): dr.dk, business.dk, politiken.dk, borsen.dk,
finans.dk, computerworld.dk, berlingske.dk, tv2.dk, ing.dk, nytimes.com

• German Wikipedia (de): spiegel.de, zdb-katalog.de, handelsblatt.com,
mementoweb.org, heise.de, welt.de, faz.net, sueddeutsche.de, zeit.de,
nytimes.com

• Greek Wikipedia (el): et.gr, kathimerini.gr, tovima.gr, reuters.com,
bbc.co.uk, capital.gr, nytimes.com, youtube.com, worldcat.org, typolo-
gies.gr

• English Wikipedia (en): nytimes.com, worldcat.org, reuters.com,
bbc.co.uk, bloomberg.com, theguardian.com, wsj.com, bizjournals.com,
forbes.com, indiatimes.com

• Esperanto Wikipedia (eo): staralliance.com, webcitation.org, liber-
afolio.org, wikimedia.org, wikiwix.com, nytimes.com, vortaro.net, de-
bian.org, elpais.com, bloomberg.com

• Spanish Wikipedia (es): elpais.com, issn.org, nytimes.com, el-
mundo.es, youtube.com, bbc.co.uk, lanacion.com.ar, planespotters.net,
reuters.com, abc.es

• Estonian Wikipedia (et): postimees.ee, err.ee, delfi.ee, riigiteataja.ee,
aripaev.ee, muinas.ee, digar.ee, dv.ee, nasdaqbaltic.com, inforegister.ee

• Basque Wikipedia (eu): berria.eus, worldcat.org, argia.eus, elpais.com,
euskadi.net, euskadi.eus, eitb.eus, nih.gov, berria.info, diariovasco.com

• Persian Wikipedia (fa): bbc.co.uk, bbc.com, webcitation.org,
reuters.com, nytimes.com, sec.gov, forbes.com, alexa.com, isna.ir,
radiofarda.com

• Finnish Wikipedia (fi): yle.fi, hs.fi, kauppalehti.fi, is.fi, forbes.com,
talouselama.fi, bloomberg.com, iltalehti.fi, taloussanomat.fi,
nytimes.com

• French Wikipedia (fr): lesechos.fr, lemonde.fr, reuters.com, lefigaro.fr,
worldcat.org, societe.com, zonebourse.com, wikiwix.com, liberation.fr,
lexpress.fr

• Hebrew Wikipedia (he): globes.co.il, themarker.com, nli.org.il,
ynet.co.il, calcalist.co.il, haaretz.co.il, walla.co.il, tase.co.il, mako.co.il,
nytimes.com

• Croatian Wikipedia (hr): bbc.co.uk, vecernji.hr, hrt.hr, zse.hr, tpor-
tal.hr, nytimes.com, enciklopedija.hr, jutarnji.hr, poslovni.hr, alexa.com

• Hungarian Wikipedia (hu): index.hu, origo.hu, hvg.hu, youtube.com,
nytimes.com, blog.hu, iho.hu, crt-tv.com, 24.hu, napi.hu

• Armenian Wikipedia (hy): webcitation.org, nytimes.com,
youtube.com, bbc.co.uk, sec.gov, purl.org, wsj.com, vedomosti.ru,
kommersant.ru, forbes.com

• Indonesian Wikipedia (id): detik.com, kompas.com, nytimes.com,
forbes.com, worldcat.org, tempo.co, alexa.com, bbc.co.uk, reuters.com,
kontan.co.id
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Fig. 11. The most important web sources of information on companies described in Wikipedia based on ”WCA-companies” list with positions in rankings
across 15 most developed language versions using various models. Source: own calculation based on Wikimedia dumps in April 2022. More extended and
interactive version of the heat map is available in [39]

• Italian Wikipedia (it): repubblica.it, corriere.it, ilsole24ore.com, ny-
times.com, ansa.it, lastampa.it, bbc.co.uk, youtube.com, treccani.it, pri-
maonline.it

• Japanese Wikipedia (ja): catr.jp, nikkei.com, ndl.go.jp, impress.co.jp,
asahi.com, itmedia.co.jp, twitter.com, eir-parts.net, edinet-fsa.go.jp,
prtimes.jp

• Kazakh Wikipedia (kk): webcitation.org, sec.gov, kase.kz, ten-
grinews.kz, bbc.co.uk, nytimes.com, lenta.ru, vedomosti.ru, share-
holder.com, railways.kz

• Korean Wikipedia (ko): naver.com, chosun.com, mt.co.kr,
hankyung.com, mk.co.kr, donga.com, yonhapnews.co.kr, hani.co.kr,
asiae.co.kr, khan.co.kr

• Lithuanian Wikipedia (lt): vz.lt, delfi.lt, 15min.lt, vle.lt,
bloomberg.com, lrytas.lt, ft.com, lrs.lt, lrt.lt, bbc.co.uk

• Malay Wikipedia (ms): thestar.com.my, nytimes.com, bloomberg.com,
sec.gov, utusan.com.my, forbes.com, reuters.com, worldcat.org,
cnn.com, bbc.co.uk

• Dutch Wikipedia (nl): nrc.nl, volkskrant.nl, nu.nl, nos.nl, fd.nl, stan-
daard.be, telegraaf.nl, nytimes.com, ad.nl, kb.nl

• Norwegian (Bokmål) Wikipedia (no): nb.no, nrk.no, brreg.no, e24.no,
regjeringen.no, aftenposten.no, dn.no, snl.no, proff.no, vg.no

• Polish Wikipedia (pl): wirtualnemedia.pl, worldcat.org, wyborcza.pl,
sejm.gov.pl, satkurier.pl, pwn.pl, rynek-kolejowy.pl, rp.pl, onet.pl, wp.pl

• Portuguese Wikipedia (pt): uol.com.br, globo.com, abril.com.br,
estadao.com.br, nytimes.com, worldcat.org, sapo.pt, forbes.com,
terra.com.br, bloomberg.com

• Romanian Wikipedia (ro): zf.ro, wall-street.ro, money.ro, adevarul.ro,
capital.ro, mediafax.ro, evz.ro, hotnews.ro, nytimes.com, romanialib-
era.ro

• Russian Wikipedia (ru): webcitation.org, kommersant.ru, vedo-
mosti.ru, rbc.ru, lenta.ru, ria.ru, forbes.ru, tass.ru, reuters.com, cnews.ru

• Serbo-Croatian Wikipedia (sh): nytimes.com, cnn.com, worldcat.org,
bbc.co.uk, britannica.com, rts.rs, yahoo.com, washingtonpost.com,
alexa.com, nih.gov

• Simple English Wikipedia (simple): nytimes.com, wolfram.com,
mathvault.ca, worldcat.org, bbc.co.uk, latimes.com, bloomberg.com,
yahoo.com, reuters.com, sec.gov

• Slovak Wikipedia (sk): worldcat.org, sme.sk, dennikn.sk, finstat.sk,
etrend.sk, hnonline.sk, orsr.sk, aktuality.sk, pravda.sk, idnes.cz

• Serbian Wikipedia (sr): b92.net, rts.rs, alexa.com, worldcat.org, ny-
times.com, novosti.rs, politika.rs, apr.gov.rs, bbc.co.uk, blic.rs

• Swedish Wikipedia (sv): allabolag.se, svd.se, dn.se, kb.se, svt.se, di.se,
idg.se, mynewsdesk.com, worldcat.org, ne.se

• Turkish Wikipedia (tr): hurriyet.com.tr, milliyet.com.tr, nytimes.com,

haberturk.com, techcrunch.com, alexa.com, sec.gov, sabah.com.tr,
youtube.com, bloomberg.com

• Ukrainian Wikipedia (uk): webcitation.org, rada.gov.ua, rbc.ua,
epravda.com.ua, pravda.com.ua, uprom.info, youtube.com, ukrin-
form.ua, nytimes.com, detector.media

• Vietnamese Wikipedia (vi): nytimes.com, vnexpress.net, bbc.co.uk,
tuoitre.vn, forbes.com, webcitation.org, bloomberg.com, youtube.com,
techcrunch.com, animenewsnetwork.com

• Chinese Wikipedia (zh): sina.com.cn, xinhuanet.com, qq.com,
ltn.com.tw, yahoo.com, udn.com, sohu.com, chinatimes.com, ny-
times.com, youtube.com

VII. CONCLUSION AND FUTURE WORK

This study focused on information sources analysis of
Wikipedia about companies in different languages. After
extraction over 230 million references there were a process
of indication of the main websites address for each URL
address. As a result - over 2 million unique websites have
been identified. To find important web sources across the
languages, topics of the Wikipedia articles were analyzed.
Using semantic representation of those information in
DBpedia and user-generated knowledge in Wikidata this
study shows how to find important web sources across
languages based on existing and new models.

Models presented in this work can help not only Wikipedia
volunteer editors to select web sites that can provide valuable
information on companies, but also can help other Internet
users to better understand how to find valuable sources of
information a specific topic on the Web using open data from
Wikipedia.

We plan to extend this research in future by providing ad-
ditional features on identification of companies in Wikipedia.
Additionally, we plan to divide different organizations to
specific sectors (industries) to find the differences between
reliability of information sources.
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Future work will be focused also on extending reliability
models and using different methods on topic classifications.
One of the directions is to develop ways of weighting the
importance of a reference based on its position within a
Wikipedia article. There are also plans on including differ-
ent measures related to the reputation of Wikipedia authors,
protection of the articles, topic similarity and others.
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Abstract—Allowing access to real legal documents is an im-
portant element both for the development of science and the
judiciary. On the other hand, protecting information about
citizens or organizations, that appear in these documents, is
crucial and required by law. Therefore, before the documents
are distributed, the data anonymisation process should be carried
out. Unfortunately, there is no perfect tool that can automatically
anonymise documents in such a way, that the main concept of
the document is preserved; especially in the case of documents
written in inflectional language. The aim of this article is to
show how important (and at the same time how difficult) is the
task to identify personal or corporate data of a client, as well
as other related personal data in documents that are subject
to legal protection. We conducted research aimed at assessing
the usefulness of IT techniques as well as decision rules and
patterns in the anonymisation of legal documents. A set of real
legal documents written in Polish was used for the research
in which we identified selected types of data that need to be
anonymised. Eventually, the obtained results were assessed by
field experts. Additionally, in order to verify the effectiveness of
the proposed solution, we conducted research on a set of 50,000
false identities with names, company names, addresses and other
confidential information. The collection was created using Fake
Name Generator1. The obtained results from both experiments
confirmed that the solutions we proposed is accurate even in the
case of real legal documents.

I. INTRODUCTION AND RELATED WORKS

THE PROCESS of anonymising documents is important
to protect individuals and institutions from the illegal

dissemination of information [1]. However, in the case of legal
documents, this is a very difficult process due to unstructured
content of the documents [2]. In addition, the provisions of
law, i.e. the GDPR [3], will force institutions to appropriately
transform their current IT systems in the field of personal data
processing. Due to the large variety of document structures
and the lack of a uniform system applicable to all judicial

1https://www.fakenamegenerator.com/

organizations, there is a high risk of privacy breach. Due to
the variety of document structures and the lack of a uniform
system applicable to all judicial organizations, there is a high
risk of privacy breach. For this reason, the anonymisation
process is often widely regarded as an expensive and inefficient
process [4]. Additionally, due to the low effectiveness of the
available data anonymisation tools, the anonymisation process
in law firms is most often performed manually by trained
employees [5].

In this article, we will look at the theoretical assumptions
of a basic IT tool designed to identify selected types of data
in text documents. On the other hand, the research goal is to
check and evaluate the usefulness of IT techniques as well
as decision rules and patterns in the anonymisation of legal
documents. In the case of legal documents, data identifying
individuals or organizations must be removed, anonymised
or pseudonymised from the digital document following the
end of the legal service. Authors are convinced that if such
data are not manually obliterated - either manually or us-
ing a computer-assisted method - any lawyer should delete
all documents of clients from law firm’s digital media and
computers in a time demanded by national regulation of
legal occupation or implicit period of time assumed by the
professional need (processing by the purpose). By all above
mentioned regulations personal data and other types must be
deleted or pseudonymised by legal tech. To achieve this goal,
a team of coauthors is working on a project designed to build
such a technology2.

The first step in anonymising text documents is the ex-

2Project developed by Infojura Sp. z o. o. (KRS 0000502117 ) carried out
in the period from 01/01/2022 to 31/12/2023 under the name ”Technologies
for Automatic anonymisation of Personal Data” in digital documents. It is
financed with the support of EU as part of the Regional Operational Program
of the Silesian Voivodeship for 2014-2020 (European Regional Development
Fund). Action 1.2. Research, development and innovation in enterprises.
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traction of information that directly identifies individuals or
organizations. They are referred to as Named Entities (NE) [6].
Most often, NE are classified into predefined semantic cat-
egories, i.e. first name, last name, organization name or
location [7], [8]. Natural language processing (NLP) methods
are used to automatically recognize NE [9]. For this purpose,
Named Entity Recognition (NER) [10] was created. It is
the process of locating information in the text, which then
becomes a specific category. In addition to the basic categories,
i.e. the name of an organization or person, NER has added
categories that define time and numerical expressions, such as
monetary values [11].

In the process of identifying named entities, the language
in which the text document is written is very important.
In the case of languages with an extensive morphological
structure, the processing of text documents and the extraction
of information is very difficult [12]. Therefore, Graliński
et al [13] presented a formalism for the rule-based NER.
Their research focuses on the use of NER for inflectional
languages (especially for Polish and Czech) and the translation
of Named Entities. Researchers developed two applications
that could be used for machine anonymisation and machine
translation. Similarly, J. Pisowski [14] created the formalism
of recognizing NE from Polish texts and manually created a
set of NER rules for the Polish language.

To assist researchers in sharing raw textual data, Kleinberg
et al. [15] proposed the NETANOS anonymisation system that
identifies and modifies named entities (e.g. people, locations,
times, dates). Bayesian tests showed that NETANOS anonymi-
sation was practically equivalent to human anonymisation.
The authors only used NER to detect personal data. Using
this method, they hypothesized that the ability to discover
the original meaning of anonymised data could ultimately be
similar to that of humans if the training data set is large
enough.

Unfortunately, the NER in the field of law, despite its impor-
tance, is not a well-researched area. Many current approaches
use different techniques and classification methods on different
datasets [16]. Additionally, most of the obtained anonymisa-
tion results are only assessed by experts. For this reason, it
is not possible to properly compare the results. However, the
proposed solutions make a significant contribution and are the
basis for further research. It should be remembered that an
additional problem in the field of law is the natural language of
legal documents and the different legal provisions in individual
countries.

C. Dozier et al. [17] were one of the first to conduct research
based on Named Entity Recognition in the legal field. Using
the example of American case law, testimonies, pleadings
and other legal documents, the authors analyzed the NER. C.
Cardellino et al. [18] have developed a tool to identify, classify
and link legal NE. The authors focused on four different
levels of detail, one of which was NER. They used a Stanford
NER [19] support vector machine and a neural network in
the learning algorithm. Elena Leitner et al. [20] presented the
problem of fine-grained recognition of entities in legal docu-

ments. The authors developed a data set consisting of decisions
of German courts, in which the source texts were manually
annotated with 19 semantic classes. Then all classes were
automatically generalized to seven classes (person, location,
organization, legal norm, individual regulation, court order and
legal literature). The results obtained show that there is no
universal model with the best understanding of all classes.

II. RESEARCH METHODOLOGY

PII (Personally Identifiable Information) data detection al-
gorithms have to be fine-tuned for each case. It is virtually
impossible to obtain a high accuracy with low noise on the
same pass of detection. Whereas, in the case of data related
to digits, even though a number is a valid KRS/NIP (tax
identification numbers) value, only semantic context might
indicate whether it is a true PII or just a coincidence.

Therefore, in the case of the analysis of specific documents
and adapted to a specific language (legal documents prepared
in Polish), we proposed to use a combination of this methods:

• Dictionary search. A relatively easy search withing the
known dictionary. The example of this method is used
in our experiments where searching for first names (both
female and male). The names were taken from official
PESEL database3. However convenient, this list has a lot
of potential to give many false positives, as the PESEL
number (unique person identification number) was given
to a lot of non-Polish citizens; often with short names
being homonyms of common Polish words (like “Na”).

• Decision rules and patterns. Using this approach, one
is using regular expressions to describe the patterns of
potential PII data. For instance, a NIP number is usually
consisted of 10 digits divided by hyphens.

• Special type of validation for self-checking numbers.
NIP number are self-checking numbers, as they use a
Luhn algorithm [21], as well as additional constrains for
numbers being valid. Checking this constrains is a great
way to decrease greatly the number of false positives.

• Validation using external services is often used for IBAN
numbers or KRS numbers in Poland. KRS number is a 10
digit number with no additional constrains, being just a
next element in a single sequence of all entities in Poland.
Thus, an external validator is used to make sure that the
10 digit number is an actual and up to date KRS for a
valid company.

• Heuristic search using some known patterns like "sp z
o.o." for a private limited company. Due to law regula-
tions in Poland, some equities need to include mandatory
information in company name.

III. COMPUTATIONAL EXPERIMENTS

The research objective of this paper was to investigate the
applicability of decision rule and pattern search methods in
legal document anonymisation. Therefore, in order to test the

3https://dane.gov.pl/pl/dataset/1667,lista-imion-wystepujacych-w-rejestrze-
pesel-osoby-zyjace
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proposed approach, we conducted two types of experimental
studies. In the first one, we wanted to test the efficiency of the
proposed solution for large amounts of data – artificial data
generated for this purpose. In the second one, we performed
the actual anonymisation of legal documents, and their evalu-
ation was done by domain experts.

The first research attempt, related to achieving the stated
goal of anonymising selected data in legal documents, was
to test the algorithm on artificial data. In this case we used
Fake Name Generator4 service and generated 50000 fake
identities with names, company names, addresses and other
sensitive information. Each line in this set should contain
exactly one of name, email, phone and company name. The
perfect scenario will have a mean value of detection equal to
1 for each column. The data is adapted to the Polish language
and contains on average 73 words and 422 characters per line.
The data preparation was followed by the application of the
proposed solution to each case. The results of the experiments
are presented by a box plot (Fig. 1) in which, for each PII, the
minimum, 1st, 2nd (median) and 3rd quantile and maximum
values are given – often these values are repeated, which is
why whole box plots do not appear in the figure.

As it can be seen, in the case of the name, too many values
are detected (the maximum found is 8, the median is 2, and
the expected value, which is 1, is also the 1st quantile). This
is because the first name often appears in the address (e.g.
street name established by a famous person); in one line,
in addition to the correctly detected name, the one from the
address is also recognised. The ideal situation is in the case
of e-mail address, where all cases were correctly detected;
so was the case of phone number (there, in one case, apart
from the correct number, also the false positive is detected).
For the KRS number, as it is just a sequential number, false
positives were found in different parts of data, as it was
the case in first name. In addition to the correctly detected
KRS number also NIP number is included – this explains the
very low detectability of NIP number. In these experiments,
once detected, the element could not be recognised again. We
proposed a different approach in later experiments on real data.

The worst situation appears for the company name, which
was basically not detected. This is because in our heuristic
approach we require the presence of certain keywords. The
generator in question was not characterised by the presence
of appropriate prefixes in the name. However, in the case of
legal documents, such full names are always used.

In order to assess the achievement of the final goal, the
proposed method has been applied to a real-life study of a
law firm operating in the territory of Poland. Fifteen legal
documents written in Polish and concerning different legal
scopes and cases were analysed. All documents were originally
saved in DOCX format, from which, in order to apply the
model, they were converted into text format. The analysis was
based on the documents of different length and number of
words per line (see Tab. I). It can be observed that the low

4https://www.fakenamegenerator.com
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Fig. 1. Minimum, maximum, and quantiles for the prepared data

TABLE I
FEATURES OF THE DOCUMENTS ANALYSED

Legal document # lines # words #words
#lines

x1 104 500 4.81
x2 500 3730 7.46
x3 121 617 5.10
x4 335 1800 5.37
x5 162 1788 11.04
x6 664 4291 6.46
x7 59 294 4.98
x8 399 2906 7.28
x9 50 130 2.60
x10 57 201 3.53
x11 180 532 2.96
x12 30 74 2.47
x13 139 840 6.04
x14 29 123 4.24
x15 135 1474 10.92
sum 2964 19300 6.51
avg. 198 1287 6.50

median 135 617 4.57

number of words per line is related to the short information
provided in the legal document, such as the invoice number or
the service name. Therefore, the table I presents the average
number of words per line.

In the next step, the fields indicated for anonymisation
(with the reason for anonymising an element) were verified by
specialists. They verified the PII described in Section II and
each time described three known elements of the classification
quality assessment:

• TP – true positives, i.e. elements that really should be
anonymised for the reason given;

• FP – false positive, i.e. elements for which the indicated
reason for anonymisation is not appropriate.

• FN – false negative, i.e. items that should have been
anonymised for a given reason but were not.

The evaluation of TN (true negative), i.e. elements that
should not be anonymised, was omitted and indeed this was
not done. TN was not evaluated because, naturally, all non-
annotated words mean true negative for this problem. De facto
this is the number of all words in the document, except those
in TP, FP and FN.

Analysing the exact anonymisation result given in Tab. II
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TABLE II
RESULTS OF THE ANONYMISATION OF LEGAL DOCUMENTS

Legal name e-mail NIP number phone number KRS number company name
document TP FP FN TP FP FN TP FP FN TP FP FN TP FP FN TP FP FN

x1 5 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
x2 8 10 5 0 0 0 0 0 0 0 0 0 0 0 0 2 13 0
x3 12 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
x4 0 3 0 0 0 0 3 0 0 0 3 0 3 3 0 5 0 0
x5 2 1 0 0 0 0 0 0 0 0 0 0 0 1 0 7 10 0
x6 3 6 0 3 0 1 3 0 0 0 0 0 4 4 0 6 0 0
x7 0 1 0 0 0 0 3 0 0 0 0 0 4 3 0 4 1 0
x8 13 2 0 0 0 0 3 0 0 0 0 0 5 5 0 5 1 0
x9 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
x10 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
x11 4 0 1 0 0 0 6 0 0 0 0 0 3 6 0 10 1 3
x12 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
x13 1 0 2 0 0 0 2 0 0 0 0 0 2 2 0 2 0 0
x14 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 2 0 0
x15 2 0 1 0 0 0 2 0 0 0 0 0 1 2 0 1 0 1

and reading the actual document, it can be seen that in
the case of PII–name there are many FP, i.e. false positive
indications for anonymisation. This is mainly due to street
names (consistent with first name) and first names that are
also names of months (e.g. ’Maja’). FN-related errors, on the
other hand, occur in the case of an atypical linguistic variant
of a name.

E-mail addresses only appeared in one document and were
mostly well recognised. The error associated with the address
not being found was due to a transcription error (the domain
extension was single character). Thus, future consideration
could be given to analysing email addresses not only according
to the rules, but also assuming human error in the transcription.

The situation looks very good in the case of PII–NIP
number, which is a tax identification number that was correctly
recognised in all documents. This is largely made possible by
the Luhn algorithm. The phone number, on the other hand, did
not actually appear in any document, although three times the
algorithm incorrectly indicated that the found string of digits
was a phone number.

An interesting situation concerns the PII–KRS number, i.e.
the national court register number. All KRS numbers were
detected (true positive – TP), but also other numbers in the
document were incorrectly indicated as KRS. This was most
often the case with the NIP number, but there were also other
strings of numbers which did not relate to the KRS (it should
be noted, however, that in further work, each of the elements
indicated in the experiments as KRS should be anonymised
anyway – whether as NIP number or national identifier of a
person).

Big problems arise in the case of company names. For the
analysed data, the algorithm often incorrectly indicated data
for anonymisation although it was not necessary (false positive
– FP). There were also situations where the company name
was not detected at all. However, to sum up the work of the
algorithm, in the vast majority of the cases, the algorithm
detected company names that should be anonymised.

At the same time, it should be noted that in this type of
documents it is a much bigger mistake to omit an element to

TABLE III
RESULTS OF THE ANONYMISATION OF LEGAL DOCUMENTS IN TERMS OF

TP, FP, FN AND IN TERMS OF MEASURES TO ASSESS CLASSIFICATION
QUALITY: PRECISION, RECALL AND F–SCORE

Legal document TP FP FN precision recall F–score
x1 6 1 1 0.8571 0.8571 0.8571
x2 10 23 5 0.3030 0.6667 0.4167
x3 12 1 1 0.9231 0.9231 0.9231
x4 11 6 0 0.6471 1.0000 0.7857
x5 9 12 0 0.4286 1.0000 0.6000
x6 19 6 1 0.7600 0.9500 0.8444
x7 11 2 0 0.8462 1.0000 0.9167
x8 26 3 0 0.8966 1.0000 0.9455
x9 8 0 0 1.0000 1.0000 1.0000
x10 2 2 2 0.5000 0.5000 0.5000
x11 23 1 4 0.9583 0.8519 0.9020
x12 3 0 0 1.0000 1.0000 1.0000
x13 7 0 2 1.0000 0.7778 0.8750
x14 4 0 0 1.0000 1.0000 1.0000
x15 6 0 2 1.0000 0.7500 0.8571
sum 157 57 18 0.7336 0.8971 0.8072
avg. 10 4 1 0.8080 0.8851 0.8448

median 9 1 1 0.8966 0.9500 0.9225

be anonymised (i.e. those indicated in FN) than to anonymise
it incorrectly (in our case FP). In addition, often elements that
showed FP for one of the methods were in fact anonymised
anyway for another reason. Therefore, in Tab. III, the summary
results are presented, in which the reason for anonymisation is
not indicated, but only the information whether a given word
should be anonymised or not.

With these values, it can be indicated that in all analysed
documents 185 words should have been anonymised (out of
a total of 19300 words), with 168 words actually detected,
17 words not anonymised (although they should have been),
and 57 words incorrectly indicated as requiring anonymisation.
This gives a median of 10 words per document (requiring
anonymisation) while omitting 1 word per document and
indicating 1 additional word incorrectly. This allows us to
assess the effectiveness of the solution.

With the values in Tab III, it is possible to calculate mea-
sures of classification evaluation, such as precision (eq. (1)),
recall (eq. (2)) and F − score (eq. (3)). These are important
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measures, where the precision determines with what certainty
we can trust the classifier that a given element (word) should
actually be anonymised, while recall determines how many
elements (words) that should be anonymised in the document
have been indicated as anonymised, and F − score is the
harmonic mean of precision and recall.

precision =
TP

TP + FP
(1)

recall =
TP

TP + FN
(2)

F − score =
TP

TP + 0.5 · (FP + FN)
(3)

As mentioned earlier, from the point of view of the
anonymisation of legal documents, it is more important to
detect the elements that should be anonymised. Therefore,
when analysing the results, the recall measure should be
optimised first. The results related to the quality assessment
of the anonymisation work are presented in Tab. III. In the
case of the proposed solution, our method achieves a recall of
89.71% (in terms of the sum of all documents) and 95.00% in
terms of the median recall calculated separately for each legal
document.

Of course, it is important to note that all the results reported
in this section relate to the analysis of only 6 types of
PII: name, e-mail address, tax identification number (NIP
number), phone number, national court register number (KRS
number) and company name. Other data that should actually
be anonymised have not been analysed by us at this stage of
the project – the proposed solution. For subsequent work, a
more sophisticated use machine learning and natural language
processing methods is required.

IV. CONCLUSIONS AND FUTURE WORKS

It should be emphasised that the research objective was to
analyse a limited range of data – only a selected type of data
was anonymised. Thus, we wanted to assess the applicability
of IT techniques and decision rules and patterns in document
anonymisation. The conducted experiments confirm that the
solutions we have applied allow us to obtain good results –
this is particularly evident in the case of real legal documents.
Therefore, in the future, in addition to improving the rules
proposed so far, we believe that it is worth to develop the
modelling of machine learning on bigger groups of real legal
documents that can be used as learning data in supervised
machine learning models.

Future work may include developing a multi-criteria model
for multi-step analysis. It is possible to initially verify data on
the basis of unit names, and then carry out a thorough analysis
on the basis of the content only for selected data. Such a
solution is possible with the use of machine learning meth-
ods and natural language processing techniques. However, it
should be remembered that the task of creating a universal
system that would recognize all classes is very difficult, and

the effectiveness of anonymisation largely depends on the
structure of the documents that could be referred to given types
of legal documents.
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Abstract—Nowadays society has transformed performance-
related issues into situations that are merely focused on goals and
competitiveness, which generates, in IT professionals, the feeling
of being under constant pressure due to the need for immediate
delivery of results. For this reason, Human Performance Man-
agement has become an increasingly essential process inside or-
ganizations, through which it is possible to improve, among other
things, efficiency, productivity and satisfaction of employees. Its
benefits are even more evident in areas such as Information
Technology (IT), where evolution, complexity and uncertainty are
ever-present factors. Based on this scenario, this study proposes
a performance management model for IT professionals, linked to
the philosophical current of Humanism and addressing aspects
such as equality, respect, participation, competency and personal
development. Thus, this research intends to have a positive effect
on IT performance (individual/team/organizational), humanizing
the relationship between IT employees and their organizations.

Index Terms—performance management, performance ap-
praisal, IT professional, humanism, model

I. INTRODUCTION

HUMAN performance management (HPM) is an essential
process inside organizations. The main objective of

this type of management is to provide a performance mea-
sure for activities carried out by employees, while promotes
the improvement of productivity, motivation and satisfaction.
Therefore, this process can be considered a structuring basis
for developing organizational culture and relationship between
organization and its employees [1][2].

The benefits of an effective performance management are
even more evident in areas such as Information Technology
(IT) where complexity, dynamism and innovation are ever-
present factors, requiring professionals to have high levels of
knowledge and creativity [3][4][5]. Thus, the main motivation
for this study comes from the opportunity to develop an
analysis regarding performance management and satisfaction
of IT professionals inside organizations, proposing, as a result,
a management model composed by a set of guidelines based
on the principles of Humanism.

Evaluate IT professionals performance and define the skills
needed for the job are not recent concerns [6] [7] [8] [9]
[10], however, nowadays society, as a result of economic
globalization, has transformed issues related to performance

into situations merely focused on goals and competitiveness,
which generates, on IT employees, the feeling of being under
constant pressure due to the need for immediate delivery of
results.

The high turnover of professionals in Information Technol-
ogy area [11][12][13] and occupational diseases, like technos-
tress [14], are just some of the problems related to performance
management, specially, when it is primarily focused on imper-
sonal behavior, productivity and value delivery.

Given this scenario, several initiatives have emerged seeking
to humanize and improve the relationship between employees
and organizations [15][16][17][18][19]. Following the same
line of thought, the purpose of this research is to define a
performance management model for IT professionals linked to
the philosophical stance of Humanism, considering, therefore,
the issues related to a human centered management and
addressing aspects of human nature, such as dignity, limits,
aspirations, capabilities and potential.

Other important contributions of this study are focused on:
detailing organizational culture concepts and human perfor-
mance management; humanistic ethics’ analysis in corporate
environment; knowledge structuring for developing more ef-
fective methods of appraisal. Such contributions aims to be
adherent to the current and future reality of IT professionals.

This research is believed to be scientifically original, since
it proposes, as far as is known, a unique model for human
performance management, based on the perspective of IT pro-
file singularities together with extremely important concepts
for society, like organizational culture, humanism and ethics.

It also can be justified by the proposition of a management
model potentially capable of improve people and organiza-
tions, representing an extremely relevant artifact in a context
full of uncertainties, challenges and constant transformations.
In addition, the results obtained by this research are expected
to server as groundwork for future studies focused on produc-
ing new knowledge, frameworks and methodologies related to
HPM.

The rest of this article is structured as follows: section 2 sets
out the theoretical foundation and related works considered for
the research; section 3 exposes the context and issues involved
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in this study; section 4 describes the scientific methodology
employed; section 5 describes the proposed solution; section
6 analyzes and discusses the obtained results; and, finally,
section 7 presents the last considerations of the research.

II. LITERATURE REVIEW

A. Organizational Culture Theory

In order to analyze employee performance, engagement and
satisfaction in the context of organizations, it is necessary to
understand organizational culture and its influence on these
factors. [20].

The most commonly used and accepted definition of orga-
nizational culture is the one proposed by Schein (1988, p. 7)
[21][20][22]:

A pattern of basic assumptions, invented, discovered,
or developed by a given group, as it learns to
cope with its problems of external adaptation and
internal integration, that has worked well enough to
be considered valid and, therefore is to be taught to
new members as the correct way to perceive, think,
and feel in relation to those problems.

As part of the Organizational Culture Theory, Schein (1988)
[21] also proposes to describe an organization’s culture as a
set of levels that represent its elements, as shown in Figure 1.

Fig. 1. The Levels of Organizational Culture. Adapted from [21]

In the context of human performance, Artifacts represent
what people effectively accomplish and which directly reflect
on performance and goal achievement. This level is the most
evident in the culture, although some organizational actions
and structures can be difficult to understand and justify.

The Espoused Values are the strategies, objectives, norms
and philosophies openly propagated by the organization, aim-
ing, for example, the effectiveness of the performance man-
agement. The organization’s actions have the most significant
effect at this cultural level.

Finally, Underlying Assumptions are taken-for-granted be-
liefs based on thoughts, perceptions, and feelings. At this level,

cultural elements become visible only through the analysis
of behavioral patterns. These underlying assumptions exist in
order to simplify complex issues of organizational reality, such
as the reasons why one person is promoted over another [23].

It is evident that the elements of each level of organizational
culture are capable of influencing all the others, however,
underlying assumptions of an organization have a great impact
on its artifacts, supplanting, in some situations, the influence
of declared values [21][23].

Organizational culture can be seen as a preponderant factor
in performance management but also as part of the results
of this management, that is, by promoting the performance
improvement of employees and their teams, organizational
culture ends up being directly influenced by this improve-
ment [22].

Regarding the performance of an organization, it is possible
to build a culture that emphasizes essential points, such as mer-
itocracy, transparency and recognition [24]. All these positive
changes that take place in the organizational culture have the
power to provide employees with the possibility to act proac-
tively, identifying, mitigating and eliminating human errors
and correcting the organization’s vices and weaknesses [25].

A favorable cultural posture results in actions that can,
if carried out accordingly, guide the institution towards an
effective management of human performance. [25].

B. Human Performance Management

Interest in the effectiveness of Human Resource Manage-
ment, or its more recent term Human Management [26],
became more evident and frequent from the 1970s onward [2].

Human Performance Management is one of the main pillars
of Human Resource Management and, for this reason, the
study of human performance inside organizations also started
more than half a century ago [6][7][8][9][10]. Aspects related
to this branch of organizational management have, therefore,
a rich literature that can be found in the most varied areas
of research, such as psychology, administration, sociology,
information systems and economics [27][28].

In addition to the Organizational Culture Theory, HPM is
based on a wide range of other theories [29][30][31], which
demonstrates the high complexity and deepness of the subject.

The Table I presents some fundamental theories to under-
stand and develop Human Performance Management.

Based on the numerous definitions of HPM that can be
found in the literature, it can be inferred that Human Per-
formance Management is a cyclical and continuous process
that is intended to identify, plan, measure, control and develop
performance at work, both individually and as a team, while
aligning this performance with the organization’s strategic
objectives and the value delivery from executed activities
[32][26][33][34][35].

HPM is, therefore, a complex process that involves a
series of methodologies, techniques and approaches focused
on overcoming the challenges and difficulties inherent to
this type of management and returning positive results for
organizations [36]. Figure 2 presents a holistic and pragmatic
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TABLE I
FUNDAMENTAL THEORIES OF HUMAN PERFORMANCE MANAGEMENT [29][30][31]

Theory Author(s) Theory Author(s)
Theory of Action and Job Perfor-
mance

Richard E. Boyatzis Agency Theory Michael C. Jensen and William H.
Meckling

Attribution Theory Fritz Heider Bureaucratic Theory Max Weber
Field Theory Kurt Lewin Competency Theory David McClelland
Contract Theory Oliver Hart and Bengt Holmström Theory of Individual Differences in

Task and Contextual Performance
Stephan J. Motowidlo, Walter C.
Borman, and Mark J. Schmit

Two-Factor Theory Frederick Herzberg Equity Theory J. Stacy Adams
Expectancy Theory Victor Vroom, Lyman Porter and

Edward Lawler
Goal-setting Theory Edwin Locke and Gary Latham

General Systems Theory Ludwig von Bertalanffy Organizational Justice Theory Jerald Greenberg
Theory of Behavioral Engineering
Model

Thomas F. Gilbert Theory of Human Motivation Abraham Maslow

Achievement Motivation Theory David McClelland Theory of the Social Self George H. Mead
Job Characteristics Theory Richard Hackman, Edward Lawler,

and Gred Oldham
Bases of Social Power Theory John French and Bertran Raven

Reinforcement Theory B. F. Skinner Theory of Social Exchange George C. Homans

view of the Human Performance Management Framework as
proposed by [32].

C. Humanism

Humanism is essentially a philosophical stance that assigns
preeminent importance to human beings, their experiences,
interests and rights. The hallmark of humanist philosophy is,
therefore, the development of people’s potential, considering
Protagoras’ relativism (490-420 BCE) where "man is the
measure of all things" [37].

Among all the principles contemplated by humanism, some
of them deserve to be highlighted: human value; individual
dignity; the pursuit of civic culture; promotion of diversity
and equality; and humanistic ethics. [37].

According to humanist ethics, the human being must "be
considered as an end and never exclusively as a means or
instrument for any purpose external to itself" [38]. Thus,
moral rules are defined from the perspective of humanity,
that is, right is everything that is good for human beings,
values their life and develops their capacities, while wrong is
everything that harms or takes away human dignity, represses
individuality and dehumanizes people [38].

One of the main global aspirations of Humanism is found in
the Universal Declaration of Human Rights, which establishes
a commitment to promote universal respect for and observance
of human rights and fundamental freedoms, demonstrating that
human beings and their dignity must be above private power
in any sphere [39].

Based on the fundamental idea of humanism, many other
reflections have been developed, also covering the organi-
zational context [40]. Thus, inside organizations, humanist
management must place human dignity and rights as central
concerns in all its subjects and methodologies [41]. In this
sense, economic transactions are considered, in essence, as re-
lationships between people and, for this reason, organizations
need to serve the objectives of humanity and not the opposite.
In doing so, people are seen as active and central elements of
the economic system and not passive and secondary objects
of an economy guided by other goals [41].

In a concise manner, a humanistic management is concerned
with human needs and oriented towards the complete and
extensive development of human being virtues. [42].

Thus, based on the concepts of this type of management,
it is possible to describe a progressive model of 3 levels of
entrepreneurial humanism [19][43], as shown in figure 3. In
the same sense, humanistic management is composed of 5
dimensions [40]:

• Managerial responsibility
• Employee motivation
• Personal promotion
• Interpersonal relationships
• Organizational culture
Regarding the relationship between technology and human-

ism, it is important to note that this is not a recent issue [44],
but the advancement of Artificial Intelligence and its applica-
tion in real Information System problems has leveraged new
initiatives seeking to discuss this relationship [45][46]. Such
efforts are known as Digital Humanism, which has proclaimed
and disclosed a manifesto with principles on current and future
technological development, as well as, on the co-evolution of
technology and humanity [47][46].

D. IT Professional Profile

There is a vast literature devoted to the study of profession-
als working in the area of Information Technology, there are
many documents that analyze or propose aspects related to the
profile of this type of profession. Authors from the 60s and
70s were already concerned with the topic and proposed ways
of defining and evaluating the fundamental characteristics of
these professionals [9][7][6][8][10][48]. On the other hand,
more recent studies point to an extremely complex and plural
profile, capable of acting in different areas of the organization
[49][50][51][52][18].

For this reason, precisely defining the IT professional and
his/her profile has become a controversial task, where the
conclusion can even be that everyone in the organization is
somehow part of the workforce that works in IT area [18].
Despite this, this study proposes and uses a simple and broad
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Fig. 2. Human Performance Management Framework. Adapted from [32]

Fig. 3. Levels of Entrepreneurial Humanism. Based on [19].

definition of IT professionals that summarizes the mission of
these workers [53][54]:

Professionals who have attributions and perform activities,
primarily, aimed at delivering information technology products
and services with effectiveness and security.

Based on this definition, this research considered that any
professional related directly to Information Technology fields,
such as Information Systems (IS), Communications (ICT) and
Data Science, is an IT professional.

Even with the diversity of characteristics and classifications
pertinent to IT profile, it is possible to identify convergent
aspects common to all professionals from this area [50]. The
IT employee has unique identity, knowledge, skills, attitudes
and interests, his/her focus at work tends to be more centered
on technical issues, to the detriment of interpersonal skills
such as communication [55]. When compared to professionals
from other areas, IT personnel have a greater desire for
opportunities, challenges and autonomy [56], in addition, they
are motivated by achievements, recognition, constant learning
and personal growth [55].

These are also common elements of the IT area [50]:
• Supply and demand for IT professionals continually

changing.
• Requirement of a combined set of technical, humanistic

and business skills.
• Professional environment in constant change, requiring

adaptation and update of specific skills in short periods
of time.

• Activities developed are essentially cognitive and difficult
to monitor and evaluate.
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As mentioned before, the set of required IT skills can be
classified into 3 broad categories [50][56]:

• Technical Skills: knowledge and competences related to
the use and application of technologies.

• Humanistic Skills: temperance, resilience, interpersonal
relationships (e.g., teamwork, leadership, communica-
tion), promotion of well-being.

• Business Skills: business domain knowledge, project
management, ethics, problem and conflict resolution.

The definitions and all other considerations just presented
are what make Information Technology professionals sin-
gular inside organizations, demanding differentiated atten-
tion and approach from human resource management and,
more specifically, from human performance management.
[57][55][56][50][54].

III. CONTEXT AND PROBLEM

As demonstrated in Figure 2, Human Performance Manage-
ment is a complex process that involves numerous variables,
methodologies, people and applications. In addition, HPM is
based on a vast amount of theories, in the most diverse areas of
research, which makes the study on the subject very extensive
and deep.

Considering the theories studied, the Organizational Culture
theory proved to be the central point of analysis, through which
it is possible to understand how the actions defined in the HPM
are actually performed and the effects that this management
has on employees.

Added to this, there are the unique characteristics of IT
professionals and their work environment, which require,
from Human Performance Management, a differentiated and
individualized treatment for employees working in this area.

The particularities, problems and difficulties faced by Infor-
mation Technology professionals have been subject of study
for many years [51], considering the issues addressed by the
researchers, the following items deserve to be highlighted:

• Ethics in IT and Conflicts at work.
• Job or career turnover.
• Gender imbalance/prejudice in IT.
• Treatment of minorities in IT.
• Evolution/Change of project and work models.
• Overload, stress, exhaustion and burnout.
• Work versus social life conflicts.
• Speed of technological evolution.
• Perception of professional stagnation or obsolescence.

It is important to understand that an effective HPM has the
power to treat, mitigate or even solve the problems experienced
in IT area.

In addition, the philosophical thought of Max Weber (1864-
1920) states that work is a source of dignity and nobility for
human existence, promoting life and well-being, for oneself
and for others [58]. Based on this vision, it is essential to
study, develop and encourage a more humane and sustainable
organizational management.

In this sense, Teehanke (2021)[43] proposes that human be-
ings should have the following needs considered and managed
by organizations:

• Physical and mental health.
• Intellectual development.
• Emotional growth.
• Experiences in the fields of arts, culture and aesthetics.
• Social connectivity.
• Moral and spiritual development.
In order to ensure the true evolution of human performance,

HPM must consider the humanistic aspects in its management
premises. Thus, it is essential to leave behind the model where
workers are seen only as production resources, which need to
be monitored and optimized considering only productivity and
efficiency [43].

IV. METHODS

In order to develop the solution proposed in this research,
the Design Science Research paradigm was used [59]. Based
on this paradigm, the first 4 steps of the process model
proposed by Peffers et al. (2007) [60], known as Design
Science Research Methodology (DSRM), were carried out, as
shown in figure 4.

Thus, this research, which has a qualitative approach and
positivist epistemological position, was developed in 4 phases
or stages:

1) Problem identification and motivation.
2) Definition of solution objectives.
3) Design and development.
4) Demonstration.
In the first stage, an extensive literature review was per-

formed, which made it possible to identify the context and
domain of the problem. The motivation and reasons for seek-
ing a solution were also determined, as indicated in Section III.

Continuing in the second phase, with the problem identified,
it was possible to establish the objectives of the proposed
solution, the assumptions and requirements that the produced
artifact should follow. At this point, the need to build a human
performance management model specifically focused on infor-
mation technology professionals was defined, encompassing
the precepts and characteristics of humanism.

In the third stage, the design and construction of the
proposed model allowed a better understanding of the problem
domain and its solution.

Finally, in the last step, the applicability of the model
was demonstrated through evaluation methods of static and
architectural analysis [59], verifying the structure of the model
and studying its suitability to the requirements and theoretical
assumptions postulated.

V. RESULTS

Based on the context and issues described in Section III,
the present work proposes a humanistic model for performance
management focused on developing the needs of IT employees
as human beings, guided by the principles of ethics and
appreciation of life.
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Fig. 4. Research Implementation using the DSRM Process Model. Adapted from [60]

The solution has the following fundamental assumptions and
requirements:

• Promotion of the human person: all the steps on the
process must preserve and improve IT employees’ dignity
and expectations;

• Ethics: all tasks related do performance evaluation need
to be based on ethics principals defined by society and
organizational culture;

• Transparency: actions and decisions of performance man-
agement must be communicated widely and transpar-
ently;

• Justice, Equality and Inclusion: the process must pursue
and guarantee organizational justice, equality and inclu-
sion;

• Objectivity and Celerity: HPM should avoid excessive bu-
reaucracy, prioritizing simplicity, objectivity and celerity;

• Active stakeholder participation: all the steps must permit
and promote the participation of organization community;

• Formative Appraisal: performance evaluation must prior-
itize a formative method (perceptions) over a summative
one (grades and rates);

• Respect for individuality and dignity: all persons involved
in the process must be treated with respect and dignity;

• Personal and professional development: HPM must en-
sure the personal and professional development of IT
employees.

The details of the proposed model can be seen in Figure
5, there are 4 distinct phases in the human performance

management process (planning, performance appraisal, review,
monitoring and improvement), where each step is specified
according to humanistic foundations.

As can be seen from the model, human being must be
the central concern of HPM, this indicates that management
success depends, primarily, on how the issues related to
humans are treated.

IT Profile is the next element that deserves consideration
in the model, this represents all characteristics, skills, compe-
tences, knowledge and needs that compose and differentiate
IT professionals from the others. The actions taken during the
performance management process must respect and consider
this profile.

The planning stage defines and presents the individual and
collective purposes for evolution of human performance of
organization’s members. Planning must have a person-centered
approach, be public and objective, in addition, it must address
the personal and professional growth needs of each individual,
contemplating the specificity of the IT profile. Its realization
has collaborative characteristics, where decisions about what
to produce, develop, improve or remedy are taken jointly and
equitably.

Performance appraisal has a formative character and oc-
curs continuously, being encouraged and carried out by all
members of the organizational community. It does not use a
summative method, the absence of values prevents compar-
isons and, at the same time, develops empathy and critical
thinking in employees when interpreting feedback received or
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Fig. 5. Humanistic Model for Human Performance Management of Infor-
mation Technology Professionals.

evaluating a colleague or themselves.
The review stage, which is also participatory, analyzes what

has been carried out, allowing the necessary points to be
adjusted and improving HPM proposals and mechanisms for
the new cycle that will begin.

In the monitoring and improvement phase (follow-up and
support), the entire organizational community is invited to
collaborate with the development of personal and professional
goals, both individual and collective, which were defined in
the planning stage. This step occurs throughout HPM process
and can be executed in the form of mentoring, coaching,
physical and mental health support, transfer and promotion
of knowledge, among others possibilities. In addition, actions
that seek to improve the management process itself are also
promoted and encouraged.

VI. DISCUSSION

The analysis of the results relied on the evaluative precepts
proposed by Design Science Research [59] and, from there, we
sought to understand how adequate the solution is in relation
to the human performance management framework (Figure
2), to the humanist principles and to the characteristics and
particularities of the IT professional profile.

Regarding the human performance management framework
(Figure 2), it is possible to verify that the proposed model
is fully adherent to it. The solution presents a management
process with well defined phases and elements, deals with
organizations’ contextual factors and allows the adoption of
existing approaches and methodologies related to the field of
HPM.

Considering the problem covered in this research in relation
to humanist principles and the profile of the IT professional,
it is understood that the following points are contemplated in
the solution, as proposed by Farah (2000, p. 150) [38]:

• Respect for human beings and equal treatment.
• Improvement of Organizational Justice.
• Concern with personal (physical, mental, moral and spiri-

tual) and professional development (skills, knowledge and
technological evolution).

• Planning and evolution of human performance in an
appropriate manner, linked to both, personal and orga-
nizational, expectations.

• Collaboration in IT talent retention.
This study is considered innovative because it proposes an

unprecedented model capable of improving, from a humanist
perspective, the human performance management of informa-
tion technology professionals.

To corroborate this statement, in most of the studies on
HPM analyzed by this research, the authors focused on directly
applicable methods or management practices for performance
evaluation, and, only in few cases, the characteristics of IT
professionals are encompassed, however, leaving aside the
question of humanism. The authors who dealt with humanistic
management, on the other hand, do not, specifically, address
performance management or the profile of the IT professional.

VII. CONCLUSIONS

For Humanism, every person is worthy of development [37].
This research was conducted based on this humanistic axiom
and it is hoped that this study can somehow contribute to a
better and more sustainable world, aware of the importance of
valuing life and human dignity.

The limitations of the model and its usage are related to
the issues concerning the initial adoption, since the study
considered a generic process of HPM, for more specific
scenarios or situations, it will be necessary make adaptations
and develop extensions in order to deliver the expected results.

As future work, the development of complementary research
is indicated, which, based on the proposed model, will produce
new artifacts capable of leveraging the evolution of Human
Performance Management of Information Technology profes-
sionals. Good practices, processes, methodologies, surveys and
information systems are just a few examples of important
artifacts that can be defined and explored.
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Abstract—With the emergence of use of Linked Data in
different application domains, several problems have arisen,
such as data incompleteness. Type detection for entities in RDF
data is one of the most important tasks in dealing with the
incompleteness of Linked Data. In this paper, we propose an
approach based on Deep Learning techniques, using an encoder-
decoder model with attention mechanism, embedding layer to
extract the features of each subject from the RDF triples and
the GRU cells to address the problem of vanishing. We use the
DBpedia dataset for the training and test phases. Initial test
results showed the effectiveness of our model.

I. INTRODUCTION

IN RECENT years, the Linked Open Data (LOD) cloud has
been increasing in popularity. As a result of the success of

the LOD, many semantic datasets are freely available on the
Web in machine-understandable format (primarily RDF (Re-
source Description Framework)) related to different domains.

With the emergence of the semantic web and Linked Data,
several problems related to data uncertainty have emerged,
such as imprecision, incompleteness, etc. The main reason for
the appearance of these problems lies in the way of building
datasets. These were built from incomplete data, heteroge-
neous formats, semi-structured data, etc. The anomalies cited
above pose problems when using so-called uncertain data in
reasoning, decision-making, the generation of new knowledge,
etc.

According to [1], few approaches use links among datasets,
so they can’t able to exploit the endless possibilities with the
full knowledge of the Semantic Web.

The approaches that exploit data from only one dataset, they
stay below what is possible with Linked Data. The reason of
this limitations and difficulties of links discovery in Linked
Data applications are:

• The datasets are produced, kept or managed by different
organizations in different schemas, models, locations,
systems and licenses [2]. There is not any “centralized
control system,” therefore, each publisher decides how to
produce, manage and publish a dataset based on its needs
and choices;

• The development of several applications which are inde-
pendent of schema.

• The same real-world entities or relationships are referred
with different URIs and names and in different languages,

while languages have synonyms and homonyms that
make harder that automatic links detection.

• The datasets usually contain complementary information,
e.g., consider two datasets about the same domain each
modeling a different aspect of the domain. The common-
alities between these datasets can be very few and this
does not aid automated linking and integration.

• The datasets can contain data that are erroneous, incom-
plete, out-of-date or conflicting.

• In addition, scalability challenges lie in developing solu-
tions that could exploit the whole LOD as background
knowledge by following links autonomously.

To improve the quality of RDF data, we choose to treat in-
completeness, more specifically type incompleteness. Indeed,
predicting missing types for dataset subjects will provide us
with a more complete dataset.

Therefore, the results provided by applications using these
datasets will become better. Our solution uses the predicates
and objects belonging to the subject to predict its type. With
the use of the encoder-decoder model, we will guarantee to
extract the semantic relations between predicates and objects.
This will improve the accuracy of subject type prediction.
The attention mechanism was used to assign high weights
to inputs with high importance. In this study, we will work
on the DBpedia dataset, applying an approach based on deep
learning.

Deep learning techniques have been recently used in many
research axes to resolve different types of problems, Artificial
intelligence systems use deep learning to solve computational
tasks and complex problems quickly [3]. These techniques are
very appropriate for dealing with large datasets. They have
the ability to analyse and interpret Linked Data, that require
efficient and effective tools. So, deep learning techniques are
considered to be the most reliable solution that deal with the
context of Linked Data, presented by RDF model.

In this paper, we have proposed an encoder-decoder network
for multi-labeling. This network incorporates a attention mech-
anism to model the links between data. Our approach aims to
predict missing types for RDF entities using data from their
triples.

The remainder of this paper is organized as follows: in
Section II, we define some Linked Data concepts. In section
III of our paper, we explore the various related works that deal
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with the type detection problem. Section IV shows in detail
our proposed approach. Section V describes the experimental
setup, and Section VI reports the results, followed by a
discussion of the results in Section VII. Finally, Section VIII
shows the set of perspectives as well as the conclusion of our
work.

II. BACKGROUND AND CONTEXT

In this section, we introduce the main principles of Linked
Data, we briefly recall some necessary background knowledge
including principles of Linked Data, uncertainty, incomplete-
ness, and links detection. We will also look at some areas
where linked data can be used to demonstrate its utility.

A. Linked Data

“Linked Data refers to a method of publishing structured
data, so that it can be interlinked and become more use-
ful through semantic queries, founded on HTTP, RDF and
URIs” [4].

Linked Data is a design principle that presents links between
RDF-formatted data published on the web rather than links
between documents. This enables machines to explore the web
and find other data using the links concept [5].

The various objects in this version of the web are identified
by URIs (Uniform Resource Identifier).

Tim Berners-Lee proposed four rules for designing Linked
Data, which are explained below:

• Use of URIs to identify objects and concepts.
• Use of the http protocol to allow humans to access

sites/data.
• Use of semantic web standards to provide information

relevant to URIs.
• Introducing links to other data to give more options when

exploring.

B. Uncertainty in Linked Data

Data uncertainty represents the degree of reliability, inac-
curacy and imprecision of the data. According to the W3C,
uncertainty is either aleatory or epistemic [6].

• Aleatory: characterized by lack of information, incom-
pleteness information, etc. from the world.

• Epistemic: it describes the non-systematic nature of the
data (variability, irreducibility) and the natural variability
of a system.

C. Incompleteness in Linked Data

Due that there is an overwhelming quantity of heteroge-
neous data on the web. Integration of data silos provided by
the Linked Open Data community can provide information
to curate this data and boost the Semantic Web field to
its true potential. Nevertheless, even the largest graphs, for
example DBpedia, suffer from incompleteness [7]. Linked
Data within the enterprise can be plagued with issues of data
incompleteness, inconsistency and noise.

Incompleteness in the context of Linked Data can take the
form of missing information, incomplete triples, missing links
between different resources, etc.

D. Links detection

Published data must be linked to other existing datasets.
However, creating links between datasets requires careful
analysis, given that the amount of data published is constantly
increasing, the links discovery process must be automatic.
Consequently, to efficiently build the Web of data, there must
be solutions capable of linking data between different datasets
of web of data, to detect missing links between data.

The link detection task for Linked Data is seen as a
solution for the datasets incompleteness. This task enables
us to discover new triples and improves the quality of data
delivered to applications and systems using datasets built on
Linked Data concepts.

E. Applications of linked data

The Semantic Web and linked data can have a significant
impact on a wide range of applications. Here are a few
examples:

• Medical field: medical and personal patient data is com-
monly stored in multiple incompatible systems [8]. This
representation may cause issues when integrating the
data (incompleteness, errors, etc.), resulting in inaccurate
or completely false diagnoses. The use of linked data
to represent medical data is viewed as a solution for
easing data integration. The incompleteness problem can
be solved by using type detection in linked data.

• E-commerce: based on the semantic web, agents collect
product data from multiple stores in order to provide the
best deals to customers. They can also perform auctions,
negotiations, and contract drafting automatically (or semi-
automatically).

• Knowledge management in an organization: semantic
web techniques are used to provide the possibility of
representing knowledge in the form of concepts, allowing
leaders to have answers to semantic queries.

III. RELATED WORKS

In this part, we will explore a number of related works that
deal with type prediction in RDF datasets.

A statistical heuristic link based type prediction mechanism,
has been proposed in [9], this work was evaluated on DBpedia.

In [10], the authors propose a supervised hierarchical SVM
classification approach for DBpedia by exploiting the contents
of Wikipedia articles.

In [11], the authors propose a multi-label classification algo-
rithm based on word embedding such as Word2Vec, FastText
and GloVe in order to capture the semantic aspect between
entities and relations.

Another approach named Class Assignment Detector pro-
posed by [12] to detect correct and incorrect classes assign-
ments for entities in RDF data by analyzing class characteris-
tics.

The authors in [13] solved the type prediction problem by
using the Twitter profiles of RDF entities. The data extracted
from these profiles were used as features in training data in
order to facilitate the prediction task.
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Another approach proposed in [14] uses word embedding
and network embedding to predict the infobox types for
Wikipedia articles. This information is useful for the type
generation procedure for RDF entities.

In the work done in [15], the authors propose a binary
classifier using structural data and based on machine learning
techniques to predict the types of RDF entities.

The work carried out in [16] consists in proposing an ap-
proach which deals with types prediction by text classification.
Two classifiers have been proposed to achieve this task.

Analysis: After studying the different approaches proposed
in the literature for type detection in Linked Data, we can
deduce that:

• The majority of works do not take into account the
semantic relations between the different components of
the triples.

• Use of different techniques for links detection in related
works, we cite: supervised hierarchical SVM classifica-
tion, statistical heuristic, machine learning techniques,
text classification and word embedding.

– The SVM algorithm is not appropriate for large
datasets and for high number of features.

– The extraction of features by the programmer is the
major disadvantage of machine learning algorithms.
As a result, the data quality suffers. On the other
hand, this task is performed automatically by neural
networks. Deep learning allows for the extraction
of more and significant features and thus produces
better results.

– Using word embedding and statistical heuristics to
predict types does not allow for the extraction of
more significant features from the inputs and the
possible semantic relations between triples. This has
a negative impact on the results quality.

• The results obtained can be improved by proposing other
solutions.

• Several works test their proposed methods on a subset of
DBpedia data, but the tested part is not specified in the
research works.

• The extraction of semantic relationships between different
types (classes) and resources is not addressed in related
works.

• The proposed methods do not assign weights to triples
based on their importance during the type detection task.

In order to achieve this goal, we propose our approach based
on deep learning in order to explore semantic relationships
between the different components of RDF triples. We base
our choice on deep learning models’ ability to learn from
large amounts of data. We added the attention mechanism to
give a weighting to inputs according to their importance.

Therefore, the main contributions of this paper are:

• A proposition of embedding model, which exploit the
semantic relations between RDF triples.

• A neural network based multi-label classification model
for predicting type of resource RDF,

• Using the attention mechanism to improve the quality
of model. By assigning weights to triples, semantic
relationships between RDF resources and types can be
extracted.

• Numerical representation (RDF2Vec) of resources and
predicates in the DBpedia dataset.

• The type detection task is approached as a sequence-to-
sequence problem, where the inputs and outputs are long
sequences.

IV. MATERIALS AND METHOD

Before delving into our approach and giving more details,
we first start by showing where the missing types problem lies
in the ontology proposed by the World Wide Web Consortium
(W3C)1 organization, for modeling uncertain knowledge in the
semantic web. This context is presented in Fig. 1. We use deep
learning techniques for incompleteness processing.

Detecting links in Linked Data is a solution to identify
classes of resources and therefore find new links between data
and minimize incompleteness.

The automatic detection of missing types will improve data
quality and provide reliable answers to queries launched by
the various applications that use Linked Data.

Our solution allows predicting types for resources belonging
to RDF datasets based on predicates and object values. It is
a model built using deep learning techniques. Google Collab-
oratory2 was used for the training phase using the DBpedia
dataset.

A. Modeling problem

Our solution consists in treating the link detection problem
as a multi-label classification problem.

Multi-label Classification is the task of assigning data points
to a set of classes or categories which are not mutually
exclusive, meaning that a point can belong simultaneously to
different classes. In multi-label classification, the examples are
associated with a set of labels Y from a set of disjoint labels
L, Y ⊆ L .

The inputs of our model represent the predicates
(P1, P2, ..., Pn) and objects (O1, O2, ..., On) belonging to
a subject S. These inputs are used to predict the output which
represents the types of the subject S.

B. Construction steps

The different steps of our model construction are mentioned
in Fig. 2.

1) DBpedia Dataset: In order to train our model, we will
use the DBpedia dataset3. The latter is built according to the
Linked Data principles.

1https://www.w3.org/
2https://colab.research.google.com/
3http://gaia.infor.uva.es/hdt/dbpedia2016-10/dbpedia2016-10.hdt
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Fig. 1. Types detection in uncertainty ontology

Our dataset is composed of a set of triples (Subject, predi-
cate, object), where the predicate represents the link between
the subject and the object.

Our goal is to predict missing types (T1, T2, . . . , Tn) for
subjects Si based on their predicates (P1, P2, . . . , Pn) and
objects (S1, S2, . . . , Sn) belonging to our dataset. i.e., for
a given subject Si, we use all its predicates and objects as
inputs to predict its different classes or types. As a result, by
inferring new triples, we can have a more complete dataset.
(Si, P i, Oi).

The first step of our approach is dataset reading, choosing
the triples concerned by the different learning phases, as well
as transforming the format of these triples into a numerical
format.

Once our dataset is ready, we proceed to the pre-processing
step, which consists of transforming the format of the triples
into a format suitable for deep learning models (numerical
representation).

Finally, we limit the number of predicates and objects
belonging to each subject (inputs) to 205 objects, with the
possible types as outputs.

2) Pre-treatments: Data preprocessing is an important or
even crucial step for Machine Learning and Deep Learning.
Data quality can directly affect the model learnability.

This step consists of transforming data into a more suitable
format that can be used by the model. In this step we
transformed each subject, object and predicate into numerical
format. The numerical representation of inputs and outputs
consists of giving numbers for each subject, predicate and

Fig. 2. Steps of our approach to type detection for Linked Data

object. Fig. 3 shows an example of this transformation.

C. Our model proposal

Our model is an encoder-decoder with attention mechanism
which is a neural network design pattern that aids in the
generation of an output sequence for every input sequence.

As shown in Fig. 4, the architecture is composed of two
parts, encoder and decoder. Each part uses deep neural net-
works, more precisely gated recurrent units (GRU) in order to
handle the sequence inputs of variable length.

The attention mechanism is a technique used in neural
networks to focus on certain factors that can influence the

Fig. 3. An example of the preprocessing process
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Fig. 4. Architecture of our encoder-decoder model with attention mechanism

model quality. The major contribution of this mechanism is to
improve the sequence-to-sequence models performance. The
details are mentioned in section IV-C4.

Our model uses as input the different predicates and
objects belonging to the subject, and the types of the latter as
output. We propose an embedding layer for each of the two
components of our model (encoder and decoder).

1) Encoder-Decoder: The encoder-decoder architecture is
used to generate output sequences from input sequences. In
our model, we used GRU cells to build each component.

Our encoder is composed of two distinct modules: the
Embedding layer, and the generated vector containing the
information relating to inputs. This vector is used as the first
hidden state of the decoder, in order to guide the decoder in
its predictions. In what follows, we will detail how it works.

For our decoder, we distinguish two layers, a GRU layer
and a SoftMax layer.

The GRU layer works the same way as the encoder layer
with one exception based on Input/Output:

• The decoder takes as initial input the last hidden state
generated by the encoder. This hidden state contains the
essential information contained in each element of the
input sentence.

• Just like the encoder, the decoder has an Embedding layer
that generates the Embedding vectors from the numerical

representation of each subject.
• To generate a type T i at a time step TSi, the decoder

takes as input: the hidden state, the output generated at
the previous time step TSi−1, as well as the Embedding
vector.

The SoftMax layer predicts a probability distribution over
the possible types, and choose the type with the highest
probability.

2) Embedding layer: The embedding layer allow a
reduced representation of inputs while keeping the semantic
links between the subject’s components. This layer enables
the more features extraction from data.

3) Gated recurrent units: Gated recurrent neural networks
GRU present a solution to the vanishing gradient problem.
They have two gates, one for reset and another for update.
They also use a hidden state mechanism, unlike LSTM which
use a cell state and 3 gates. We will be able to process long
sequences as a result of this.

4) Attention mechanism: The attention mechanism man-
ages and quantifies the interdependence within input elements
(Self-Attention) and between inputs and outputs (General
Attention). This mechanism was introduced to solve one of
the problems of sequence-to-sequence models, namely their
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inability to provide good results when dealing with long
sequences. This problem lies at the decoder level where only
the last hidden state generated by the encoder is used as a
context vector. An attention weight is generated for each input,
giving high weights to the most important inputs in the type
prediction phase. These values will be used by the decoder
for the type prediction based on the results obtained from the
SoftMax layer.

V. EXPERIMENTS

To evaluate the performance of our method, we use the
DBpedia in our experimentation, to test the proposed method.

To this end, we use a subset of the dataset from the DBpedia.

A. Dataset

The DBpedia project is a community effort to extract
structured information from Wikipedia and to make this in-
formation accessible on the Web.

DBpedia is a crowd-sourced community effort to extract
structured, multilingual knowledge from the information cre-
ated in various Wikimedia projects. The DBpedia knowledge
bases are extracted from 125 Wikipedia editions. Altogether
the DBpedia (2016-10) release consists of 13.1 billion pieces
of information (RDF triples) out of which 1.7 billion were
extracted from the English edition of Wikipedia, 6.6 billion
were extracted from other language editions and 4.8 billion
from Wikipedia Commons and Wikidata [17].

In this work, and due to technical constraints (RAM capac-
ity), we used 15292 RDF triples for the different phases. These
triples were divided as follows: 60% for the training phase,
20% for the validation phase and 20% for the test phase. the
different details are mentioned in the Table I.

B. Hyper parameters

Our model uses the ADAM function as an optimizer and the
’Sparse Categorical Cross Entropy’ cost function. The training
phase consisted of 81 epochs. The various details are shown
in Table II.

VI. RESULTS

To evaluate our method for type prediction in Linked Data,
we use the standard evaluation measures: precision, recall
and F-measure. In multi label classification, these criteria are
defined in the following.

The metrics evaluate the multi-label classification system’s
performance, on each test example separately by comparing
the predicted labels with the gold standard labels for each

TABLE I
THE NUMBER OF RECORDS FOR EACH STEP

Dataset DBpedia
Training (60%) 9174

Validation (20%) 3059
Test (20%) 3059

Total (100%) 15292

TABLE II
HYPER PARAMETERS VALUES

Hyper parameter Definition
Optimization function Function ADAM

Loss function Sparse Categorical Cross Entropy
Number of GRU Nodes 1024

Batch Size 64
Embedding size 256

test example. We focus on 3 major example-based metrics, as
defined in [18] [19]:

Precision =
1

p

p�

i=1

�
TP

TP + FP

�
(1)

Recall =
1

p

p�

i=1

�
TP

TP + FN

�
(2)

F −measure =
2.P recision.Recall

Precision+Recall
(3)

Where p is the number of instances in the test set. The true
positives (TP ) is defined as the labels that are identical to
the gold standard labels, false positives (FP ) as labels that
are not true positives, and false negatives (FN) as the gold
standard labels that were missed in the prediction results.

Table III illustrates the different results in two cases:
Encoder-decoder model with Attention Mechanism (AM),
witch represents our solution, and Encoder-decoder model
without attention mechanism.

Histogram in Fig. 5 outline the evaluation results using the
standard evaluation measures defined in Table III.

During the training phase, we obtained a cost function value
of 0.0217 for our model with attention mechanism and 0.0937
for the model without attention mechanism.

After calculating the recall, precision, and F-measure values,
we discovered that our model outperformed the encoder-
decoder model without an attention mechanism.

Fig. 5. Histogram of evaluation results
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TABLE III
RESULTS OF TYPE PREDICTIONS WITH OUR MODEL AND A SIMPLE

ENCODER-DECODER MODEL

Model Precision Recall F-Measure
Encoder-decoder model with AM 86.92 89.00 87.95

Encoder-decoder model without AM 75.16 79.02 77.04

VII. DISCUSSION

According to the presented results in Table III and Figure 5,
we note that our modeling presents a good values for used
evaluation metrics, comparing with encoder-decoder model
without attention mechanism, witch is presented by 86.92%
as precision value, 89.00% as Recall value and 87.95% as
F-Measure value.

The results clearly demonstrated the significance of em-
ploying the attention mechanism. It enables the assignment of
weights to inputs based on their importance. This increases the
accuracy of output prediction. GRU cells positively influenced
the results quality by making the features extraction task from
inputs more efficient.

The results for the encoder-decoder model without an atten-
tion mechanism are less impressive because no attention value
is assigned to the inputs to guide the type prediction process.

These results can be improved by running the model training
phase on more powerful machines and by using larger datasets.

VIII. CONCLUSION

The semantic web community has been researching links
detection and enrichment of Linked Data for last years. The
volume of the available Linked Data on the web has been
increasing considerably, along with the existence of erroneous,
incomplete RDF data, kept this area active.

Links detection is a new research area of the Semantic
Web which studies the problem of finding semantically related
entities lying in different knowledge bases.

One of the most important challenges in Linked Data cloud
is predicting the missing links between the entities, which is
necessary to facilitate the inter-connectivity of datasets in the
LOD cloud, in order to enhance and enrich the information
that is known about them. Moreover, in the LOD cloud,
information about the same entities is available in multiple
datasets in different forms.

Links detection aims to deal with the issue of missing data.
The completeness of the data simplifies decision-making and
task performance in any field of application, including medical
diagnostics, e-commerce and ecological prediction.

In this paper, we have proposed a promising new approach
dealing with the type detection problem in Linked Data. We
have treated this problem as a multi-label classification task
using an encoder-decoder model with attention mechanism,
and we have obtained very good results. However, in the

future, we want to validate our approach by testing it on
different datasets and comparing it with the results of related
works. We intend to propose a method for dealing with
all possible semantic links. We also want to to use NLP
techniques on textual objects and to train our model on large
datasets.
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Abstract—Companies and even institutions have recently tried
to form a reasonable opinion about their products. One way
companies can achieve this is to prepare and distribute adver-
tisements. Some advertising media, such as TV commercials,
are costly and tiresome, so understanding and modeling some
aspects of disseminating product information might be helpful.
The article presents a multi-agent model of spreading trust in
the product among agents based on fuzzy aggregation norms.
When people with a similar opinion about a product discuss it
with others or listen to a commercial, their trust increases, so the
optimistic fuzzy aggregation norm is applied. When people with
different opinions meet, their faith decreases, so the pessimistic
norm is applied. In addition, the paper presents a theoretical
example of this model application, namely, showing the results
of a multi-agent model of spreading confidence in the product
and presenting the results of the NetLogo simulation.

Index Terms—trust dissemination, multi-agent model, fuzzy
aggregation norms, NetLogo application

I. INTRODUCTION

THE advertisement is present everywhere and slowly has
been filling up people’s everyday reality, and it is one

of the systematic business processes where companies use
technology. The methods used for helping people solve differ-
ent business problems and based on information systems that
start as practical business applications should also be analyzed
at the conceptual level at the beginning by considering case
studies, for example [1], [2].

This paper aims to present a theoretic model of spreading
information about a product using fuzzy aggregation norms
applicable in the area of product advertisement. The article
also deals with searching for a method to observe the dissem-
ination of knowledge about products applying the concept of
an agent or an intelligent agent to analyze, model, and visu-
alize the considered process using the NetLogo application.
Multiagents’ idea is used to analyze customer service, sales,
and production scheduling [3], [4].

II. FUZZY LOGIC

When people describe the product, they may use words on
the two extreme levels of the scale of product appreciation,
like perfect or worst, or some intermediate terms like good,
excellent, or wrong. Hence, fuzzy logic is much better to apply
than classical logic [5].

L. Zadeh [6] introduced the concept of fuzzy sets. Let X be
a non-empty space. Then A ⊆ X is called a fuzzy set if it is
a set of pairs {(x, µA(x)), x ∈ X}, where µA : X −→ [0, 1]
is a membership function. Value µA(x) describes the level of
membership of element x to set A.

III. THE FUNCTION OF TRUST DISSEMINATION

The article deals with the dissemination of products of
knowledge or the reputation of scientists. Assume that we are
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interested in the advertisement for one product, which will be
called later the product.

Let A denote the set of agents - people who might have
some knowledge about the product and some level of trust
about its quality. Let T : A → [0, 1] be called the trust
function. Assume that A ∈ A and let us consider five cases:

• T (A) = 1, then the trust of agent A is positive and
perfect, there is no way to change their minds about the
product;

• T (A) ∈ (0.5, 1), then the agent’s trust in the product is
high;

• T (A) = 0.5, then agent A does not have any knowledge
or is perfectly indifferent to the product;

• T (A) ∈ (0, 0.5), then the trust is low;
• T (A) = 0, then agent A does not have any knowledge,

or they dislike the product.
Now we will consider the situation when agents meet and

discuss the product or get some new information about it from,
for example, a TV commercial.

IV. OPTIMISTIC FUZZY AGGREGATION NORMS

The essential characteristic of optimistic fuzzy aggregation
norms is that the examined property level is not less than
before.

Let I = [0, 1]. Then So : I×I −→ I is called an optimistic
fuzzy aggregation norm if it fulfills the following conditions
for each x, y ∈ I:

(O1) So(0, 0) = 0
(O2) So(x, y) = So(y, x)
(O3) So(x, y) ≥ max{x, y}
Let us notice that it can be easily seen that
(O4) So(x, 0) ≥ x for each x ∈ I
(O5) So(1, 1) = 1

Condition (O1) shows that if an agent’s trust in the product
is 0 and they do not get any new information about it, their
faith stays on zero levels (as before). Condition (O2), called
commutativity, says that the order of getting pieces of infor-
mation about the product does not matter. Thanks to condition
(O3), we know that the product trust value is not less than the
level after the meeting with another agent or watching the ad.

Additionally, condition (O4) indicates that if the level of
trust in the product is positive and if the agent does not get
any new pieces of information or advertisement, then the level
of confidence is not reduced.

Let us choose as an optimistic aggregation norm the fol-
lowing function So(x, y) = x + y − xy for each x, y ∈ I . In
this case, So(x, 0) = x for each x ∈ I .

Let us consider an example. Assume that two agents A1 and
A2, with the level of trust t1 = 0.6 and t2 = 0.7 respectively,
meet and discuss the quality of the product. To calculate the
trust of the agents we apply optimistic fuzzy aggregation norm:
T (A1) = So(A1, A2) = t1 + t2 − t1 · t2 = 0.6 + 0.7 − 0.6 ·
0.7 = 0.88. By (O2), we know that T (A2) = So(A2, A1) =
So(A1, A2) = 0.88. Hence, the trust of both agents is equal
and higher than before the meeting. Let us notice that the trust
in the product of both agents in the product is strengthened.

V. PESSIMISTIC FUZZY AGGREGATION NORMS

The essential characteristic of pessimistic fuzzy aggregation
norms is that the examined property level is not higher than
before.

Let I = [0, 1]. Then Sp : I×I −→ I is called a pessimistic
fuzzy aggregation norm if it fulfills the following conditions
for each x, y ∈ I:

(P1) Sp(1, 1) = 1
(P2) Sp(x, y) = Sp(y, x)
(P3) Sp(x, y) ≤ min{x, y}
Let us notice that it can be easily seen that for each x ∈ I

we have
(P4) Sp(x, 1) ≤ x
(P5) Sp(0, 0) = 0

Condition (P1) shows that if an agent believes in a product
entirely and they get any new information about it, their belief
stays on the same one (maximal) level (as before). Condition
(P2), called commutativity, says that the order of getting pieces
of information about the product does not matter. Condition
(P3) shows that if the level of belief in a given product is not
higher than the level of confidence in this product before and
the new piece of faith the agent gets while speaking to other
agents or the source of advertisement (TV, radio). Additionally,
condition (P4) indicates that if the level of belief in a product
is positive and if the agent gets the new perfect piece of
information or advertisement, then the value of confidence is
not increased.

Let us choose as a pessimistic aggregation norm the fol-
lowing function Sp(x, y) = xy for each x, y ∈ I . Then we
can easily see that condition (P4) we can write as follows
Sp(x, 1) = x.

Let us consider an example. Assume that A1 and A2 are
agents with the level of trust t1 = 0.2 and t2 = 0.4,
respectively. After meeting and discussing the quality of the
product, we can calculate the trust of the agents applying the
pessimistic fuzzy aggregation norm: T (A1) = Sp(A1, A2) =
t1 ·t2 = 0.2 ·0.4 = 0.08. By (P2), T (A1) = T (A2). Of course,
the trust in the product is lower for both agents.

Assume that agent A, with the trust t, does not meet another
agent to discuss the product; their faith in the product after
some time will be smaller and equal to T (A) = Sp(t, t).

Let us consider another example. Let agent A, with the
trust t = 0.3, does not discuss the qualities of the product
and does not listen to the advertisement, then after some time:
T (A) = Sp(t, t) = 0.3·0.3 = 0.09. As we can quickly notice,
their trust in the product lowered. When people do not listen
to any information about the product or do not discuss it with
other people, their confidence in the merchandise decreases.
There is one exception, perfectly convinced people. They do
not need any advertisement or talking to other people about
the product, and their trust is still on level 1: T (A) = 1·1 = 1.

VI. MULTI-AGENT MODEL OF THE TRUST-IN-THE
PRODUCT DISSEMINATION

Let A be an agent with the level of trust in the product
equals t ∈ [0, 1] in some period. To design the model of the
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trust-in-the-product dissemination, let us consider three cases.
• If for a given period, the agent does not meet other

agents to discuss the product and does not watch any
advertisement; then we can assume that their trust in
the product suppresses with the forgetting coefficient F
belonging to interval [0, 1].

• If in a given period, the agent is exposed to advertising of
the product or is in the shop selling the product, we can
assume that their trust in the product increases with the
strengthening coefficient S ∈ [0, 1], which value depends
on the level of aggressiveness of this ad.

• If agent A meets other agents A1, A2, . . . , An with levels
of trust in the product equal to t1, t2, . . . , tn, respectively,
then A’s confidence in the product also increases. Hence
the strengthening coefficient M can be calculated as a
maximum of all agents’ trust in this merchandise, M =
max{t, t1, t2, . . . , tn}.

Hence, for the next period of time, agent A trust in the
product is calculated in the following way:

T (A) =





Sp(t, F ) if A has no contact with the advert
So(t, S) if A is exposed to the advert
So(t,M) if A has meetings with other agents

Let us consider the example. Assume that agent A with the
level of the trust in the product equals t = 0.5 in January.
This agent goes for a winter holiday and does not discuss the
product’s properties and is not exposed to the advertisement of
it in February, so the forgetting coefficient is equal to F = 0.9.
In March, this agent takes part in the meeting with two agents
A1 and A2 with the levels of trust in the product equal to
t1 = 0.3 and t2 = 0.7 in March. Finally, this agent watches a
fascinating film on TV with the product’s advert in April, so
the strengthening coefficient is equal to S = 0.8.

Let tmonth = T (A,month) denotes this agent’s level
of trust in the product in the considered month. Hence,
tJan = T (A, Janury) = 0.5. Next, tFeb = T (A, February) =
Sp(tJan, F ) = Sp(0.5, 0.9) = 0.5 · 0.9 = 0.45. After-
wards, M = max{0.45, 0.3, 0.7} = 0.7 and tMarch =
T (A,March) = So(tFeb,M) = So(0.45, 0.7) = 0.45 +
0.7 − 0.45 · 0.7 = 0.84. Finally, tApr = T (A,April) =
So(tMarch, S) = So(0.84, 0.8) = 0.84+0.8−0.84·0.8 = 0.97.
Thus, the presented multi-agent model can simulate the levels
of agents’ trust in the product and the influence of other agents
and the product advertising on the agents’ trust level.

VII. SIMULATION OF THE MODEL OF THE TRUST
DISSEMINATION

A multi-agent simulation of the trust dissemination of the
product was developed in NetLogo’s programmable modeling
environment, in which applications coded in NetLogo are very
convenient to observe agents (turtles) meeting and changing
their opinions about the product.

The simulation started with the group of people represented
by gray turtles showing no knowledge about the product and
advertising media represented by green squares. The simula-
tion follows the Ant Colony Optimization [7] algorithm, which

Fig. 1. The screenshot of the middle phase of the application developed for
the simulation of the trust in the product

applies probability to solve some computational problems that
require looking for paths while traversing plots.

During the simulation, people move, meet other people (dur-
ing these meetings, they exchange opinions about the product),
and meet advertising media (get some information about the
product). Initially, the agents’ trust in the product is 0, and
the media’s is 0.9. During the meetings, the product’s trust
changes according to the fuzzy aggregation norms. Hence,
after some time, agents change their colors according to the
following rules: they stay gray (the trust is smaller than 0.3),
change color to yellow (the trust is between 0.3 and 0.6), - to
blue (the trust is between 0.6 and 0.9) or - to red (the trust is
greater than 0.9).

VIII. DISCUSSION

According to K. Kubiak, referring to A. Lubecka, the
subject of advertising, has become one of the most fre-
quently discussed issues [8]. Institutions that use advertising
to influence the expected behavior use various methods of
reaching a specific audience [9]. In advertising design, the
most commonly used methods are: evoking intense emotional
states, making promises (positive and negative), and using the
image of a public figure. According to the theory of stereo-
types, ad recipients remember these performances as relatively
permanent. Time constraints or the size of the advertising
space, combined with the willingness to communicate, impose
the need to schematize (stereotype) the presented events, so
stereotypes are used because they function on the scale of
society [8].

Even the most straightforward messages affect the knowl-
edge, emotions, or behavior of the recipient, sometimes regard-
less of the will of the message sender. However, there are cases
of manipulating the other person. However, honesty towards
the customer is not the primary determinant of the product
promotion process for some advertisers. Persuasive and argu-
mentative techniques may lead to stereotypes’ consolidation
in the social consciousness [10].
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Advertisements influence emotions and affect product rat-
ings and consumer attitudes. Scientists dealing with this topic
pointed to the vital role of activating memories by advertising.
The strength of emotional reactions also depends on the pur-
pose of viewing the ad. In the minds of consumers, the goals of
observing advertisements may be different; for example, some
people want to get information about a product or have the
pleasure of viewing the aesthetic images. Thanks to cognitive
engagement, product information is processed more accurately,
and emotional engagement results in a more positive atti-
tude towards advertising. Therefore, referring to memories
will increase involvement in processing information about an
advertisement, influencing its evaluation and remembering [5].

In increasing skepticism about the content and declining
credibility of messages about products and services, cus-
tomers’ opinions are more important. In recent years, word-
of-mouth marketing, also known as gossip or recommendation
marketing, is becoming more critical. Its popularity results
from people’s psychological construction because they need to
share their opinions with others [14]. Therefore, the companies
found their hope in word-of-mouth marketing, that is, a selfless
recommendation of products, brands, or services among their
families, friends, or strangers [13].

Word-of-mouth marketing is the oldest, best and cheapest
marketing tool. When people tell the truth about a product, the
effect of such advertising can be striking, but impersonating
an ordinary user praising the product can lead to a loss of
trust and turn against the trader [13]. Word of mouth market-
ing distinguishes into two forms, i.e., face-to-face marketing
and online communication [11]. eWOM (electronic word of
mouth marketing) has recently attracted much interest from
researchers. However, with consumers’ increasing dependence
on information retrieval and the continued growth of social
media, the importance of eWOM should not be overstated [12].
Regardless of the proportion of the phenomenon, the strength
of adverse opinions is higher than positive ones. Therefore, the
company’s task is to strengthen positive thoughts, and weaken
negative [14].

Being recognized is very important also for researchers.
Scientists build their scientific profiles in only one or a few
disciplines or scientific fields, and scientometricians try to find
factors to estimate their contribution to a specific discipline or
a field. One of the models of computer systems for calculating
the contribution to research areas in computer science is
presented in [15]. Moreover, bibliometricians try to visualize
the scientist’s contribution to disciplines based on published
articles and journals’ profiles by choosing the weights of
examined fields empirically [16].

IX. CONCLUSIONS

We present a model based on fuzzy aggregation norms to
describe spreading information about a product that can be
applied in product advertisements. We also use several sim-
ulations to test the basic assumptions of the model. Selected

actions with predefined emotional states and parameters were
simulated in the NetLogo environment.

Summing up, applying optimistic and pessimistic fuzzy
norms has the following properties.

1) The situation with increasing and decreasing trust of the
product among customers can be modeled and analyzed.

2) The influence of Advertising Centers can be modeled.
3) The role of word-of-mouth marketing and its influence

on product trust dissemination can be described.
4) Fuzzy aggregation norms can be used to model the

product trust dissemination in marketing.
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Abstract—A procedure for detecting cognitive impairment in
senior citizens is examined using pupil light reflex (PLR) for
chromatic light pulse and a portable measuring system. Features
of PLRs of blue and red light pulses are compared. PLRs of
elderly subjects were studied in order to develop a procedure for
detection of the symptoms of cognitive function impairment using
a dementia evaluation test. PLRs of both eyes were measured
using blue and red light pulses aimed at either of the two eyes.
The features of PLR waveforms for each eye were remained in
comparable level for every group of participant. Three factor
scores were calculated from the features, and a classification
procedure for determining the level of dementia in a subject was
created using regression analysis. As a result, the contribution
of factor scores for blue light pulses according to a participant’s
age was confirmed.

Index Terms—Pupil, Pupil Light Reflex, Alzheimer’s disease,
feature extraction, logistic regression

I. INTRODUCTION

SYMPTOMS of cognitive function impairment are used to
diagnose Alzheimer’s Disease (AD) and mild cognitive

impairment (MCI). A major diagnostic procedure is the Mini-
Mental State Examination (MMSE), which is based on a set
of face-to-face clinical tests. These require participants to have
sufficient communication skills, however. Therefore, a quicker
and easier objective procedures should be developed.

The study of conventional pupil light reflex (PLR) activity
[1], [2] suggests that as this activity represents to visual
information processing of retinal stimuli and the ability to
activate neural signal transfers, it should be evaluated as an
alternative means of diagnosing cognitive function impairment
[3], [4]. Also, PLR responses based on Melanopsin ganglion
cells [5], [6], [7] can be applied to the study of aged macular
disease (AMD) and AD [5], [6], [8], and the possibility of
their use in diagnosing these diseases has been studied [9],
[10], [11], [12] A simple procedure to detect AMD and AD
patients is required for medical and clinical staff who treat
elderly people [13]. In a sense, a diagnostic procedure using
ocular-motors may be an easy way, as it does not require verbal
communication.

This research was partially supported by the Japan Science and Technology
Agency (JST), Adaptable and Seamless Technology transfer program through
target driven R&D (A-STEP) [JPMJTM20CQ, 2020-2022].

The authors have been conducting feasibility studies about
conducting PLR observations using a portable measuring
system at clinical institutions. During the current survey,
additional elderly people were invited to participate and their
responses were analyzed. Estimation performance and validity
were evaluated. In this paper, the following points are ad-
dressed.

1) Features of PLRs for blue and red light pulses of the
left and right eyes are compared, and the differences are
extracted.

2) The ability of classifying participants as AD/MCI or nor-
mal control (NC) using MMSE score and PLR features.

3) The contribution of the participant’s age is also exam-
ined.

4) Prediction performances of participants with AD or MCI
procedures are developed and evaluated.

II. METHOD

Pupil light reflex was observed in senior citizens who
may be AD patients, pseudo-positive participants, or have no
cognitive impairment i.e., normal.

A. Stimuli

Participants were introduced to a temporary dark space,
where the 5 following experimental sessions were conducted
for 10 seconds each.

1) Condition1: Control session without light pulses
2) Condition2: Blue light pulse to the right eye
3) Condition3: Blue light pulse to the left eye
4) Condition4: Red light pulse to the right eye
5) Condition5: Red light pulse to the left eye
The experiment is designed to study the influence of light

pulses on synaptic connections between both eyes in response
to light pulses to either eye. Light pulses transfer from retinal
ganglion cells on the irradiated eye to sphincters of both
eyes via the Edinger-Westphal Nucleus [14]. The processes
of miosis and restoration were observed in all 4 session. A
short break to be relax was inserted between each session.

B. Procedure

The size in pixels of pupil responses were measured at 60Hz
using an equipment with blue and red light source as shown
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Fig. 1. Equipment to observe pupillary changes

TABLE I
FEATURES OF PLR

Variables Definitions
RA Relative Amplitude of miosis

t_min Time at minimum size
diff_min Minimum differential of size

t_diff_min Time at minimum differential
diff_max Maximum differential of size

t_diff_max Time at maximum differential
diff2_min Minimum acceleration

t_diff2_min Time at minimum acceleration
diff2_max Maximum acceleration

t_diff2_max Time at maximum acceleration

in Figure 1 (URATANI, HITOMIRU). The light sources were
blue (469nm, 14.3cd/m2, 6.5lx) and red (625nm, 12.3cd/m2,
10.5lx). Both pupil sizes were measured over all conditions.
Blink artifacts were removed manually after the measurement.

The experiment was conducted by a clinical physician at
a medical institution, and the procedure was approved by an
ethics committee at Osaka Kawasaki Rehabilitation University.

C. Participants

The valid data was obtained from 101 participants, 66
females and 35 males. Their mean age was 78.5 and the
SD (standard deviation) was 8.9 years. Participants were
selected at a medical institute and MMSE test was con-
ducted. The results were classified into three groups accord-
ing to MMSE scores. These were AD (Alzheimer’s disease,
with MMSE<=23), MCI(Mild cognitive impairment, with
MMSE<=27) and others, whose conditions was NC(Normal
Control). The distribution was as follows:

• AD: 31(F:21, M:10), Mean age:83.0, SD:6.3 years.
• MCI: 9(F:5, M:4), Mean age:82.1, SD:6.3 years.
• NC: 61(F:40, M:21), Mean age:75.6, SD:9.2 years.
As the age of participants may influence their condition,

four age levels were created: less than 66 years old (0), 66-75
years old (1), 76-85 years old (2), higher than 85 years old
(3). Though participants were older persons who might have
some health problems, these points were not considered in the
following analysis.

III. RESULTS

A. PLR waveforms

An example of PLR waveforms for a NC participant is
shown in Figure 2. The horizontal axis represents time, and the
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Fig. 2. Examples of PLR of both eyes for four conditions (NC participant,
76yo, M), categories:[light color][irradiated eye]-[observed eye]
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Fig. 3. Examples of PLR of both eyes for four conditions (AD participant,
87yo, F), categories:[light color][irradiated eye]-[observed eye]

vertical axis represents pupil size in pixels for the experimental
conditions 2∼5. There are some differences in pupil size
between the left and right eyes at the initial point. The legend
“BR-R” means that Right pupil response when Blue light
irradiates to Right eye, and also “RL-R” means that Right
pupil response when Red light irradiates to Left eye. Also,
levels of contraction are different between conditions as in the
previous work, which presented PLR responses to blue or red
light pulses [6]. Another example of an AD patient is shown in
Figure 3. Some typical features are observed such as deviation
during the restoration process after the constriction. Several
features of waveforms were extracted in order to compare
groups of participants in relation to the previous study [12]
as shown in Table I.

The first hypothesis is that there is a feature difference
between the left and right eyes when light pulses are directed
at either eye. The hypothesis was examined using a t-test of
features of both eyes, such as between irradiated eye and non-
irradiated eye. The features were extracted from standardized
waveforms in order to reduce the potential differences.
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TABLE II
FACTOR LOADING MATRIX FOR PLR FEATURES

Variables Factor1 Factor2 Factor3
diff_min 0.87 -.13 0.09
diff2_min 0.76 0.06 0.16
diff2_max -.83 -.17 0.22
diff_max -.36 0.08 0.15
RA -.24 0.78 -.09
t_min 0.22 0.73 0.14
t_diff2_min -.13 -.00 0.49
t_diff_min -.05 -.03 0.36
t_diff_max -.11 0.23 0.36
t_diff2_max 0.06 0.07 0.30

Fig. 4. Comparison of factor scores between stimuli (f1∼f3: factor scores
for Factor 1∼3)

In the results of the test, there are no significant differences
in any of the features. There were a few exceptions, but the
results did not coincide with the results of either colour of
light pulse.

B. Factor analysis and factor scores

Since every feature includes measurement errors and in-
dividual differences, the latent factors are extracted using
factor analysis according to the method used in the previous
study [12].

The results of factor analysis are shown as a factor loading
matrix in Table II. In this paper, three factors are employed,
and the overall contribution ratio of the factors is 45.5%.
Factor 1 represents the differential rate and acceleration of
pupillary change, Factor 2 represents the features of contrac-
tion such as relative amplitude and it’s time, and Factor 3
represents the times for the differential rates and acceleration,
as mentioned in Factor 1.

Three factor scores are calculated using the factor loading
matrix. When these scores of both eyes are compared, there
are also no significant differences.

The factor scores for experimental conditions are summa-
rized and compared in Figure 4. Changes in Factor-2 scores
suggest a continuous decrease according to the experimental
conditions. Also, there are significant differences in the three
factor scores of blue and red stimuli. Within a colour stimulus

condition, there are significant differences in the three factor
scores for blue light pulses, and significant differences in
Factor-2 scores for red light pulses (t(402) = 2.13, p < 0.05).
The differences between sessions using the same colour con-
dition should be considered, in particular the differences for
blue light should be evaluated separately.

In addition, the factor of age level on factor scores is
examined using two-way ANOVA of participant groups and
age levels. Though the factor for the participant groups is not
significant, the factor for age level is significant for Factor-
1 scores (F (3, 801) = 19.9, p < 0.01), and the interaction
between the two factors (age and participant group) is also
significant (F (2, 801) = 9.4, p < 0.01) Therefore, the factor
of age may affect the differential and the acceleration of
pupillary change as presented in Factor-1.

The influence of a subject’s level of dementia on PLR
features was not confirmed in the above analysis. The factors
of stimulus light wavelength and the age of patient were
significant and are the major components of the deviation. In
order to examine the effectiveness of the extracted features for
a prediction of cognitive function impairment, an estimation
procedure using a logistic analysis which had been introduced
in a previous study [12] was conducted. Here, both MCI
and AD patients are merged as the “AD+MCI” group since
the number of MCI participants is limited. The probability
of cognitive impairment is calculated using factor scores
for each participant. As there are no significant differences
between eyes, averaged features of responses of both eyes
are employed. In considering the differences between session
stimuli, two sets of features for blue light conditions and
averaged features for red light conditions are introduced, for
a total of 9 variables altogether.

Table III shows a summary of several prediction models and
AUC (Area under the Curve) as an index of accuracy of binary
classification for a ROC (Receiver Operating Characteristic
Curve). Since a threshold for the classification may depend
on the diagnostic policy such as reducing False positive rate,
the accuracy is evaluated using AUC. An example of ROC
for Model 2 is illustrated in Figure 5. Model 1 consists of
9 factor scores, Models 2 and 3 include age level or age.
Model 4 employs significant contributing variables using a
stepwise selection technique. Participant’s age information
aids classification performance.

Probabilities for the classification of cognitive impairment
based on Model-2 are calculated, and the relationships between
MMSE scores and the probabilities are summarized in Figure
6. The horizontal axis represents MMSE scores, and the

TABLE III
PREDICTION MODELS USING FACTOR SCORES OF PLRS

Model Variables AUC
1 9 factor scores 0.77
2 9 factor scores + age group 0.84
3 9 factor scores + age 0.84
4 Selected variables: 5 factor scores + age group 0.84
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Fig. 5. ROC for Model 2 (AUC=0.84)

MMSE score

Fig. 6. Relationship between MMSE scores and computed probabilities

vertical axis represents the probability. Participants who were
tested using MMSE are plotted in the figure according to
their participant group, AD, MCI or NC. Confirmation of the
contribution of a participant’s age is shown in Figure 7, where
the horizontal axis represents the age. In this figure, cognitive
impairment can be observed in subjects over 70 years old, and
the probability increases markedly from around 70 onwards.
When the threshold for AD+MCI is set to 0.5, 80 percent of
participants are classified correctly. The AUC is 0.84 as shown
in Table III.

Mean probabilities for the groups of AD+MCI and NC by
age level are summarized in Figure 8, in order to evaluate the
contribution of age level. Overall, mean probabilities increase
with age level. In particular, the probability of AD+MCI
increases over age 75 while mean probability of NC remains
under 0.5.

Fig. 7. Change in probabilities according to participant’s age

ad+mci

Fig. 8. Comparison of mean probabilities between AD+MCI and NC groups

C. Variable selection of the regression function

Model-4 in Table III was generated using a variable selec-
tion procedure. All 5 selected variables are factor scores for
blue light pulses during two test sessions, and factor scores
for red light pulses were not used. The fitting index AUC
is comparable with the values of the other functions. This
suggests the possibility that prediction can be made using
responses to blue light pulses. More detailed points regarding
this will be summarized in the following discussion section.

IV. DISCUSSION

In the first hypothesis, cognitive impairment may be affected
by the influence of the oculomotor nerve, which connects
retinal ganglion cells to the pretectal area on the synaptic path.
However, no significant differences in the extracted features
were observed during several chromatic light pulses, though
there were some differences between the experimental ses-
sions, as shown in Figure 2. One of the possible reasons is the
dependence on the accuracy of measurement, because feature
extraction is based on point estimation. In particular, the
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small pupils of senior citizens may influence the measurement
of temporal change of pupil size. Another problem may be
that the extracted features focused on the constriction phase
of PLRs without allowing for the restoration phase which
follows. The PLR difference between the left and right eyes
should be measured carefully in considering the above points.
During the main analysis, AD+MCI group was set to the
specific target of prediction. As a diagnostic application, the
level of cognitive impairment need to be able to be estimated
using features of PLRs if it is to be would be effective. If
it were possible, AD and MCI should be classified using
weighted levels.

The factor scores for blue but not red light pulses were
selected once more for use in a regression model, following
a stepwise procedure. The dominance of blue light pulses
for the prediction was confirmed in a previous study [11],
[12]. The possible reason for this may be based on the first
hypothesis, which could not be confirmed according to the
above evaluation, however. Therefore, a more detailed analysis
needs to be conducted.

In this study, other metrics of cognitive functional ability
have been observed such as VSRAD (Voxel-based Specific
Regional analysis system for Alzheimer’s Disease), HDS-R
(Hasegawa’s Dementia Scale-Revised) and MoCA-J (Japanese
version of Montreal Cognitive Assessment). The development
of an alternative diagnostic procedure which considers the
level of cognitive functioning together with these metrics will
be a subject of our further study.

V. SUMMARY

A procedure for detecting the level of cognitive impairment
of senior citizens is examined using pupil light reflex (PLR)
for chromatic light pulses and a portable measuring equipment.
Features of PLRs are compared between blue and red light
pulses.

1) PLRs are compared between left and right eyes when
light pulse provides either eye. In addition, the latent
factor scores of PLR features are also extracted. There
are no significant differences in features and factor
scores between the left and right eyes, however.

2) Factor scores and participant’s ages were analyzed in or-
der to classify individuals into groups such as AD+MCI
and NC. Participant’s age information contributed to
classification of the groups. During the regression anal-
ysis using a variable selection procedure, factor scores
for blue light pulses were extracted. PLRs for blue light
pulses are key to accurate prediction.

A more accurate prediction procedure and method of analy-
sis of the response mechanisms will be subjects of our further
study.
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Abstract—The paper presents an AI-based model which de-
pending on the input of a woman for a finite number of menstrual
cycles helps in determining the possible ovulation dates as well
as possibility of some health risks e.g., Premenstrual Syndrome,
Luteal Phase Defect etc. The architecture of the model consists of
three layers, namely analyzing and detecting the features from a
single cycle, analyzing cycle level concepts based on the analyzed
features, and analyzing the user’s health risks based on the cycle
level concepts accumulated over a finitely many cycles.

I. INTRODUCTION

IN THE last decades, in parallel to the industrial and social
progress, several healthcare paradigms have appeared in the

scientific medical community. These paradigms are proposing
changes in the way in which healthcare is deployed in our
society. The image of Traditional Medicine, were physicians
are artists that are isolated and taking decisions based only on
their knowledge and experience, are changing to a new doctor
always connected and with access to the last evidence existing
in a globalized world. [1]

As examples of new paradigms of medical treatment author
of [1] refers to Evidence-Based Medicine [2], Personalized
Medicine [3] etc. The key issue in all of them is to create the
protocols and guidelines for medical care by combining the
knowledge from the existing literature of medicine, experience
of the professionals, as well as the input parameters, habits,
life style, and preferences of the individual patients. However,
implantation of Evidence-Based medicine and personalized
medicine together in a platform of healthcare have some
challenges; one way it needs standarization of protocols at
least with respect to the consensus of a group, and on the other
hand, it needs to be case sensitive by considering treatments

Co-financed by the EU Smart Growth Operational Program 2014-2020
under the project ”Developing innovative solutions in the domain of detection
of frequent intimate and hormonal health disorders in women of procreative
age based on artificial intelligence and machine learning - OvuFriend 2.0”,
POIR.01.01.01-00-0826/20.

out of the guidelines in the context of the patients who have
different responses to the standard treatment.

The concern of this paper is related to what has been
mentioned in the paradigmatic change in medical treatment,
in particular in the context of infertility [4] which has be-
come a civilization disease. According to statistics every fifth
couple, trying to conceive (TTC), has a problem to achieve
pregnancy in the first 12 months of efforts, and this tendency
is increasing [5]. Moreover, the age of women trying for the
first child statistically shifts towards 35, which increases a risk
in pregnancy, including the birth of a child with defects.

This paper is in continuation of a series of papers [4], [6]–
[8] that attempted to establish a paltform, known as OvuFriend
1.01, for helping women in determining the possibility of
conceiving and understanding the hidden risk of getting related
health problems based on their data input. The platform of
OvuFriend 1.0 is provided as a mobile app where an user
can put the data related to her physical and mental states
during a specific menstrual cycle, and the underlying algorithm
of the app helps to get an analysis of the possibility of
conceiving or not conceiving. As mentioned in [8], OvuFriend
1.0, the result of a R&D project finished in 2020, brought the
company OvuFriend a big commercial success because of its
underlying AI algorithm [7] dedicated to the prediction and
confirmation of ovulation supporting the natural endeavour for
family planning methods [9].

As a continuation to the above mentioned achievement
the second R&D project, called as OvuFriend 2.0, is aimed
at extending the previous platform by adding the ability of
analyzing and assessing the risk of having certain health
disorders based on the given input of a woman. Identifying
the increased risk will give a chance to refer to the right
doctor and heal the ailment faster. In particular, the project

1www.ovufriend.pl
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focuses on the analysis of whether a particular user has
the possibility of having the risk of Premenstrual Syndrome
(PMS2), Luteal Phase Defect (LPD3), benign growths like
polyps, fibroids4 in the uterus, Polycystic Ovary Syndrome
(PCOS5) or hypothyroidism6. PMS is a combination of symp-
toms that many women get about a week or two before their
period. Severe PMS symptoms may be a sign of premenstrual
dysphoric disorder (PMDD). On the other hand, LPD is a
health condition that may play a role in infertility. Fibroids
and polyps too may cause infertility or recurrent pregnancy
loss. This paper focuses on the schemes for detecting PMS,
LPD, and other anatomical changes like polyp and fibroids.

The general scheme in OvuFriend 2.0 for having an AI
based app determining the possible days of ovulation as well
as the possibility of the above mentioned health risks goes
to a great extent in the line of Evidence-based Medicine and
Personalized Medicine. In particular, the following features,
that are included in the model proposed by OvuFriend 2.0,
strengthen the support for a Personalized Medicine.

It has three hierarchical levels, known as Detector level,
Cycle level, and User level.
(i) At the detector’s level the user can put information related

to her mental and physical health over one complete
cycle. A set of attributes are chosen by the medical
experts. Based on the provided input by a particular
user the values for those attributes are determined by a
team of medical experts and they are tagged against the
information details of the patient. So, while preprocessing
the data, the model aggregates the perception of the user
as well as the knowledge and experience of a team of
experts.

(ii) Based on the values of the attributes from a completed
cycle, certain compound concepts such as ovulation hap-
pened, days of ovulation, follicular phase interval, luteal
phase interval, PMS score etc are determined. These
are called cycle-level concepts and for determining such
concepts the system is fed with some relevant formulas
involving the attributes prefixed at the detector level.
These formulas are formulated by abstracting relation-
ships among different attributes as described by a team
of medical experts based on their knowledge from the
literature and personal experiences. So, in the proposed
model the mathematical formulations of the interrelation-
ships among different attribute values are discovered by
aggregating a team of medical experts’ opinions.

(iii) In the third level, the system aggregates the data related to

2https://www.womenshealth.gov/menstrual-cycle/premenstrual-syndrome
3https://www.webmd.com/infertility-and-reproduction/guide/luteal-phase-

defect
4https://progyny.com/education/female-infertility/understanding-uterine-

fibroids-polyps/
5In this condition the ovaries produce an abnormal amount of androgens,

that are usually present in women in small amounts [10].
6Hypothyroidism means the thyroid gland does not produce enough

thyroid hormones, which can lead to changes in the menstrual cycle.
(https://helloclue.com/articles/cycle-a-z/hypothyroidism-and-the-menstrual-
cycle)

the detector level as well as the cycle level concepts of
a particular user for a finitely many cycles. This level
focusing on the user’s history is known as the user’s
level. The examples of the user level concepts are risk
of PMS, risk of LPD, risk of infertility etc. Here, the
system calculates the probabilistic ratio of the above
mentioned cycle level concepts over the total number
of cycles considered for a particular user. Moreover, the
system is also fed with a threshold value for each such
user level concepts and these threshold values are learned
or even adjusted based on the opinions of the medical
experts and the histories of already recorded and analysed
cases. If the respective ratio for a particular user level
concept is greater than the prefixed threshold for that
concept the system notifies the user about the possibility
of such health risk. So, at this level the threshold, chosen
for a particular health risk, is set based on both experts’
knowledge and current existing evidences of such cases.

The above discussed general scheme is presented in Fig. 1.
The process of determining ovulation was described in the
previous publication as part of the scope of the previous project
(Ovufriend 1.0) [7].

Thus, as a whole the model endorses a three-layered hi-
erarchical learning and reasoning mechanism based on the
knowledge and experiences of a team of medical experts,
perceptions of the users, and already recorded evidences
to the system. Furthermore, the hierarchy of approximating
fuzzy concepts is developed by using the quantifiers of fuzzy
linguistic summaries in the process of inferring and making
local decisions [11], [12]. From this angle, the model designed
in OvuFriend 2.0 complies to a great extent to the need of
personalized and evidence based medicine. On the other hand,
the model also endorses some features of Interactive Granular
Computing (IGrC) [13], [14], by incorporating perception of
the current health situation of a woman based on the individual
spatio-temporal windows of the physical world and actual
physical interactions in the form of measuring attributes in
the given space and time windows.

The content of the chapter is organized as follows. Section
II presents the development made under OvuFriend 2.0; it is
divided into several subsections describing the schemes for
determining PMS, analysing the risk of LPD, and indicating
anatomical changes related to polyp, fibroids etc. Further
in section III, the reference set, used for experiments, is
described, and the obtained results are explained in section
IV. The paper ends with a concluding section indicating future
directions of developing the model.

II. AI ALGORITHMS DETERMINING WOMEN HEALTHCARE
RISKS

In this section we would present the framework of
OvuFriend 2.0 by describing the AI algorithms and schemes
for determining whether an user has the risks of certain health
diseases. Specifically, we focus on the health diseases such
as PMS, LPD, Fibroids and Polyps. All these schemes are
discussed below in separate subsections.
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Fig. 1. General scheme for OvuFriend 2.0

A. Scheme to determine risk for PMS

The prerequisite to start this scheme is to collect data related
to the physical and mental health of a woman before, during,
and after a complete menstrual cycle. After the completion of
a cycle, with the gathered data, analysis for the risk of PMS
starts. Initially, the data is processed to investigate whether the
ovulation has occurred and whether it is possible to determine
the day of its occurrence. At this stage all concepts pertaining
to the detector level are analysed and determined. For example,
if ovulation has been determined, an attempt is made to
indicate two intervals of equal length falling into the follicular
phase and the luteal phase of the cycle respectively.

The length of the intervals depends on the length of men-
struation, the day of ovulation, and the length of the total cycle.
A complete cycle means number of days between starting of
the menstruation in one month to the starting of the same in the
next month. The beginning point of the first interval is chosen
as the k-th day after the end of the monthly menstruation of
the current month, where the value for k is prefixed in the
algorithm. If the length of cycle is x and number of days of
the current month menstruation is m, then each interval has
to be of length x−(k+m)

2 and hence the beginning point and
the end point of the first interval are respectively m + k and
x+(k+m)

2 . Consequently, the beginning point of the second
interval is x+(k+m)

2 and the the end point is x, the last day of
the cycle.

Now, if the intervals are successfully determined, the coef-
ficients of occurrence of the physical symptoms and mood

symptoms characteristics of PMS are calculated. The set
of mood symptoms is presented in the Fig. 5. This set of
symptoms and formulas for calculating the coefficients based
on them are defined based on the interactions with a team
of medical experts and aggregating their consensus of gath-
ered knowledge and experiences about variations of different
moods, feelings and physical impacts observed in women
during the menstrual cycles. Each such symptom related to
physical or mood aspects is counted and it is checked whether
they occur in both the phases or only in the second phase. If
there is at least one physical symptom or mood symptom that
occurs in both phases, the algorithm reduces the weights in
the respective formula calculating the mood feel coefficient or
physical feel coefficient. Usually the physical or mood impacts
during the second phase are only reflected in the occurrences
of PMS, and that is why, while some symptoms are observed
in both the phases, the possibility for PMS is decreased by
reducing the weights. Finally, by aggregating the number of
physical symptoms and the mood symptoms in a particular
phase the coefficients are calculated separately for the physical
symptoms and the mood symptoms according to the following
formulas. Fig. 2 shows the algorithmic flowchart behind the
described process for determining the cycle level concept PMS
score, denoted as PMSscore.

Let us denote the two phases as P1 and P2 respectively.

PiMoodFeelCoeff =
(SumOfOccurrencePiMood)

K1 × PhaseLength
×α+(1−α)

(1)
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Fig. 2. Complete scheme for calculating PMS risk vulnerability (2 diagrams)

where i = 1, 2 and α ∈ (0, 1),

P2PhysFeelCoeff =
(SumOfOccurrenceP2Phys)

K2 × PhaseLength
×β+(1−β)

(2)
where β ∈ (0, 1).

The symbols SumOfOccurrencePiMood and
SumOfOccurrencePiPhys, used in the above equations,
respectively indicate the number of mood and the number of
physical symptoms occurred in a particular phase Pi. The
symbols K1 and K2 represent respectively the total number
of all moods and physical symptoms listed in the system. The
factors α and β are parameters to control the significance of
the given components in the final calculation of the result.
The formulas are designed by a team of scientific experts
based on the general description given by the medical experts
regarding the effect on physical and mental health of women
during a cycle as well as keeping into account the observed

patterns of cases available in the record. Based on the above
coefficients the cycle-level concept, namely PMS score is
calculated in accordance to the following formula.

PMSscore =
P2MoodFeelCoeff

P1MoodFeelCoeff
+

P2PhysFeelCoeff

w1
(3)

where w1 is the weight chosen by a team of medical experts.

At the beginning, the algorithm also fixes a threshold for
PMS score by taking into account already available records
of patients. The threshold may vary over time based on the
changes in the patients’ record, and thus, in some sense
the underlying algorithm keeps a possibility of learning the
threshold for PMS score based on the current evidences. Based
on this threshold whether an user has the PMS susceptibility
or not is determined just by checking if the obtained score is
greater or equal to the prefixed threshold. If during the current
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cycle the algorithm determines PMS susceptibility for an user
the algorithm passes to the next level where the degree of PMS
risk is calculated for a particular user based on the observations
of finitely many cycles.

The cycle level compliance data is used to investigate PMS
risk at the user level. If over the selected period of n months
there are at least k cycles with PMS susceptibility, then the
PMS risk is assigned to the user, and its degree is calculated
simply by the value of k

n in the range [0, 1]. The flowchart,
presented in the Figure 2, shows a complete overview of the
algorithm specifying PMS susceptibility and PMS risk for a
particular user.

B. Scheme to determine risk for LPD

The general prerequisite for running the algorithm to deter-
mine the risk of Luteal Phase Defect (LPD) [15] is common to
all considered disorders but differs in details. At the beginning
stage, preprocessing of the input data and analyzing the
detector level concepts such as whether ovulation has occurred
are performed, and then based on that the boundary conditions
are calculated. These conditions are verified using fuzzy quan-
tifiers of linguistic summaries operating on multivariate time
series (e.g., the quantifier exists) [16]. The specific scheme of
LPD differs from that of PMS in the formula that is fed to the
algorithm in order to calculate the susceptibility of LPD and
then consequently its degree of risk.

Similar like, PMS score, here the AI algorithm is fed with
a formula for calculating LPD score, given by the following
equation.

LPDscore = w1 ∗ LutParameters+ w2 ∗DecFer (4)

Here both LutParameters,DecFer ∈ [0, 1] and they
respectively denote the values for Luteal Phase Parameters
and Decreased Fertility. The Luteal Phase Parameters are
determined based on the luteal phase length and various other
factors related to the analysis of bleeding during the luteal
phase. On the other hand, the Decreased Fertility concerns
about the observation of the period of time in which the
attempts are made for conceiving a child, the number of
miscarriages (they are estimated on the basis of pregnancy tests
performed and the length of the cycle compared to the typical
lengths of the cycle and luteal phase for a given user), etc.
Both the respective values for LutParameters,DecFer are
obtained based on the input data of the particular user; whereas
w1, w2 are some weights that are chosen by the team of
experts based on their collective knowledge regarding which of
LutParameters and DecFer are significant to what extent.

Once in the cycle level the algorithm determines the pos-
sibility of LPD, it passes to the next level and as in the case
of PMS risk the algorithm calculates the degree of risk for
LPD; that is, if in the selected period of n months there are
at least k cycles with LPD susceptibility, then the LPD risk is
simply the value of k

n . For an overview of the whole scheme
the readers are referred to Fig. 3.

C. Scheme for indicating anatomical changes like polyps and
fibroids

As in the cases for PMS and LPD, here also the analysis for
the presence of anatomical anomalies starts with the data of a
complete cycle of an user. The primary analysis is manifested
by focusing on the data related to inter-menstrual bleedings or
spots. As usual, initially, the data is processed to investigate
whether the ovulation has occurred and whether it is possible
to designate a possible ovulation date. At the same time, the
detector level concepts are also determined and then cycle
label concepts are analyzed in the same fashion as mentioned
in the cases of PMS and LPD.

If the required data is obtained during a complete cycle so
that the algorithm becomes able to determine the occurrence
of ovulation or an-ovulation, the process proceeds to the
next stage of the examination of the disease. The cycle level
concepts, which are associated to the symptoms characterizing
the particular diseases like polyp or fibroids, are selected. On
their basis, a score is calculated in accordance to the formula
presented below.

Score = w1 ∗DisMens+w2 ∗DecFer+w3 ∗ PhysSymp (5)

Here all the weights w1, w2, w3 are chosen by the team of
experts, and DisMens, the value for the parameters corre-
sponding to disordered menstruation, DecFer, the value for
decreased fertility, and PhysSymp, the values corresponding
to physical symptoms related to such diseases, are obtained
from the input data of a particular user. All these values are
scaled in the interval [0, 1] based on the information related to
inter-menstrual bleeding, long-lasting menstruation, intensity
of menstruation, miscarriage, long trying time for conceiving,
pelvis pain, polyuria etc.

As before, in this context also if a cycle’s score is greater
than or equal to the cut-off value, which is set through some
learning process, the cycle is assigned anatomical susceptibil-
ity at that particular cycle level. Then its grade is calculated
in the range of [0, 1] depending on out of n cycles in how
many cycles the algorithm agrees with the susceptibility of
anatomical changes occurred in the case of a particular user;
in other words, it is simply k

n if in k such cycles susceptibility
of anatomical changes is detected.

The full scheme for determining the possibility of such
diseases as polyp, fibroids, can be visualized in Fig. 4.

III. REFERENCE SET BASED ON EXPERTS KNOWLEDGE

In order to estimate the effectiveness of the algorithms
detecting anomalies, a reference set has been created con-
sisting of cycles described by the experts. For each cycle
the experts are provided the information e.g., the chance of
an anomaly occurrence expressed by a value in the range
[0, 1] and a comment explaining the assessment made. They
are also provided with a cycle visualization containing the
basic data needed to determine the ovulation, as well as the
information of already predicted ovulation (product of the
OvuFriend 1.0 project). In addition, the visualization contains
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Fig. 3. Complete scheme for LPD risk vulnerability (2 diagrams)

a series of low level data (e.g., group of symptoms) broken
down by observation days. As a whole it can be considered as
a multidimensional time series indexed with the days of the
ovulatory cycle. An example of a visualization labelling form
for PMS can be found in Fig. 5 [17], and the same for luteal
phase deficiency (LPD) can be found in Fig. 6. The form for
tagging polyps and fibroids are similar to the one for LPD.
It is extended with a few additional attributes and it is shown
in Fig. 6. The reference set consists of 900 menstrual cycles,
and in the category of ”Anatomical or hormonal abnormalities
with inter-menstrual spots” each cycle is tagged for both the
presence of NFL and anatomical changes. The number of
items in the set has grown steadily as successive sets of cycles
are submitted for tagging. Subsequent sets of cycles are drawn

TABLE I
THE SAMPLE SIZE BY CLASS AND TYPE OF ANOMALY. PC - POSITIVE

CLASS, NC - NEGATIVE CLASS

Anomaly # PC % PC NC % NC
PMS 300 164 55% 136 45%
LPD 300 147 49% 153 51%
Polyps and Fibroids 300 160 53% 140 47%

on the basis of the given criteria, selected in such a way that
it helps to obtain a similar size in the positive class (minimum
score 0.5) and the negative class (score below 0.5). The size

of each class, broken down by a group and the types of
anomaly, is presented in Table I. In each of the three groups
of anomalies, the sample is well-balanced, where the share of
the positive class ranges from 49% to 55% of the sample.

IV. EXPERIMENTS AND RESULTS

In order to evaluate the effectiveness of the prototypes of
the algorithms, four experiments have been conducted for
each of the three disorders. Overall the methodology looks as
follows. Each of the experiments involves a different number
of repetitions such as 1000, 500, 100, and 10, respectively for
ReSample evaluation [18]. Each time 33% of cases from the
reference set are drawn. Training is performed on the selected
subset, and testing is performed on the remaining 67%. On
each iteration, the intersection of both sets remains empty. The
values of the cut-off thresholds of rankings for all described
disorders are learned in each iteration from training set that
consists of 100 cycles (33% of 300 tagged cycles). The test
procedure that returned the values for contingency table are
processed on 200 cycles each time. Single iteration results are
stored in the contingency table. Finally, all TP (True Posi-
tive), TN (True Negative), FP (False Positive) and FN (False
Negative) are summed and then measures of effectiveness
are calculated. The obtained results for 1000 repetitions are
presented in the Table II.
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Fig. 4. Complete scheme for determining risk vulnerability of polyps and fibroids (2 diagrams)

The case for TP is assigned when the cycle is tagged with
at least 0.5 by the medical experts and the algorithm has
calculated the score that positioning the cycle in the positive
set of a given disease; on the other hand, the case for FP
is assigned when the experts have given mark below 0.5 but
the algorithm has classified the case into positive class. The
case for TN is obtained when the experts have assigned less
than 0.5 and the algorithm has calculated score under the
learned threshold. Finally the cases for FN is indicated when
the algorithm has calculated the score value under the learned
threshold but from the experts it receives a mark greater
or equal 0.5. The evaluation results for 500 repetitions are
presented in the Table III.

The obtained results for 100 and 10 repetitions are presented
in the Table IV and Table V respectively.

In the project, the team of medical experts consists of three

highly qualified medical scientists, and the decisions regarding
tagging cycles have been made based on discussion within the
team. As the values, selected after tagging, are already agreed
with the consensus of the whole team they do not require
additional processing in order to be used for evaluation.

The presented results of the experiments concern the first
stage of the project, in which the parameters of the algorithms
are learned from the tagging of medical experts. The labels
were made on the data constituting the subjective observations
of the system users and the measurements of the physical
parameters (e.g.„ BBT, cervical mucus, cervix position, etc.)
and the subjective labels of the team of experts. In the next
stage, the data and the final evaluation will be extended on
the real test results, that are used by the doctors to make the
diagnosis. In this way, the algorithm will be tested against the
real hardcore medical data.
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Fig. 5. PMS labelling form prepared for medical experts to evaluate susceptibility of selected cycles. Form is based on such attributes as: bleeding, mucus,
bbt, cervix, mood swings, tearful, stressed, nervous, depressed, angry, furious, tiredness, bloating, problem with the concentration, appetite for sweets, sleep
disturbance, breasts pains, constipation, etc.

TABLE II
RESULTS AVERAGED OVER 1000 ITERATIONS OF THE RESAMPLE ROUTINE. ABBREVIATIONS: # - SAMPLE, TP - TRUE POSITIVES, TN - TRUE

NEGATIVES, FP - FALSE POSITIVES, FN - FALSE NEGATIVES, PR - PRECISION, RE - RECALL, F1 - F1 SCORE, ACC - ACCURACY, POL-FIBR - POLYPS
AND FIBROIDS

Type # TP TN FP FN PR RE F1 ACC min_F1 max_F1 min_ACC max_ACC
LPD 200000 88650 87920 13991 9439 0.864 0.904 0.883 0.883 0.781 0.925 0.795 0.920
PMS 200000 96685 70710 19921 12684 0.829 0.884 0.856 0.837 0.715 0.900 0.725 0.885
POL-FIBR 200000 86714 82157 10990 20139 0.888 0.812 0.848 0.844 0.731 0.900 0.760 0.895

V. CONCLUSION

AI and machine learning based techniques are nowadays
prevalent in every sphere of life and the healthcare industry is
also not out of that influence of automated decision support.
In the Introduction, the terms like personalized medicine and
evidence based medicine are presented in the context of the
need for a new paradigm of medical treatment. It is expected
that in the new context, treating a patient should not be an
isolated process conducted by an individual doctor based on
his/her knowledge and experience about a particular field of
medicine. Moreover, there should be a standardization in the
process of treating a particular disease by different doctors.

In this regard, the attempt of OvuFriend 2.0 has been to
develop an AI-based model for women health care where
based on the input of a particular user the model can suggest
the possibility of certain health risks. The architecture of the
model is developed in such a way that the system has an

interface of user in order to gather input data as well as
an interface of a team of medical experts who based on a
consensus creates a protocol for standardizing lowest level
concepts, known as detector level concepts, and determining
their values. Based on a complete cycle of data and values
selected for detector level concepts the next level concepts,
known as cycle level concepts, are analyzed and evaluated.
Finally, at the highest level, known as user level, the degree
of risk for certain cycle level concepts are computed by
considering the values obtained for those concepts for a finitely
many cycles.

Firstly, the user interface of the model keeps it sensitive
to the user’s perceptions and thus incorporates the aim of
personalized medicine. Secondly, the interface for a team of
medical experts keeps the possibility open for discussion,
standardization, and revision of the defining criterion for med-
ical concepts, and at the same time the process of treatment
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Fig. 6. Luteal phase deficiency and polyps tagging form prepared for medical experts to evaluate susceptibility of selected cycles. Form is based on such
attributes as: bleeding, mucus, bbt, cervix, age group, increased BMI, extended trying time, miscarriages in history, etc.

TABLE III
RESULTS AVERAGED OVER 500 ITERATIONS OF THE RESAMPLE ROUTINE. ABBREVIATIONS: # - SAMPLE, TP - TRUE POSITIVES, TN - TRUE

NEGATIVES, FP - FALSE POSITIVES, FN - FALSE NEGATIVES, PR - PRECISION, RE - RECALL, F1 - F1 SCORE, ACC - ACCURACY, POL-FIBR - POLYPS
AND FIBROIDS

Type # TP TN FP FN PR RE F1 ACC min_F1 max_F1 min_ACC max_ACC
LPD 100000 44317 44071 7035 4577 0.863 0.906 0.884 0.884 0.789 0.921 0.805 0.915
PMS 100000 48043 35454 9965 6538 0.828 0.880 0.853 0.835 0.754 0.902 0.745 0.885
POL-FIBR 100000 43523 41078 5618 9781 0.886 0.817 0.850 0.846 0.747 0.910 0.770 0.905

TABLE IV
RESULTS AVERAGED OVER 100 ITERATIONS OF THE RESAMPLE ROUTINE. ABBREVIATIONS: # - SAMPLE, TP - TRUE POSITIVES, TN - TRUE

NEGATIVES, FP - FALSE POSITIVES, FN - FALSE NEGATIVES, PR - PRECISION, RE - RECALL, F1 - F1 SCORE, ACC - ACCURACY, POL-FIBR - POLYPS
AND FIBROIDS

Type # TP TN FP FN PR RE F1 ACC min_F1 max_F1 min_ACC max_ACC
LPD 20000 8808 8833 1394 965 0.863 0.901 0.882 0.882 0.783 0.921 0.795 0.915
PMS 20000 9687 7025 2049 1239 0.825 0.887 0.855 0.836 0.760 0.911 0.760 0.895
POL-FIBR 20000 8672 8245 1122 1961 0.885 0.816 0.849 0.846 0.751 0.900 0.775 0.890

does not remain in the hand of one individual. Thirdly, the
underlying AI algorithm has a updating mechanism which
with time changes certain thresholds for analyzing health risks
based on the already available records of the patients. Thus, the
model incorporates a learning mechanism as well as supports
the idea of evidence based medicine.

In the present version of the model, there are some aspects
where lie the possibility of extension and improvement. Let
us list them as immediate directions for future research.

• One of them is to make the two above mentioned inter-
faces interactive by introducing a language of dialogue
[19], [20] so that the underlying treatment protocol can
be updated or revised based on even a particular user’s
input. In the present model, certain weights for a par-
ticular health disease does not depend on the input of a

particular user. Incorporating this direction may make the
model more dynamic in learning the optimized care for
a particular user.

• In the present context, the formulas determining the
values for the cycle level concepts and the user level con-
cepts are fixed. In this context also there is a possibility of
using machine learning techniques in order to learn a set
of possible rules or formulas for diagnosing certain health
risks based on the already existing evidences and making
the process of diagnosing more flexible and evidence
driven.

The current state of the algorithms shows a very good
quality of the results achieved by the algorithms, while the
real test will be their modernization and incorporation of
data from medical examinations into operation. It will be a

ŁUKASZ SOSNOWSKI ET AL.: ARTIFICIAL INTELLIGENCE IN PERSONALIZED HEALTHCARE ANALYSIS 759



TABLE V
RESULTS AVERAGED OVER 100 ITERATIONS OF THE RESAMPLE ROUTINE. ABBREVIATIONS: # - SAMPLE, TP - TRUE POSITIVES, TN - TRUE

NEGATIVES, FP - FALSE POSITIVES, FN - FALSE NEGATIVES, PR - PRECISION, RE - RECALL, F1 - F1 SCORE, ACC - ACCURACY, POL-FIBR - POLYPS
AND FIBROIDS

Type # TP TN FP FN PR RE F1 ACC min_F1 max_F1 min_ACC max_ACC
LPD 2000 902 873 120 105 0.883 0.896 0.889 0.888 0.845 0.924 0.855 0.920
PMS 2000 950 709 209 132 0.820 0.878 0.848 0.830 0.831 0.869 0.815 0.845
POL-FIBR 2000 868 824 115 193 0.883 0.818 0.849 0.846 0.791 0.877 0.810 0.875

milestone which, if achieved, will guarantee another success
for applications and system users.
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Abstract4 This study is devoted to process optimization for

commercial sharing of e-vehicles. The model describes a system

with one-way trips and relocations of e-vehicles between sectors

by service personnel according to a dynamically compiled list

of service trips. The model includes an algorithm for increasing

the expected income, depending on the dynamically selected e-

vehicle transfer. The implementation of the MIP (Mixed-Inte-

ger Programming) type algorithm pays particular attention to

its performance, as optimization should be performed dynami-

cally within few hours' intervals. The developed model has been

validated for its practical application in Riga, Latvia.

Keywords- Sharing of e-Vehicles, One-way Trips and 

Relocations, Mixed-Integer Programming.  

I. INTRODUCTION

USTAINABLE  development  requirements  in  the  EU

provide guidelines for improving the transport system,

first and foremost by reducing CO2 emissions. One of the

possible solutions to achieve the goal is to switch to the use

of electric vehicles (e-vehicle). According to [1], e-vehicle

sharing systems benefit both users and the society in general.

The two main benefits for individual users include reduced

personal  transport  costs  and  improved  mobility.  Research

has shown that e-vehicle sharing reduces the average num-

ber of kilometers travelled by a vehicle and is likely to re-

duce traffic congestions [2] and CO2 emissions [3]. 

S

Vehicle  rental  approaches  tend  to  be  classified  in  two

large groups [4]: (1) traditional rental4when customers re-

ceive  and  transfer  vehicles  after  use at  specially  arranged

points of leasing firms and rental will take one or more days

4and (2) vehicle sharing4when vehicles can be taken for

use anywhere, even for a very short period of time, and may

be left anywhere at the end of the trip. Vehicle sharing has

quickly gained popularity. The growth rate of the service has

increased during the COVID-19 pandemic, - as it allows ur-

ban populations to avoid the need to travel to their destina-

tion via public transport.

The main challenge facing  e-vehicle sharing rental  sys-

tems is to achieve the optimal (the most profitable) deploy-

ment of vehicles in a city. This requires relocating e-vehicles

quickly to the most profitable sectors of the city which in

ð ð The research leading to these results has received funding from the

research project "Competence Centre of Information and Communication

Technologies" of EU Structural funds, contract No. 1.2.1.1/18/A/003 signed

between  IT  Competence  Centre  and  Central  Finance  and  Contracting

Agency, Research No. 1.15 <Use of artificial intelligence for optimization

of e-mobility solutions=.

turn causes additional costs. The studies [5] show that tech-

nical relocation of vehicles take approximately 14% of the

total distance carried out by the vehicles. Optimization algo-

rithms are used to give recommendations to system holders

on the need to relocate vehicles to achieve a <more cost-ef-

fective= deployment and, hence, higher returns.

This study offers an e-vehicle sharing model that considers

the dynamics of relocating e-vehicles in a city. The proposed

model is designed to fully meet the requirements of real sys-

tems and differs from all known solutions.

The  paper  is  structured  as  follows:  a  theoretical  back-

ground on vehicle sharing models (Section 2),  an original

vehicle sharing model proposed by the authors (Sec-tion 3),

a short discussion on the research findings (Section 4), and

conclusions (Section 5).

II.RELATED RESEARCH

A. Review of Sharing Models

Although  scientific  literature  on  e-vehicle  sharing  is

broad, the authors of other works as well as the authors of

this  study  conclude  that  the  scientific  literature  currently

available does not offer a model that, along with parameters

such as the number, size and location of charging stations,

the size of the car fleet, would also consider the dynamics of

vehicle relocations and system balancing when reserving of

e-vehicles is used. The existing models [6] and [7] either use

station locations without considering vehicle relocations [7]

or use station locations, assuming only a limited subset of

stations corresponding to the current demand should be ser-

viced [6]. If vehicle relocations are modeled vehicle move-

ments and associated costs are only considered at the end of

the operating period (usually daily) and, therefore, affect the

size of the available fleet [1].

According to [8] which studies an example of a city in

Southern California, even 3-6 vehicles can be sufficient to

provide 100 trips daily and achieve optimal customer wait-

ing  times.  Meanwhile,  about  18324  vehicles  would  be

enough to reduce the number of vehicle relocations. The au-

thors conclude that,  in addition to the number of vehicles

(per  trip),  the  relocation  algorithm  and  the  charging  ap-

proach used are key factors for the successful use of such a

system.

Boyaci [1] highlights the importance of the service level,

which, in his view, influences the access of potential users to
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e-vehicle stations, i.e. (1) the distance between the location

of the e-vehicle and the destination, respectively,  from the

point of start and arrival of the e-vehicle, and (2) the avail-

ability of e-vehicles at stations. On the other hand, the num-

ber and size of the stations and the size and availability of

the e-vehicle fleet at <real  time= at the <particular station=

are affected by the costs of establishing and operating the e-

vehicle sharing system.

According to the classification of [4], the e-vehicle shar-

ing system analyzed in this paper is: 

(1) a  commercial  solution  as  the  aim  is  to  generate

maximum income,

(2) station-based  3  e-vehicles  are  deployed  in  any

available parking place and the city is  divided into

areas - stations, 

(3) one-directional  as  the  customer  is  allowed  to  not

return the e-vehicle to the start point of the trip,

(4) with relocations as the service staff moves e-vehicles

to potentially more favourable places in the city, 

(5) with dynamic  booked trips  as  an  e-vehicle may be

rented by the customer anywhere, at any time without

prior e-vehicle reservation.

Increased profits for commercial e-vehicle sharing can be

achieved by supplying vehicles to the places in a city where

customers  will  need  them with  the  highest  probability  as

well  as  increasing  the relocation  efficiency.  The e-vehicle

sharing models proposed by other authors differ significantly

from those proposed in this work. 

B. Optimization Algorithms

An optimization algorithm that was matching to the task

of  this  study  is  the  Mixed-Integer  Programming  (MIP)

model, which maximizes profits on the assumption that next

trips, the availability of fixed stations and availability of re-

location staff are known. 

The model described in [9] has a deficiency from model

of this study. It is designed on the assumption that  future

trips are known, e.g, customers order the vehicles indicating

starting  and  ending  stations  and  the  duration  of  the  trip.

Originally, the authors examined the possibility of predicting

customer trips based on the data history of many previous

trips.   However,  the  experiments  failed  to  obtain  a  suffi-

ciently reliable forecast for future trips, so this idea was re-

jected. On the other hand, if the trips forecast is not suffi-

ciently precise, the model defined by [9] does not provide a

credible relocation plan,  i.e.,  the vehicles will  possibly be

moved to places where customers will not need them. 

Consequently, the [9] algorithm is not used directly in the

study, and the authors have developed an original algorithm.

III. VEHICLE DEPLOYMENT MODEL

The model consists of several successive steps:

÷ dividing the city into sectors and estimating the costs of

moving e-vehicles between sectors, 

÷ identification of repeated trips,

÷ determining the value of an e-vehicle in a specific sector

and time, 

÷ forecasting of booked trips,

÷ an estimate of the total profitability of the e-vehicle at a

given moment before relocation.

÷ compiling a list of profitable relocations,  

÷ optimization of the relocation execution plan, 

÷ estimation of the total profitability of the e-vehicle after

relocation,

÷ creating of relocations plans.

In this chapter, the model will be discussed informal fleetly,

leaving a description of the formalized model to other paper.

A. Station-based Algorithm

According to [9], the continuous division of the transport

sharing service area into sectors (other studies referred to as

stations) does not significantly affect  optimization. Cluster

analyzing the history of trips and knowing the specific char-

acteristics of the area, Riga city was divided into sectors as

can be seen in Fig. 1.

Fig. 1. Division of Riga, Latvia in sectors (using OpenStreetMap:

www.openstreetmap.org/copyright)

However, division of territory into sectors must be carried

out under several conditions. First, the sectors need to be rel-

atively small to place a vehicle in the area for the client to

reach it within <reasonable= time (the accumulated real data

set shows that customers are ready to spend up to five min-

utes for reaching a vehicle). Secondly, the driving time be-

tween  two  adjacent  sectors  must  be  comparable.  Thirdly,

within one sector, customers' behavior must be comparable,

i.e.,  customers  make  trips  from the  respective  sector  uni-

formly frequently. 

B. Forecasting User Trips

While sharing  e-vehicle  users in Riga  city do not make

all requests a day in advance, certain user trips can be sched-

uled with high possibility, using historical trip data. Using

cluster analysis,  <routine arcs=  can be found: regular  trips
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that consistently start and end the day from day to day in the

same sectors, at approximately the same time. 

C. Estimation of Sectors9 Income

The purpose of relocation is to place  e-vehicle  in areas

where they are in demand and profits are expected accord-

ingly. In sharing systems with booking in advance, a full es-

timate of demand and expected profit is known prior to the

planning of relocation operations. But in our case, requests

are made in real time. Therefore, to take tactical decisions on

relocation operations, it is necessary to be able to carry out

an alternative assessment to which stations to move the e-ve-

hicles.

One potential solution that this study looks at is the mod-

elling of expected income using historical data. The model

of expected incomes describes the average expected benefits

over a specific time period from a e-vehicle parked in a par-

ticular sector that can be rented by users. The expected in-

come most probably will vary from station to station, as well

as it will change over a day:  In <peak hours= the expected

income will be higher, in <quiet hours= less.

Modelling  the  expected  incomes  may not  only  provide

tactical  support  in the planning of resettlement operations,

but also give general impression on the behavior of sharing

e-vehicle users. Comparing the expected income at different

times, different weekdays, and different stations, it will be

possible to draw conclusions that can also help you to make

strategic,  long-term  decisions,  such  as  handling  different

sectors or deploying charging stations.

D. Estimation of Expected Income Using Historical Data

From the history of  e-vehicle  rentals in different sectors,

you can do an assessment of expected income in each sector

for the next day. This data is taken from historical informa-

tion about e-vehicle rentals. 

Fig. 2. Expected income for the sectors on Monday

Estimated forecasted incomes on Monday for the four sec-

tors are summarized in Fig. 2. Data shows that there are sig-

nificant differences between revenues for different sectors,

as well as expected income changes by day. Moreover, some

of the sectors can be very profitable only in specific time in-

tervals  and unprofitable in  all  others.  For example,  in  the

morning it is more convenient to move a car to sector D than

to sector C, but after 1 PM a car in Sector C will be more

profitable than a car parked in Sector D.

E. Weekly variations

There is a difference in estimated income for a particular

sector between weekdays.  From simple assumptions about

the  behavior  of  e-vehicle  sharing  users,  there  can  be  ex-

pected  that  demand  for  shared  cars,  so  expected  income,

could vary significantly between business days and holidays.

Indeed, such a phenomenon can be observed in the esti-

mated expected income for the sector A, as shown in Fig. 3.

Although there  is  a  variation  in  the  expected  income be-

tween business days, there is a very significant difference in

the expected income on holiday.

Fig. 3. Expected income in <Sector A= in different days of week

As there is a significant but hard-to-predict difference be-

tween weekdays,  it  is  necessary  to  calculate  the  expected

earnings for each day of the week separately.

F. Variation in Historical Data

A related subject matter related to the modelling of fore-

casted income from historical data is how old historical data

is effectively used. Since the number of shared cars is lim-

ited, a full history may be considered for usage to reduce the

<noise= in the data gathered.  However,  as a counter argu-

ment for the use of historical data, there can be mentioned

that user demand for shared cars is not static but is changing

in the result of seasonal or other long-term processes. It is

also concluded that, to keep the calculation of the intended

income used up to date, the expected in-come should be re-

calculated on a regular basis.

G. Limitations of the Proposed Method

While the method of estimating the expected income pro-

vides a valuable numerical  estimate of the cost of parking

sharing e-vehicle in specific sectors, effective use of the de-

scribed method must be aware of its shortcomings and limi-

tations. For example, the method may provide inaccurate re-

sults if too many e-vehicles are placed in a particular sector,

or the area of the sector is too small. Similarly, it is neces-

sary to have a reliable history of bookings to estimate the ex-

pected income, and it may not be available when starting a

sharing e-vehicle operation in a new region.  
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The following chapters describe two main shortcomings

and limitations for estimating of the expected income.

H. Linearity Assumption

In the definition and calculation process described above,

there is an assumption that the estimated income for a partic-

ular e-vehicle parked in a sector does not depend on the total

number of parked vehicles in that sector. At a large number

of e-vehicle parked in the same sector, you can see that this

assumption is flawed; if the number of e-vehicle parked in

the sector significantly exceeds the demand for shared e-ve-

hicle in this sector, the average per e-vehicle income will be

low. 

Information collected from historical data (see Fig. 4) al-

lows you to analyze the veracity of the statement described.

The graph shows the average number of rented cars in the

sector F over two hours, depending on the number of parked

cars in this sector.

Fig. 4. Proportion of rented cars in <Sector F=

The picture shows that  the percentage of cars  rented in

this sector is almost constant at a small number of cars (55%

of the cars located in the sector will be rented within two

hours). Hence, the possibility of renting a particular car does

not depend on the total number of cars in the sector at low

number of available cars. And therefore, the expected per car

income does not depend on the total number of parked cars

in the sector. 

The breakpoint in the sector F, when the described rev-

enue model is ineffective, is around 14 cars. However, the

typical number of cars in the sector F is lower, so the de-

scribed model for calculating the expected income is an ac-

ceptable approximation. Similar data analysis and finding a

breakpoint can be used to find a flexible demand limit for

each sector.

I. Usage of Historical Data 

The described method for calculating of expected income

is based on the existence of historical  data.  Unlike demo-

graphic-based models, the described model cannot be used

when starting a sharing e-vehicle rental system in a new city

or expanding operations into new sectors.

Reliance  on  the  historical  data  prevents  a  model  from

rapid responding to changes in demand for shared e-vehicle,

or to price policies. The described expected income estima-

tion algorithm will work most accurately if variations in the

shared e-vehicle system are minimal.

Small  sectors  may lack  data to  adequately  calculate  ex-

pected income due to data noise.  This phenomenon limits

the lower size of sectors, thereby affecting the constructing

of sectors.

J. Car-sharing Income Optimization by E-vehicle 

Relocation

Increasing income is possible by moving cars from low-

income sectors to higher-potential sectors, but of course con-

sidering the costs of relocation. The location of e-vehicles at

a given time determines the total value of all e-vehicles. This

can be increased by moving the e-vehicle between sectors

and finding the optimal location with the highest  possible

value. 

The  work  of  optimization  is  primarily  inspired  by  the

Mixed-Integer  Programming (MIP) model  proposed by C.

Gambella, E. Malaguti, F. Masini, and D. Vigo for optimiz-

ing relocation operations in electric car-sharing [9]. The pa-

rameters discussed in the previous sections are passed to the

optimization algorithm and it finds a new e-vehicle location

by sectors that give the highest potential revenue, as well as

a relocation plan to obtain this location. 

In the case of many sectors and e-vehicles, the work of the

algorithm may require significant computational resources/

time. Therefore, it was assumed that the optimization algo-

rithm was given a time limit during which the best of the

considered  variants  is  found,  without  guaranteeing  to  find

the optimal solution. 

As a result of the optimization algorithm execution, three

reports are generated:

÷ a plan for relocation of e-vehicles between sectors,

÷ work plan for e-vehicle relocators,

÷ potential income change report.

IV. RESEARCH FINDINGS

The proposed solution uses historical data of shared e-ve-

hicles 4 the intensity of trips across different sectors of the

city, depending on season, day of week and clock time. This

data can  be  obtained by recording  events  that  the  service

provider information system can manage. The division of the

city  into  sectors  is  also  carried  out  using  historical  data,

which in turn affects the permissible set of relocations and

their costs. The model described is therefore applicable after

the introduction of a shared transport service and the accu-

mulation of historical data.

It should be acknowledged that e-vehicle rental services

can be organized in many ways. The company offering ser-

vices in Riga city, Latvia, provides a dynamic optimization

of e-vehicle relocation approach. Obviously, the service ca-

pabilities determine the complexity of the model and its ef-

fectiveness. The rapid development of IoT will offer ever-

new service capabilities that will require ever-new solutions.
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This calls into question the need for a single, universal solu-

tion.

To  estimate  the  potential  income  growth  that  can  be

achieved by moving e-vehicles between sectors, the reloca-

tion  for  a  different  number  of  e-vehicles  and  sectors  was

simulated (see Table 1). In the result of the simulation, there

was concluded that  e-vehicle relocation increases  the total

income by more than 15%.
Table 1.

Potential income increase (results of simulation)

Numbe

r of

vehicles

Number

of

relocator

s

Numbe

r of

sectors

Number

of

relocatio

n

Potential income 

Before After

12 2 30 9 82.44 167.03

40 5 30 9 502.20 571.85

56 7 30 23 552.72 583.50

60 5 57 22 781.56 952.10

The potential income calculated in the table is an estimate

of all cars in the sectors combined. The potential income is,

of course, indicative and cannot be determined as an abso-

lute value but its changes show the relative effect of reloca-

tions on the potential income.

V. CONCLUSIONS

The study offers a model for the use of shared e-vehicles,

described as a commercial  system with one-way trips and

dynamic relocations of e-vehicles between city sectors, with-

out pre-booked trips. The model consists of the following set

of  parameters:  breakdown of the  city  in  sectors,  maximal

number of available cars, number of cars per sector, set of

possible relocations, parameters characterizing e-vehicle re-

locations, number of available relocators.

The parameters used in the model allow to describe the

operation of a real system:

÷ The strategic level determines the number of e-vehicle

available for sharing and the maximum number of e-ve-

hicle to be placed in each urban sector. 

÷ At the tactical  level,  historical  shared vehicle data al-

lows calculating the profitability of e-vehicle depending

on the season, day of the week, usage time and city sec-

tor in which e-vehicle is placed. 

÷ At the operational level, the total daily income is esti-

mated as a sum of the average expected income over a

specific  period of  time from all  e-vehicle  placed  in a

specific sector that can be rented by users. 

The study provides an algorithm that optimizes expected

income based on the set of selected relocations using the val-

ues of the above parameters. When implementing an algo-

rithm, special attention should be paid to its performance as

optimization  must  be  performed  dynamically,  within  few

hours9 interval.

The vehicle sharing model proposed in the study is only

one step towards an optimal solution. The model only partly

describes real-life processes, such as e-vehicle battery capac-

ity and technical parameters and prices. Similarly, the model

does not consider cases where it is beneficial for several cus-

tomers to use the same e-vehicle when a route is agreed. In

addition, the work does not analyze the risks posed by con-

current  usage of  shared  e-vehicle.  Such  a  study has  been

conducted for e-commerce [10] and e-scooters [11]. These

issues may be the content of further studies. 
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Abstract—This paper aims to introduce a novel Temporal
SWARA-SPOTIS method for multi-criteria temporal assessment.
The proposed method combines the Step-Wise Weights Assess-
ment Ratio Analysis (SWARA) method for determining the
significance values of particular periods and the Stable Preference
Ordering Towards Ideal Solution (SPOTIS) method for the
multi-criteria assessment. The developed method was applied for
assessing the sustainable use of renewable energy sources (RES)
by European countries in various branches of the economy and
industry, considering multiple criteria and the dynamics of results
change over time. The application of the proposed method is
presented in an illustrative example covering the assessment of
30 selected European countries over the five years 2015-2019.
The presented approach proved its usefulness in the problem
investigated and provided reliable results indicating that the best-
scored countries regarding sustainable use of RES are dominantly
the Nordic countries.

I. INTRODUCTION

RENEWABLE energy sources (RES) play an essential role
in the sustainable economy. The increase in RES partic-

ipation in various domains contributes to limiting greenhouse
gas and pollutants emissions and reducing countries’ depen-
dence on imports of non-renewable energy sources. The efforts
to increase the RES share cover different dimensions. Among
them is electricity generation from RES such as Hydro, Wind,
Solar, Biomass, Geothermal, and Wave (tidal). Besides, energy
policies promoting RES usage include increasing the RES
share in energy consumption in transportation and heating
and cooling sectors. Thus, appropriate measurement tools are
necessary to assess the achievement of planned goals and
evaluate regions [1].

Reliable assessment of sustainable RES use requires si-
multaneous consideration of dimensions such as economic,
environmental, and social [1]. The assessment methodology
for multi-criteria RES problems should consider different
aspects, such as various types of RES, several attributes of
the location for RES-generating infrastructures, and different
sectors in which RES are produced and consumed [2]. Multi-
criteria decision analysis methods (MCDA) fulfill these re-
quirements [3]. Many research papers are focused on evalu-
ating RES problems. Multi-criteria assessment of countries in
terms of preparation for the sustainable energy transition was
performed using Preference Ranking Organization METHod
for Enrichment of Evaluation (PROMETHEE) II and Ana-
lytical Hierarchy Process (AHP) [1]. A comparative analysis

employing Characteristic Objects METhod (COMET), Tech-
nique for Order of Preference by Similarity to Ideal Solution
(TOPSIS), Vise Kriterijumska Optimizacija I Kompromisno
Resenje (VIKOR), and PROMETHEE II, was conducted to
assess the European countries in terms of energy consumption
with particular attention to RES share [3]. MCDA methods
were applied to evaluate infrastructure and technologies for
generating electricity from RES. COMET and Stable Prefer-
ence Ordering Towards Ideal Solution (SPOTIS) were used to
evaluate solar panel alternatives regarding selected technical
attributes of assessed options [4].

The literature review confirms the usefulness of MCDA
methods in the multi-dimensional evaluation of RES for a
single moment. However, a clear research gap is visible,
including the lack of simultaneous respect for the performance
variability over the time analyzed. Several MCDA attempts
of temporal approach can be found in the literature, like the
TOPSIS-based approach considering the variability of results
over time. This approach considers evaluating alternatives
using TOPSIS individually for each analyzed year. Results are
re-evaluated using TOPSIS and weights assigned to years [5].
The authors of another research adapted the PROMETHEE II
method to perform a multi-criteria evaluation of temporal sus-
tainable forest management [6]. This approach aggregates the
results of comparing pairs of criteria in each period. The rank
relations are converted to preference relations for each pair of
alternatives and each period in the next stage. However, the
procedure described is complex, making applying to complex
hierarchical models containing multiple criteria challenging.
This paper introduces the Temporal SWARA-SPOTIS method
developed for multi-criteria temporal evaluation. The appli-
cation of the proposed method is illustrated in the example
of a temporal multi-criteria assessment of selected European
countries in terms of RES use in various branches of the
economy and industry.

The rest of the paper is organized as follows. Section II
gives the background and formulas for SWARA-SPOTIS.
The following section III introduces the practical problem
of sustainability assessment focused on RES exploitation by
European countries is introduced. The next section IV presents
and discusses research results. Finally, in the last section V
conclusions are provided, and future work directions are
drawn.
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II. METHODOLOGY

A. The Temporal SWARA-SPOTIS method

Step 1. Create the temporal decision matrix S = [sip]m×t

including in columns the utility function values (weighted
normalized average distance values) calculated by SPOTIS for
each ith alternative i = 1, 2, . . . ,m in pth periods analyzed,
where p = 1, 2, . . . , t. The SPOTIS steps are presented in [7].
In this research criteria weights were determined using objec-
tive weighting method called CRITIC demonstrated in [8].

Step 2. This step involves determining the significance
of particular periods using SWARA [9]. Rank periods in
descending order according to their significance. Period p1
is the most significant.

Step 3. Establish comparative importance ratio c among
investigated periods. Start with the period p2 and define how
much period p1 is more significant than p2. Determine cp
ratio using values in the range from 0 to 1, analogously
to percentage. Value of comparative importance ration c1 is
determined for periods p1 and p2. Then, identical procedure is
followed up to period pt. Comparative importance determined
between pt−1 and pt is denoted by ct−1, where t represents
number of all periods to investigate.

Step 4. Compute the coefficient kp values according to
Equation (1), where p represents periods ranked in descending
order according to their importance.

kp =

�
1, p = 1
cp + 1, p > 1

(1)

Step 5. Calculate initial weights vp for particular periods as
Equation (2) presents.

vp =

�
1, p = 1
vp−1

kp
, p > 1 (2)

Step 6. Determine final SWARA weights wp for each period
according to Equation (3).

wp =
vp�t
p=1 vp

(3)

Step 7. The three final stages involve the Temporal
SWARA-SPOTIS assessment of matrix S including SPOTIS
utility function values s in the form of weighted average dis-
tance values calculated for alternatives for each period p. First
step includes determination of the normalized distances dip
for each alternative Ai from Ideal Solution Point Sæ according
to Equation 4. Sæ is represented by Smin since the SPOTIS
creates rankings by sorting alternatives in ascending order,
considering utility function values received by alternatives in
each period. Alternative with the lowest utility function value
is regarded as the best-evaluated option.

dip(Ai, s
æ
p) =

|sip − sæp|
|smax

p − smin
p | (4)

Step 8. Compute the final temporal utility function values
for each alternative as Equation (5) shows

d(Ai, s
æ) =

t�

p=1

wpdip(Ai, s
æ
p) (5)

where wp represents SWARA weights assigned for particular
periods.

Step 9. Generate the final Temporal SWARA-SPOTIS rank-
ing of evaluated alternatives involving the full investigated
time by sorting values d(Ai, s

æ) obtained in the previous step
in increasing order. The best-evaluated option has the lowest
d(Ai, s

æ) value. Rankings are compared using two correlation
coefficients: Weighted Spearman rank correlation coefficient
rw described in [4] and Spearman rank correlation coefficient
detailed in [10]

III. THE PRACTICAL PROBLEM OF EUROPEAN COUNTRIES’
CONSIDERING TEMPORAL ASSESSMENT OF RES USAGE

The framework for temporal assessment of sustainable RES
using is based on annual data provided by Eurostat in a
database collected with the SHARES (SHort Assessment of
Renewable Energy Sources) tool [11]. Particular criteria are
included in Table I.

TABLE I
CRITERIA FOR SUSTAINABLE RES USING ASSESSMENT.

Cj Criterion name Goal Unit

C1 Annual electricity generation from Hydro Max [% of E]
C2 Annual electricity generation from Wind Max [% of E]
C3 Annual electricity generation from Solar Max [% of E]
C4 Annual electricity generation from Solid

biofuels
Max [% of E]

C5 Annual electricity generation from all other
renewables

Max [% of E]

C6 Annual consumption of renewable electric-
ity in road transport

Max [% of T]

C7 Annual consumption of renewable electric-
ity in rail transport

Max [% of T]

C8 Annual consumption of renewable electric-
ity in all other transport modes

Max [% of T]

C9 Annual consumption of renewable electric-
ity from compliant biofuels in transport

Max [% of T]

C10 Annual final energy consumption in heating
and cooling

Max [% of H&C]

C11 Annual derived RES based heat in heating
and cooling

Max [% of H&C]

C12 Annual derived RES based heat in heating
and cooling for heat pumps

Max [% of H&C]

C13 Gross final consumption of energy from
renewable sources in electricity

Max [% of G]

C14 Gross final consumption of energy from
renewable sources in heating and cooling

Max [% of G]

C15 Gross final consumption of energy from
renewable sources in transport

Max [% of G]

There are criteria covering generation of electricity from
RES (C1–C5) and its consumption (C6–C15). Data in the
mentioned database are available in the unit KTOE (Thousand
tonnes of oil equivalent). However, in an attempt to provide a
more reliable and objective assessment, this research employed
percentage data representing the share of each measure in
each sector. This approach enables the reduction of inequalities
between the countries caused by non-modifiable factors such
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as area, geographical location, and population, which objecti-
fies the assessment. Therefore, this framework considers RES
percentage share in sectors considering all energy sources,
such as electricity production (E), energy consumption in
transport (T), heating and cooling (H&C), and gross final
energy consumption (G). The goal of each criterion is maxi-
mization because the assumption of sustainable development
is to increase the share of RES in all sectors.

Performance values in the form of percentages of criteria
representing the use of RES in particular sectors for 2015–
2019 are available in the GitHub repository at [12] in a dataset
folder. The results of a multi-criteria temporal assessment
concerning sustainable RES are presented in the following
section IV.

IV. RESULTS

This section presents the results of the temporal multi-
criteria assessment of RES exploitation in European countries
performed by the SWARA-SPOTIS method. Criteria weights
were determined for each year using the CRITIC method.
Then, each decision matrix was evaluated by the SPOTIS
method. Next, a decision matrix containing utility function
values obtained by countries in each year was created. The
next step was determining the significance values for each
period using the SWARA method. Then, a decision matrix
including SPOTIS utility function values for each year was
evaluated using the SWARA weights. The resulting vector
with Temporal SWARA-SPOTIS utility function values for
each country aggregates annual results into a single score. The
obtained Temporal SWARA-SPOTIS utility function values
were then ranked in ascending order, according to the SPOTIS
rule. It can be observed that Sweden (A27) is the leader of
both rankings in all years analyzed. Thus, Sweden is expected
to be the ranking leader aggregating the grades achieved in
the analyzed period. For the other countries, performing a
reliable assessment incorporating the dynamics of performance
changes over time is no longer straightforward and intuitive.
Instead, it requires using an appropriate methodology, such
as Temporal SWARA-SPOTIS. Table II contains the results
of the subsequent stages of the SWARA method applied to
determine the significance of particular periods.

TABLE II
SWARA WEIGHTS OF PARTICULAR YEARS INVESTIGATED.

Year cp kp vp wp

2019 - 1 1.0000 0.3839
2018 0.5 1.5 0.6667 0.2559
2017 0.5 1.5 0.4444 0.1706
2016 0.5 1.5 0.2963 0.1137
2015 0.5 1.5 0.1975 0.0758

The most recent year is considered the most significant,
while for the earlier years, the significance gradually de-
creases. In applied strategy, each subsequent year is 50%
more significant than the year preceding. The advantage of
the proposed method is that the decision-maker can arbitrarily

model the relevance of each period by setting values of
comparative importance ratio cp for each period. It implies
that 2016 is 50% more significant than 2015. For subsequent
years, the procedure is analogous. Column wp contains the
final SWARA weights calculated for each period p. Table III
includes annual SPOTIS rankings calculated for each country
in each period. Columns ”TSS” contain rankings provided
by the Temporal SWARA-SPOTIS method. Scores (utililty
function values) of SPOTIS are provided on [12] in folder
called results.

TABLE III
RESULTS OF CLASSICAL SPOTIS AND TEMPORAL SWARA-SPOTIS FOR

2015–2019.

Ai Country 2015 2016 2017 2018 2019 TSS

A1 Belgium 24 22 23 24 24 24
A2 Bulgaria 12 14 16 14 15 14
A3 Czechia 16 18 20 20 20 19
A4 Denmark 6 4 3 2 2 3
A5 Germany 10 10 11 11 11 11
A6 Estonia 13 11 12 10 10 10
A7 Greece 14 15 10 12 12 12
A8 Spain 17 13 13 15 14 13
A9 France 18 19 19 21 19 20
A10 Croatia 19 17 18 18 17 17
A11 Ireland 29 29 28 30 30 30
A12 Italy 7 7 7 9 8 7
A13 Cyprus 27 26 24 17 21 23
A14 Latvia 9 9 9 8 9 9
A15 Lithuania 15 16 17 19 22 18
A16 Luxembourg 28 28 30 29 29 29
A17 Hungary 22 24 25 25 26 26
A18 Malta 23 20 15 13 13 15
A19 Netherlands 30 30 29 27 27 27
A20 Austria 2 2 4 3 3 2
A21 Poland 25 27 27 28 28 28
A22 Portugal 5 5 6 6 6 6
A23 Romania 11 12 14 16 16 16
A24 Slovenia 20 21 21 22 23 21
A25 Slovakia 21 25 26 26 25 25
A26 Finland 3 6 5 5 5 5
A27 Sweden 1 1 1 1 1 1
A28 United Kingdom 26 23 22 23 18 22
A29 Iceland 8 8 8 7 7 8
A30 Norway 4 3 2 4 4 4

As expected, Sweden (A27) is the best-scored country
regarding the sustainable share and use of RES. Austria
(A20) took second place. Austria ranked second in 2015 and
2016, dropped to fourth in 2017, and ranked third in 2018
and 2019, despite the worsening performance in 2017-2019.
However, the Temporal SWARA-SPOTIS method employs
the utility function values obtained in the individual years
as performance values, which are more precise than ranks.
This feature allows for a more accurate and reliable reflection
of the aggregate performance of the countries over the years
reviewed. Denmark achieved third place (A4). This country
improved the use of RES in the economy over the years
analyzed. It ranked sixth in SPOTIS in 2015, then jumped to
fourth place in 2016. In 2017, there was a further promotion
of Denmark to third place. In 2018, Denmark again climbed to
second place and remained there in 2019. Because most recent
years are more relevant, the promotions registered between
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2017 and 2019 allowed Denmark to reach the third position
in the final ranking despite the sixth place occupied in 2015.
Norway (A30) took fourth place in the final ranking. Norway in
2015 was fourth. In 2016, Norway moved up to third place and
in 2017 to second place. However, it was again ranked fourth
in 2018 and 2019. The greater importance of most recent years
caused the better performance in 2016-2017 did not enable
Norway to rank higher than fourth in the final ranking. Finland
(A26) received fifth place in the final ranking. This country was
ranked third in 2015. Then in 2016, Finland dropped to sixth
place. In contrast, Norway advanced to fifth place in 2017.
Therefore, this country retained a fifth place in the remaining
years analyzed. Table IV contains the values of the correlation
coefficients rw and rs representing the convergence of the
final aggregated rankings obtained using Temporal SWARA-
SPOTIS with the SPOTIS rankings generated for the individual
years analyzed. High values of both correlation coefficients
close to 1 indicate high convergence of the compared rankings.

TABLE IV
CORRELATION OF TEMPORAL SWARA-SPOTIS WITH SPOTIS.

Year 2015 2016 2017 2018 2019

rw 0.9562 0.9835 0.9912 0.9885 0.9906
rs 0.9448 0.9795 0.9907 0.9867 0.9884

The results confirm that the Temporal SWARA-SPOTIS
ranking is more convergent with the most recent analyzed
years, 2017-2019, than with the earlier years, 2015-2016.
Results are consistent with the assumption that the most recent
years are more interesting for decision-makers and reflect
appropriately the influence of the weights assigned to the
following years by the SWARA method.

V. CONCLUSIONS

This paper demonstrated the application of the newly de-
veloped Temporal SWARA-SPOTIS method on the illustrative
example of a multi-criteria problem involving evaluating the
sustainable use of RES by European countries, considering
the dynamics of performance variability over the observed
five years. The developed methodology indicated Sweden as
the most sustainable country among the investigated European
countries. Likewise, other Nordic countries such as Denmark,
Norway, and Finland are among the best-ranked countries.
Austria is also a well-scored country. The proposed tool has a
high potential of usefulness for information systems support-
ing multi-criteria sustainability assessment taking into account
both multiple indicators and dimensions and the variability of
results over time.

The proven usefulness of the proposed tool suggests extend-
ing the conducted research to explore other MCDA methods
and techniques for determining the relevance of periods. An
interesting future work direction seems to be an approach
adapting the PROMETHEE II method for multi-criteria tempo-
ral sustainability assessment. This method appears promising
due to its ability to employ different preference functions

and limited criteria compensation. Further research focused
on temporal multi-criteria sustainability assessment is also
planned to include a study of the impact of other objective
criteria weighting methods on the results. Investigating the
utility of the proposed sustainability assessment approach
based on other RES indicators may also be an interesting
research direction.
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Abstract4In recent years, the integration of process design

in conjunction with the use of analytical applications to provide

information tailored  to  user  requirements  to  support  opera-

tional process activities (e.g.,  Operational BI) has become in-

creasingly widespread. In analytical software development/im-

plementation projects, the insufficient involvement of analytical

end users with their process context and the resulting unclear

requirements/expected  analytical  software  functions  are  still

one of the main reasons for analytical project failure. Embed-

ded in a Design Science Research Process, this paper shows the

shortcomings  of  existing  approaches,  tools  and  models  (1.

BPMN process model extensions, 2. configurators in analytical

applications,  3.  models  used  in  analytical  implementation

projects) for the documentation/conceptual configuration of an-

alytical requirements. As a second part, this paper presents the

evaluation results of a new process-oriented and service-based

configuration approach for analytical applications, whose prac-

ticability, usefulness and acceptance were evaluated in expert

reviews and in analytical development projects. 

I. INTRODUCTION

A. Main topic and challenges

ROCESS orientation has established itself in corporate

practice  since  the  1990s  as  a  primary  structuring  ap-

proach for corporate organizational forms and as the basis

for a (re)organization of operational value-adding activities.

In addition to the efficient linking of tasks, which is the ini-

tial focus of process-oriented design, the targeted use and vi-

sualization of information required in processes is becoming

increasingly important [1] in times of advancing digitization

and automation of corporate processes [2].

P

Systems  of  insight  [3]  or  rather  analytical  applications

have long been used for retrospective analysis of corporate

activities for the management under the keyword Business

Intelligence (BI). Due to a wider dissemination of analytical

information  in  operational  processes  and  the  subsequent

process-centric design of static analytical reports and inter-

active dashboards [4], original focus and functional range of

analytical  application/BI  design  [5]  have  widened.  Addi-

tional aspects include 1. the trend to a modular analytical ap-

plication structure [6], 2. the consideration of analytical self-

services [7] and 3. the implementation of real-time monitor-

ing and automatic actions [8], [2] (Section III.A). 

Concerning  the  development  of  analytical  applications,

the insufficient inclusion of end users with their process con-

text and the resulting unclear requirements/expected deliver-

ables are repeatedly cited in literature as the main causes for

project failure or for the implementation of analytical appli-

cations that does not meet user expectations [9], [10]. Own

results from interviews and an online survey with experts in

analytical requirements management confirm this hypothe-

sis: five of the experts surveyed find inadequately communi-

cated/documented requirements are very frequent, four ex-

perts  find them rather frequent and only two experts find

them less frequent as a main reason for delayed or insuffi-

cient implementations of analytical applications.

In addition, practice-oriented literature provides evidence

for a number of detailed causes for delays or failure of ana-

lytical development projects. Some of them already point out

important aspects that must be better taken into account in

future user- and process-oriented conceptual analytical ap-

plication configuration in terms of requirements documenta-

tion. These include:

1. Unclear  ideas on the users9 side about  goals,  func-

tionalities and detailed system specifications due to

insufficiently elaborated and planned project scopes,

information needs and use cases [11], [10];

2. Requirements formulated by users in an unclear and/

or  misleading  manner  and  the  resulting  misunder-

standings among technical developers [12], [9]; 

3. Data privacy risks known to the process users and not

considered  right  from the  start  throughout  require-

ments elicitation and documentation [9], [13];

4. Uncoordinated planning and implementation of indi-

vidual  data  analyses  within  overall  processes  [14]

leading  to  fragmented  and  insufficiently  integrated

analytical  application  landscapes  and  impeding  the

data-driven process design. 

These aspects suggest the fact that models, configurators

and other tools used in the documentation of requirements

for process-related analytical applications in implementation

projects are apparently insufficient.
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B. Objective of the current work 

 In the context of the above-mentioned challenges, the re-

sults presented in this paper show a broad overview about 

the current state of the art concerning tools and models for 

configuration and conceptual modeling of analytical appli-

cations. The new results extend and supplement an earlier 

literature review regarding scientific models supporting 

requirements documentation for analytical applications (c.f. 

[15], summary in Section III.B) and investigate additional 

alternatives to configure analytical applications: 

- Applicability of process modeling languages to repre-

sent information requirements (Section III.C); 

- Availability of models for requirements documenta-

tion/conceptual configuration provided with analyti-

cal application products (Section III.D); 

- Use of tools for requirements documentation in analyt-

ical development projects (Section III.E). 

The results confirm the need for new tools to docu-

ment/configure user requirements regarding analytical ap-

plications from a process-oriented perspective. As a second 

part of this paper, the authors present detailed results of 

expert reviews regarding the completeness and usefulness of 

a new approach for the conceptual configuration of analyti-

cal applications based on analytical services (initially pre-

sented in [15], short introduction in Section IV.A) and its 

practicability in the context of process-related analytical 

requirements documentation proofed in two real projects. 

This leads to the following two research questions: 

RQ1: What support do models and tools from science and 

practice provide regarding documentation/configuration of 

process user requirements for analytical applications? 

RQ2: To what extent is a configuration approach for ana-

lytical services suitable to be used in analytical implementa-

tion projects and to solve the identified challenges regarding 

documentation/configuration of process user requirements 

for analytical applications? 

C. Structure of this paper 

After the introduction of the subject area of this paper, 

the identification of current challenges and relevant pro-

cess-oriented trends as well as the presentation of the pa-

per�s objectives in Section I, Section II presents the research 

method. Section III provides the current state of the art re-

garding different tools and models for documenting concep-

tual requirements for analytical process support in science 

and practice. Section IV shows the practical relevance of the 

new process-oriented configuration approach for analytical 

applications (initially introduced in [15]) based on evalua-

tion results. Section V concludes the paper. 

II.  RESEARCH METHOD 

The research results presented in this article have been 

elaborated as parts of a wider research project developing a 

comprehensive modeling approach for the documenta-

tion/configuration of conceptual process user requirements 

for analytical applications (for further details see [15]). A 

six-step Design Science Research Methodology Process [16] 

guides this superordinate research project. Within the first 

Design Science phase "Problem Identification and Motiva-

tion", the following research methods were used to develop 

the new research results presented in the current paper: 

- The modeling language Business Process Model and 

Notation (BPMN) served as a starting point to find 

suitable representations to configure analytical pro-

cess requirements due to its leading position as a 

worldwide used process-modeling standard [17], 

[18]. The analysis (Section III.C) encompassed all 

previous BPMN extensions surveyed by [19]. 

- Analytical products were analyzed to determine wheth-

er they provide pre-built models/configurators for 

documenting business user requirements (Section 

III.D). This analysis comprised all 13 analytical 

products in the quadrants "Leaders", "Visionaries" or 

"Challengers" of "Gartner Magic Quadrant for Ana-

lytics and BI Platforms 2021" [20]. Investigation 

techniques included both interviews with software 

providers and the analysis of product information. 

- Four interviews were conducted with project managers/ 

experts responsible for requirements management.  

They confirmed that requirements documentation is 

still a critical, and so far an insufficiently supported 

success factor in analytical implementation projects. 

In addition, an online survey conducted with six ex-

perts in analytical requirements management from 

practice (about 125 participants of an event for ana-

lytics specialists were invited via e-mail) provided 

further feedback regarding the quality of different 

models, notations and documents used in this area 

(Section III.E). 

In the fifth phase �Evaluation� of the overall Design Sci-

ence Research Process, the previously developed configura-

tion approach for analytic services and its intended integra-

tion into process models [15] was evaluated with regard to 

its usefulness/practical value (proof of value) [21] and its 

acceptance by the model users (proof of acceptance) [21], 

[22]. For this purpose, content-related feedback on the mod-

el structure (i.e., regarding the selected analytical services, 

their relationships to each other (service network) and the 

design of the service-internal service features) was collected 

in 12 expert reviews [21] with 17 experts in the field of ana-

lytics (project/requirements managers, data scientists). After 

the final definition of the analytical service network struc-

ture (after the third expert review), 13 experts provided an 

additional quality assessment (Section IV.B). Furthermore, 

the configuration approach has been tested in two analytical 

development projects (1. Machining Daily Demand report 
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for  an  industrial  enterprise;  2.  Population  Forecasting

dashboard for a healthcare company) (Section IV.C).

III. STATE OF THE ART REGARDING THE CONFIGURATION OF

ANALYTICAL PROCESS SUPPORT

A. Relevant characteristics for tools/models

Analytical/BI applications that can be successfully used in

practice are characterized by the fact that they provide 1. the

right  information at  2.  the  right  time in  3.  a  suitable

presentation form and generated with 4. the right analysis

methods to 5. the right users [5]. The following additional

design  aspects  (identified  in  a  literature  review)  for

tools/models  supporting  the  configuration  of  analytical

applications address the denoted detailed causes for delays

or failure of analytical development projects mentioned in

Section I.A:  

6. Models utilized by business users  (causes 1 + 2):

Requirements  documentation  tools  should  be

designed for users [23] to get them more involved in

the analytical design process. 

7. Graphical modeling notation  (cause 2): Graphical

models in requirements documentation [24] provide a

more intuitive access to conceptual models [25].

8. Provision of configuration alternatives (causes 1 +

2): Providing configuration alternatives in analytical

requirements  models  [26]  ensures  acceleration  of

selection decisions and reduces the risk of misleading

requirements descriptions. 

9. Data  privacy  (cause  3): An  examination  of  the

planned  analytical  use  cases  from  a  data  privacy

perspective  is  an  important  task  within  the

requirements  analysis  to  prevent  extensive

adjustments during the implementation of analytical

applications [27].

10. Process-relation (cause 4): A strong link to process

design in  the  phase of  requirements  elicitation  and

requirements documentation [1] has a positive effect

on  an  analytical  information  provision  that  is

coordinated between the process activities.

To  stress  the  deep  integration  of  operational  processes

with analytical applications (accompanied and pushed, e.g.,

by  the  dissemination  of  approaches  such  as  "Business

Process  Intelligence",  "Business  Activity  Monitoring",

"Operational  BI"  [28]  and  "Context-Oriented  Analytical

Applications"  [29]  in  research  and  practice),  further

important  requirements  aspects  regarding  analytical

application design (identified in a literature review) must be

added:

11. Service-oriented design: To support the adjustment

of analytical applications due to changing processes

[6], the modularized provision of subcomponents of

analytical applications as reusable analytical services

in terms of service-oriented architectures (SOA) [4],

[30] enables customer-centric service provision [31]

as  well  as  the  (re)combination  of  analytical

components from different providers [32].

12. Self-services:  To  enable  rapid  customization  of

analytical applications [7] due to changes in process

information  demand,  analytical  self-service

applications  should  enable  process  staff  to

independently  adapt  or  create  analytical

reports/dashboards,  to  integrate  new data,  to  check

and/or improve data quality and to adjust analytical

data models [33].

13. Automatic actions:  The proliferation of  IoT assets

and their integration into operational process controls

[34],  the  acceleration  of  operational  applications

(e.g.,  faster  data  storage  structures)  and  direct

interconnections between systems of data origination

and data use are  drivers  for  "real-time enterprises"

with  the  ability  to  react  immediately  to  occurring

events  [35].  Business  Activity  Monitoring  (BAM)

applications  [8]  monitor  process  executions  to

identify  threshold  violations  or  error  events  and

support  the  automated/rule-based  execution  of

actions.

As  a  consequence  of  the  aspects  listed  above,

tools/models for the conceptual configuration of analytical

applications in order to document user requirements should

address these various aspects to improve their usefulness for

practice. This is examined in more detail in the following

subsections.

B. Scientific models to support the configuration of 

requirements for analytical applications

The structured literature review (presented in more detail

in  [15])  with  regard  to  scientific  models  for  analytical

requirements documentation and configuration encompassed

a very broad search space (<requirements= AND <analytical

software=  OR  <information  systems=)  in  order  to  obtain

results without restrictions in the perspectives of observation

(e.g.,  business  engineering)  and  business  domains  (e.g.,

production). The analysis of 13 identified requirements and

configuration approaches [26], [36]-[47] aimed to identify to

what  extent  these  approaches  comprehensively  ("X"),

partially  ("(X)"),  or  do  not  ("-")  address  the  requirement

aspects  enumerated  in  Section  III.A.  The  results  of  this

analysis showed that none of these approaches even comes

close  to  addressing  all  aspects,  with  major  deficits  in  the

areas  >provision  of  configuration  alternatives<,  <service-

oriented  design=,  <process-relation=,  <periodicity=,

<presentation=,  <automatic  actions=,  <self-services=  and

<data privacy= (Table I).

C.Representation of information requirements in process 

modeling languages

In  addition  to  the  modeling  approaches  just  described,

which  focus  on  the  configuration  of  analytical

applications/requirements,  process-modeling languages can

describe information requirements from the process design
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perspective as well. The standard process modeling lan-

guages widespread in practice (e.g., Business Process Model 

and Notation (BPMN), Extended Event Driven Process 

Chain (eEPK), UML Activity Diagram) contain the so-

called information or data objects, which represent informa-

tional inputs in or outputs from process activities in graph-

ical process models. However, the information or data ob-

jects in the standard versions of the above-mentioned pro-

cess notations are only black-box objects unveiling just an 

identifier without further details (e.g., without content spec-

ification, the origin of information or the way of infor-

mation provision). With these modeling objects, it is not 

possible to provide a comprehensive specification of a de-

sired information provision [48]. The same abbreviated 

black-box representation applies to process-relevant data-

bases and software applications.  

In addition to the standard versions of process modeling 

notations, a large number of notational extensions especial-

ly for BPMN have emerged (surveyed by [19]). Many of 

them support the representation of technical and data-

oriented content not included in this research. This involves 

the representation of technical data models (e.g., [49]) and 

the representation of backend data flows, data changes and 

technical interactions with data stores (e.g., [49], [50]). 

Besides these technical approaches, there are also model-

ing extensions focused on individual domain-specific re-

quirements aspects, which predominantly do not address the 

specification of analytical requirements. These BPMN mod-

el extensions represent process requirements in specific 

application domains/industries such as disaster manage-

ment [51]. The only exception is [52], but this approach 

considers just a very small part of the user-oriented re-

quirement spectrum of analytical applications with the spec-

ification of threshold values for specific key figures to sup-

port simulation runs (addressing �data/information� and 

�automatic actions� (c.f. Table I)).  

D. Conceptual configurators for analytical application 

products 

The conceptual configuration of analytical products be-

longs to the product configuration, which pursues the goal 

of specifying the quality and structure of product-relevant 

characteristics [53]. The product configuration distinguishes 

the customer-inherent configuration (customers/users can 

select product parameters/characteristics freely) as well as 

the customer-coherent configuration (customers/users can 

select predefined parameter sets) [53].  

First, a configuration system consists of a configuration 

component as a content-logical model with configuration 

elements, configuration variants and their relations. Fur-

thermore, a presentation component allows the interaction 

between the configuration system user and the configuration 

component [54]. For the implementation of configuration 

systems in the special context of software configuration, 

different kinds of configurators/configuration models are 

applicable [55]: 1. Software reference models to analyze the 

potentials of a software product including the description of 

data structures, operational transactions (functions) and 

supported processes, 2. checklists for the interactive and 

systematic reduction of the configuration area regarding a 

(standard) software product by a question and answer dia-

logue between user and system, and 3. preconfigured sys-

tems as exemplary preselected configuration variants for a 

homogeneous target group. In the case of a flexible concep-

tual application configuration by users themselves or in 

TABLE I. 

COMPARISON OF MODELS SUPPORTING THE CONFIGURATION OF REQUIREMENTS FOR ANALYTICAL APPLICATIONS [15] 

 Models 

utilized 

by 

business 

users 

Provision 

of configu-

ration 

alterna-

tives 

Graphical 

modeling 

notation 

Service-

oriented 

design 

Process-

relation 

Modeling content for analytical requirements 

Data / 

infor-

mation 

Perio-

dicity 

Presen-

tation 

Users Analysis 

methods 

Auto-

matic 

actions 

Self-

services 

Data 

privacy 

[40] - - X - - X - - X - - - - 

[37] X - (X) - - X - - X - - - - 

[41] (X) - X - - X (X) (X) X (X) - - - 

[36] - - - - - X (X) - X - - - (X) 

[38] - - X - - X - - - - - - - 

[39] - - X - - X - - X - - - - 

[42] X - X - - X - - - - - - - 

[26] X X - - - - - (X) X (X) - - - 

[43] X - X - - (X) - - - - - - - 

[44] (X) - (X) - - X - - - - - - - 

[46] (X) - (X) - - X - - - - - - - 

[45] - - X - - X - - - - - - - 

[47] X - X (X) (X) (X) - - X - - - - 
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direct  interaction  with the users,  the  focus  in  this  current

work lies on conceptual configuration models in the form of

checklists/requirements catalogs.

The availability of analytical self-service functions within

software tools,  which could also be regarded as a type of

user-sided  configuration  of  analytical  applications,  is

deliberately excluded from this study about the provision of

configuration systems in practical products. This is due to

the use of analytical self-service functions requires certain

in-depth technical or data-related knowledge that cannot be

assumed  from  users  of  analytical  applications  (especially

casual  users  like  telephone  agents  in  call  centers).

Furthermore,  due  to  a  reduction  of  complexity,  analytical

self-service  functions represent  only  a  limited  part  of  the

actual  functional  range  and  available  design  variants  of

analytical tools, and thus offer self-service users only limited

options  for  system  (re-)design  and  a  comprehensive

implementation of their requirements.

The analysis  of  analytical  products  with  regard  to  pre-

built  models/configurators  for  documenting  business

requirements (e.g., as a support function for implementation

projects) included all product vendors except niche players

in  the  "Gartner  Magic  Quadrant  for  Analytics  and  BI

Platforms 2021" [20]:  Microsoft,  Tableau and Qlik in  the

<Leaders=  quadrant;  MicroStrategy,  Domo  and  Google

(Looker)  in  the  <Challengers=  quadrant;  and  Sisense,

ThoughtSpot,  Oracle,  SAS,  SAP,  Yellowfin  and  TIBCO

Software in the <Visionaries= quadrant. Within all examined

analytical  software  products,  there  are  no  specific

models/configurators  to  support  the  collection  of  user

requirements. Taking the example of Microsoft Power BI,

available  limited  support  in  this  area  includes  the

specification of  textual  change requests  regarding existing

dashboards/reports  via  a  comment  function  (plain  text

without structuring guidelines). Furthermore, in some tools it

is  possible  to  integrate  external  software  development

applications  (e.g.,  Github)  to  maintain  requirements.  To

support collaborative development, some vendors establish

community  areas  to  collect  and  discuss  ideas  for  further

developments/adaptations  of  the  standard  functions  of  the

tools.  However,  this  does  not  serve  to  specify/configure

concrete requirements for individual use cases.

As an example, TIBCO Software explicitly stated that the

provision  of  models  for  product-specific  application

configuration/requirements  documentation  is  deliberately

not  offered  as  a  part  of  its  own  tool.  This  means  that

software vendors pass the responsibility and the choice of

suitable  requirements  configurators/documentation  models

to the external implementation partners. 

E. Requirements documentation in the context of analytical 

development projects

Referring  to  an  own  online  survey  (n=6,  Section  II

provide more information about the research method) about

tools and models used in analytical implementation projects

for  requirements  documentation,  Table  II  shows  the

mentioned models  and documents  and their  prevalence in

practice  (column  <Sum=).  Textual  and  unstructured/less

structured  use  case  descriptions  are  by  far  the  most

widespread tool for requirements documentation. It is worth

mentioning here that with use case descriptions,  the users

with their concrete (usage and operating) requirements have

already  moved  into  the  center  of  attention,  meanwhile

conventional  formats  such  as  requirements  specification

sheets seems to play a minor role. They are followed at some

distance  by  both  the  content-structured  requirements

catalogs (checklists) and data models. However, data models

are  not  able  to  provide  even  a  complete  picture  of  the

various requirement facets  (e.g.,  with respect to  structural

and  graphical  design  of  user  interfaces,  access  and

distribution paths of information) due to their purely data-

oriented view.

As expected and in addition to the one-sided (technical)

data models and the mockups (belonging rather to the tech-

nical  implementation area),  requirements  catalogs perform

best  in  terms  of  achievable  completeness  of  requirements

content (Table II). This happens because requirements cata-

logs already mention various design alternatives of an ana-

lytical application, which can thus be considered or deliber-

ately excluded from the beginning of application develop-

ment. Requirements catalogs are also obviously well suited

to  achieve  requirements  documentations  that  are  under-

TABLE III.

ASSESSMENT OF THE COMPREHENSIBILITY OF CONTENT FOR ALL

STAKEHOLDERS 

Models/documents Very good Good Less good Bad

Textual user story - 2 3 1

Requirements catalog 2 1 - -

Data model 2 1 - -

Requirements 

specification sheet

- - 2 -

Backlog - 1 - -

Process description - - 1 -

Mockup/PoC 1 - - -

TABLE II.

ASSESSMENT OF THE COMPLETENESS OF CONTENT 

Models/documents Very good Good Less good Bad Sum

Textual user story 1 3 2 - 6

Requirements catalog 1 2 - - 3

Data model 3 - - - 3

Requirements 

specification sheet

- - 2 - 2

Backlog - 1 - - 1

Process description - 1 - - 1

Mockup/PoC 1 - - - 1
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standable both for business users and developers (Table III),

since  here  (in  contrast  to  the  lower  rated  purely  textual

documents)  structural  relationships  and  terminologies  are

already defined [56] to facilitate the creation of a common

understanding.  Requirements  catalogs  also  reached  a

positive  score  regarding  the  frequency  of  inconsistencies

(Table  IV),  because  a  clear  requirements  structure  in

catalogs can be recognized and compared more easily than

content  in  unstructured  continuous  texts  (e.g.,  use  case

descriptions).

A similar result emerges how data privacy risks are taken

into account in requirements documentation (Table V): Text-

based documents got a worse score here, while requirement

catalogs at least received a better rating. It is remarkable that

no model/document was able to achieve a very good rating.

This again substantiates the still inadequate consideration of

data privacy risks in requirements documentation.

One expert in this survey provided detailed information

about  the  specific  requirements  catalog  models  used  in

projects. These are the cross-domain requirements templates

according to [56] to create requirements in form of sentences

with  specific  content  placeholders  in  a  particular  order,

which ensures a uniform way of formulating requirements.

Unfortunately,  this  predefined  formulation  structure  alone

does not provide any information about the structural and

content  design  of  domain-specific  applications  and  the

relevant analytical requirements aspects and variants.

Based on these results, requirements catalogs seem to be

best suited for documenting requirements with regard to the

design of  analytical  applications from a  practical  point  of

view in terms of a  complete,  consistent and unambiguous

provision  of  content.  Furthermore,  a  new  requirements

catalog  for  analytical  applications  should  encompass  the

specific  functional  and  non-functional  properties  of  this

software  domain,  as  well  as  actively  consider  the  other

model aspects described in Section III.A.

IV. ANALYTICAL SERVICE MODELS FOR THE CONCEPTUAL

CONFIGURATION OF ANALYTICAL APPLICATIONS

A. Presentation of the modeling approach

 The configuration  approach already presented  in  more

detail in [15] enables the configuration of analytical services

to document requirements in process contexts.  The use of

services in the sense of encapsulated functions connected via

standardized  interfaces  [3]  allows  the  flexible  conceptual

(re-)configuration  of  analytical  applications.  The

configuration approach is appropriate for different analytical

use cases, business domains, data formats as well as analysis

methods. It can be classified as a customer-inherent product

configuration [53] in order to permit a modular orchestration

of analytical components/services. 

The configuration approach is based on the distinction of

three different configuration areas (cf. [15]):

- Use Case-Specific  Configuration Content enables  the

specification of individual reports/dashboards. 

- Configuration  Content  for  Analysis  Preparation

describes the required functional scope in the area of

analytical self-services. 

- Use  Case-Overlapping  Configuration  Content  ad-

dresses design aspects that affect the entire analytical

application.

Fig.1 Analytical service types and their interconnections in the configu-

ration area Use Case-Specific Configuration Content [15]

TABLE IV.

ASSESSMENT OF THE FREQUENCY OF INCONSISTENCIES WITH

OTHER MODELS/DOCUMENTS USED FOR REQUIREMENTS

DOCUMENTATION

Models/documents Very

often

Often Rather

often

Less

often

Rarely

Textual user story 2 2 1 1 -

Requirements catalog - - - - 3

Data model - - - - 3

Requirements 

specification sheet

1 - - 1 -

Backlog - - 1 - -

Process description - 1 - - -

Mockup/PoC - - - - 1

TABLE V.

ASSESSMENT OF THE CONSIDERATION OF DATA PRIVACY RISKS

Models/documents Very good Good Less good Bad

Textual user story - 2 3 1

Requirements catalog - 2 1 -

Data model - 1 - 2

Requirements 

specification sheet

- - 1 1

Backlog - - - 1

Process description - 1 - -

Mockup/PoC - 1 - -
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Each configuration area contains a set of analytical ser-

vice types, which can be configured in more detail (c.f. Fig. 

4-7) to describe specific aspects of the analytical application 

more precisely. Fig. 1 shows the service network for the Use 

Case-Specific Configuration Content with its associated 

analytical service types on four levels and their logical in-

terconnections. In this way it describes reports/dashboards, 

their diagrams as well as the key figures displayed therein 

and the underlying basic data.  

 

 

Fig. 2 Modeling objects for the internal configuration of analytical ser-

vices [15] 

 

Fig. 2 shows the different modeling objects available for 

the graphical configuration of the specific service features 

within the individual analytical services (c.f. Fig. 4-7). In 

order to be able to represent the interconnection of the ana-

lytical services needed to configure a specific analytical use 

case (in terms of a specific dashboard or report) in connec-

tion with the related process activity, the analytical services 

are represented as data objects (e.g., Fig. 3) in BPMN pro-

cess models. To make the respective analytical service types 

distinguishable, the BPMN data objects bear specific identi-

fiers (c.f. [15]). 

B. Results of the expert reviews 

Within the intensive review sessions (c.f. Section II), the 

analytical experts got an overview about the whole configu-

ration approach for analytical services (Section IV.A) con-

cerning the three specific interconnected analytical service 

type networks (Fig. 1 and [15]) within the three different 

configuration areas (Section IV.A), and about the numerous 

service type-specific graphical service feature configurations 

(e.g., Fig. 4-7). As a result, the experts confirmed that the 

configuration approach has a predominantly high and in-

creased potential benefit for practice (Table VI). This con-

cerns in particular the areas of unambiguity and complete-

ness of content, modularization of requirements and the 

possibility of reuse, the identification of new design options, 

obtaining an overview about analytical process support and 

using the instantiated models as a starting point for deriving 

a technical concept. It is also noteworthy that this approach 

was rated with a predominantly higher added value com-

pared to models previously used in these companies. 

C. Presentation of evaluation use cases 

Based on the positive evaluation by the experts (Section 

IV.B), the configuration approach was tested in a healthcare 

project to develop a dashboard presenting annual Popula-

TABLE VI. 

ASSESSMENT OF THE POTENTIAL BENEFITS OF THE ANALYTICAL SERVICES CONFIGURATION APPROACH FOR REQUIREMENTS DOCUMENTATION 

 High 

benefit 

Increased 

benefit 

Less high 

benefit 

Low 

benefit 

No 

benefit 

Unambiguity of content 9 3 1 - - 

Completeness of content 9 4 - - - 

Provision of selectable design variants 4 2 2 1 - 

Saving of effort in practical projects 3 7 1 2 - 

Modular and simple (re-)combination of requirement contents / services 5 4 - - - 

Recording data privacy-specific conditions of basic data 2 3 2 2 - 

Specification of requirements for analytical self-service functions 4 2 1 - - 

Starting point for deriving a technical concept 9 4 - - - 

Identification of design options not yet considered through proposed configuration content 5 2 - - - 

Starting point for subsequent adaptations of the analytical software at the same customer 6 5 2 - - 

Starting point for similar future projects with other customers 6 7 - - - 

Obtaining an overview of the analytical process support 7 6 - - - 

Representing the sequence of analytical content in processes 5 5 3 - - 

Representing relationships between the individual analytical services via associated 

BPMN data objects 

7 5 1 - - 

 High 

added 

value 

Increased 

added 

value 

Less high 

added 

value 

Low 

added 

value 

No 

added 

value 

Added value of the configuration approach to requirements documentation compared to 

the previous approach in the company 

3 7 2 1 - 

Added value of the coupled representation of analytical support and user processes 

compared to the previous requirements documentation in the company 

2 8 2 - - 

 

CHRISTIAN HRACH ET AL.: PROCESS-ORIENTED DOCUMENTATION OF USER REQUIREMENTS FOR ANALYTICAL APPLICATIONS 779



 

 

 

 

tion Forecast information in different counties in the feder-

al state of Saxony. In this project, some planning for the 

dashboard design had already been done before. Based on 

this, all analytical services needed to describe the entire 

analytical use case (from the basic data to the key figure 

calculation and visualization up to the integration in the 

dashboard) were configured together with three develop-

ment team members (project manager, data analyst, analyti-

cal developer). Due to the numerous design features and 

design variants considered in the different analytical ser-

vices, some new facets and features of the dashboard that 

had not yet been considered in the previous development 

were identified. The elaborated analytical service models 

subsequently served as the conceptual basis for further 

dashboard implementation. The positive feedback from the 

three experts involved (high benefit: 16 times; increased 

benefit: 16 times; less high benefit: 3 times; low benefit: 1 

time; willingness to use in future projects: 3 out of 3) (Table 

VI) was clear evidence of the usefulness, acceptance and, in 

particular, practicability of the configuration approach in 

implementation projects. 

In a second case study, the configuration approach was 

used to configure a Machining Daily Demand report in an 

industrial enterprise. This case study was not developed in 

the middle of an ongoing project with analytical experts, but 

rather at the beginning of the requirements elicitation pro-

cess together with a requirements provider from the busi-

ness department. This report should inform a storekeeper in 

near real-time which parts from stock are needed in which 

quantities, according to the current planning for the supply 

of the daily production. To obtain an overview, Fig. 3 shows 

the process model for this use case with the interconnec-

tions of all involved analytical services. 

 

 

Fig. 3 Process model of the use case Machining Daily Demand  

 

The "Performance Indicator Service" (Indicator-S) (Fig. 

4) plays a central role in the use case. The calculation of the 

indicator �Machining Daily Demand� should not only take 

into account the �Basic Data Service� (Data-S) �Production 

Program Data� provided at the beginning of a day's produc-

tion, but also consider events in the upstream parts flow and 

the resulting dynamic changes for the supply of the other 

parts ("Direct Supply Stream Data" (Fig. 5); c.f. service 

interconnections in Fig. 3). 

 

 

Fig. 4 �Performance Indicator Service� �Machining Daily Demand� 

 

 

Fig. 5 �Basic Data Services� �Direct Supply Stream Data� 

 

The �Alerting and Automation Service� (Alert-S) defines 

to monitor the development of the indicator and to trigger 

an automatic on-screen warning message and a control in-

struction to a robot if the threshold is exceeded (Fig. 6). 

Finally, the �Report Service� specifies the access conditions 

for the prospected user role (storekeeper) (Fig. 7). 

 

 

Fig. 6 �Alerting and Automation Service� �Daily Volume Achieved� 

 

 

Fig. 7 �Report Service� �Monitor Updated Daily Program� 
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V. CONCLUSION

Based on identified challenges in practice for the docu-

mentation of process-related requirements in the context of

analytical software development in combination with chal-

lenges emerging with process-oriented analytics, this work

has shown that neither scientific approaches (requirements

models  for  analytical  applications;  process  modeling  lan-

guages and their  language extensions),  analytical products

nor the textual documents and models predominantly used

in implementation projects for requirements documentation

are able to sufficiently address these challenges and the es-

sential analytical design aspects. Furthermore, evidence was

provided  by  experts  that  a  service-based  conceptual  ap-

proach for the customer-inherent [53] configuration of ana-

lytical services [15] addressing all 13 requirements aspects

relevant for analytical application development (Section II-

I.A) leads to a predominantly increased to high benefit for

analytical development projects.

The applied research design did not comprehensively in-

vestigate all facets of this topic, and this leaves opportunities

for further research. A more extensive investigation of con-

figuration models used in analytical implementation projects

could yield additional design recommendations for the fur-

ther  development  of  the  configuration  approach.  Further-

more, in the current approach, data objects with a label of

the service type and a unique identifier represents the analyt-

ical services in the process models. Future research activities

could investigate which essential service features from the

detailed service models could expand the content to be rep-

resented in the data objects (using extension mechanisms for

type definitions available in BPMN) to visualize more de-

tailed information about analytical process support directly

in the process models.
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Abstract—In many cases involving multi-criteria decision-
making, we need compromise solutions. This is a crucial aspect
due to the specific characteristics of decision problems. However,
the proposed compromise approaches are often complex to verify
to what extent they are reliable. Therefore, this paper proposes a
new iterative approach based on decision option evaluations from
selected multi-criteria decision-making methods, i.e., TOPSIS,
VIKOR, and SPOTIS. The obtained results have high similarity
among each other, which was measured by Spearman’s weighted
correlation coefficient and WS ranking similarity coefficient.
Furthermore, the proposed approach showed high efficiency and
adaptability of the generated results.

I. INTRODUCTION

MANY works propose new approaches related to the
topic of multi-criteria decision making, for which

conflicting results are obtained compared with classical ap-
proaches. In these methods there are a number of parameters
that have a great influence on the final evaluations of decision
options [1]. Salabun et al. investigated the effect of normal-
ization and weight selection methods on the final evaluations
in selected methods [2]. Ghaleb et al. evaluated the TOPSIS,
AHP, and VIKOR methods based on five selected factors [3].
Baydas et al. used the stock price from the finance domain
problem as a tool to compare the MCDM methods [4].

Therefore, researchers focus on improving their methods
based on compromise solutions. Liao et al. presented an im-
proved SMAA-CO method designed to determine compromise
solutions [5]. The approach they presented is characterized
by its ability to reflect uncertain preferences of decision-
makers with conflicting criteria. Stevic et al. proposed a new
compromise MARCOS approach based on ideal solutions and
the utility function [6]. The method performed well in a
balanced provider selection problem in the healthcare domain,
where it remained stable with a large dataset.

A popular approach is voting algorithms to establish a com-
promise ranking based on reference rankings. One such ex-
ample is the use of Borda’s approach and Copeland’s method
for evaluating the performance of electric vehicle batteries [7].
Approaches based on the Borda and Copeland algorithms have
also been used to create a recommendation system based on
e-commerce [8] and to select online services [9].

However, these methods mainly focus on rankings in which
it is difficult to observe slight differences between the obtained
preferences of decision options [10]. Moreover, using methods
that suffer from the problem of rank reversal paradox, it is
difficult to determine the most compromise ranking.

In this paper, we propose a new method for determining
compromise rankings based on reference evaluations. The
evaluations of the decision alternatives obtained by the selected
methods are used to determine the compromise rankings. The
obtained ratings are formed into a decision matrix, where the
types of attributes for the newly formed matrix depend on the
ranking method. Three multi-criteria decision-making methods
such as TOPSIS, VIKOR, and SPOTIS were used in this study.

The main contribution of our work is the concept of a new
approach to verifying compromise solutions. Due to the num-
ber of existing MCDM approaches, it is necessary to develop
compromise methods to produce consistent evaluations and
rankings. Therefore, our proposed concept of a compromise
approach aims to show the possibility of iteratively deter-
mining a compromise ranking based on reference rankings
obtained for the original decision matrix.

The remainder of the paper is organized as follows. Sec-
tion 2 presents descriptions of the TOPSIS, VIKOR, and
SPOTIS methods and ranking similarity coefficients. Section
3 presents research on the proposed compromise approach.
Finally, Section 4 presents a summary and outlines future
research directions.

II. PRELIMINARIES

A. The TOPSIS Method

Technique of Order Preference Similarity (TOPSIS) is based
on the ideal solution approach for solving multi-criteria de-
cision problems [11]. The approach evaluates decision alter-
natives for the distance from a positive ideal solution and
a negative ideal solution. TOPSIS is a continuously evolv-
ing method capable of solving problems involving uncertain
environments [12]. Its basic version can be presented in the
following steps:

Step 1. This step includes the determination of a normalized
decision matrix. In the vector method used in the presented
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work, the square root of all values is calculated. Equations
used for profit (1) and cost criteria (2) are presented below.

rij =
xij −min(xj)

max(xj)−min(xj)
(1)

rij =
max(xj)− xij

max(xj)−min(xj)
(2)

Step 2. Computation of the weighted values of the normal-
ized decision matrix vij in accordance with Equation (3).

vij = wirij (3)

Step 3. Calculation of the positive ideal solution (PIS) and
negative anti-ideal solution (NIS) vectors. The PIS represented
by (4) contains the maximum values for every criterion, and
the NIS expressed by (5) includes minimum values. It is
unnecessary to split the criteria into benefit and cost since the
normalization procedure converted the cost criteria to profit
criteria.

v+j =
�
v+1 , v

+
2 , . . . , v

+
n

�
=

�
max

j
(vij)

�
(4)

v−j =
�
v−1 , v

−
2 , . . . , v

−
n

�
=

�
min
j

(vij)

�
(5)

Step 4. Calculation of distance from PIS by (6) and NIS,
by (7) for every alternative under consideration [2].

D+
i =

����
n�

j=1

(vij − v+j )
2 (6)

D−
i =

����
n�

j=1

(vij − v−j )
2 (7)

Step 5. Calculation of the result for every considered variant
by (8). The score ranges from 0 to 1. An alternative that has
a preference value closer to 1 is better.

Ci =
D−

i

D−
i +D+

i

(8)

B. The VIKOR Method

VlseKriterijumska Optimizacija I Kompromisno Resenje
(VIKOR) is a method based on the compromise approach,
which evaluates alternatives with conflicting types of crite-
ria [13]. The compromise solution in this method is considered
to be the solution that is closest to the ideal. On the other
hand, compromise is achieved through mutual concessions.
This method can be presented in the following steps:

Step 1. Determination of the best f∗
j and the worst f−

j

value for the function of individual criteria. For benefit criteria,
formula (9) is performed

f∗
j = max

i
fij , f−

j = min
i

fij (9)

while for the cost criteria, formula presented below is ap-
plied (10).

f∗
j = min

i
fij , f−

j = max
i

fij (10)

Step 2. Calculation of Si and Ri using formulas (11)
and (12).

Si =

n�

j=1

wj

(f∗
j − fij)

(f∗
j − f−

j )
(11)

Ri = max
j

wj

(f∗
j − fij)

(f∗
j − f−

j )
(12)

Step 3. Calculation of Qi using Equation (13).

Qi = v
(Si − S∗)
(S− − S∗)

+ (1− v)
(Ri −R∗)
(R− −R∗)

(13)

where
S∗ = miniSi, S− = maxiSi

R∗ = miniRi, R− = maxiRi

v means the weight adopted for the strategy of ”most criteria”.
In the calculations in this study v equal to 0.5 was set.

Step 4. Graded variants in S, R and Q are ordering
ascending. The outcome is provided in 3 ranked lists.

Step 5. The consensus is suggested regarding the good
advantage and acceptable stability concerning vectors received
in the preceding stage. The most favourable variant has the
lowest value and is the leader of the ranking Q.

C. The SPOTIS Method

Stable Preference Ordering Towards Ideal Solution (SPO-
TIS) is a newly developed approach robust to the reverse rank-
ing paradox. The approach is based on evaluation concerning
the distance from the Ideal Solution Point of the given decision
alternatives [14]. Additionally, it allows the introduction of an
expert point against which the alternatives are evaluated. It can
be presented as follows:

Step 1. Determinate the normalized distances computed for
Ideal Solution Point as Equation (14) demonstrates.

dij(Ai, S
æ
j ) =

|Sij − Sæ
j |

|Smax
j − Smin

j | (14)

Step 2. Calculate weighted normalized distances repre-
sented by d(Ai, S

æ) ∈ [0, 1] as Equation (15) shows.

d(Ai, S
æ) =

N�

j=1

wjdij(Ai, S
æ
j ) (15)

The resulting ranking calculated according to d(Ai, S
æ) val-

ues. Alternatives with lower values of d(Ai, S
æ) receive better

positions in the ranking. The technique presented in this paper
can be demonstrated by an alternative algorithm, included
in [14]. However, the authors of this work provided and ap-
plied this option because it seems straightforward. Moreover,
both versions supply identical outcomes.
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D. Similarity coefficients
Ranking similarity coefficients such as the weighted Spear-

man coefficient rw and the ranking similarity coefficient WS
were used to examine the similarity of the rankings [15],
[16]. In the case of the weighted Spearman coefficient, it was
designed to reflect the most relevant alternatives that were
rated the best. In contrast, the ranking similarity coefficient
WS is an asymmetric ranking similarity coefficient where the
alternatives at the top are given the most consideration. These
coefficients can be represented by the formulas (16) and (17).

rw = 1− 6 ·�n
i=1 (xi − yi)

2
((N − xi + 1) + (N − yi + 1))

n · (n3 + n2 − n− 1)
(16)

WS = 1−
n�

i=1

�
2−xi

|xi − yi|
max {|xi − 1| , |xi −N |}

�
(17)

III. STUDY CASE

Taking advantage of compromise ranking methods is an
important topic that often arises in multi-criteria decision-
making. We can determine the most flexible ranking under
multiple conflicting criteria with them. In the following, we
propose a new iterative approach based on the preferences
of reference MCDM methods. The whole procedure can be
described as follows:

Step 1. Evaluation of the formed decision matrix n by
MCDM methods

Step 2. Create a decision matrix based on the ratings of the
MCDM methods. Criteria types are determined based on the
method’s ranking type.

Step 3. Return to step 1 until the ranking i − 1 and the
ranking i of the selected methods are the same, where ranking
i−1 denotes the ranking obtained from the evaluations entering
the current decision matrix, and ranking i denotes the currently
created ranking.

A decision matrix whose values were randomly generated
from a uniform distribution [0, 1] was used for the study. It
is created from 4 criteria and 10 alternatives. For each of the
considered criteria, the same weight was assigned, and it was
assumed that the first two criteria are profit type while the last
two criteria are cost type. Finally, the created decision matrix
is presented using the table I.

TABLE I: Generated decision matrix consisting of alternatives
A1 −A10 and criteria C1 − C4.

Ai C1 C2 C3 C4

A1 0.989490 0.592018 0.818605 0.031060
A2 0.083740 0.507472 0.378180 0.976184
A3 0.445502 0.029106 0.196421 0.897797
A4 0.408798 0.982134 0.428897 0.126954
A5 0.471495 0.042197 0.154756 0.379112
A6 0.205953 0.113477 0.537154 0.396152
A7 0.481553 0.793211 0.541687 0.265333
A8 0.515628 0.270621 0.392020 0.281762
A9 0.789527 0.050453 0.277638 0.179735
A10 0.507601 0.545130 0.644899 0.954265

The obtained preferences of the different alternatives for
each iteration are shown using the illustration 1, where 1a rep-
resents the preference for the TOPSIS approach, 1b represents
the preference for the VIKOR approach, and 1c represents the
preference for the SPOTIS approach.

For the TOPSIS approach, stabilization of ratings was faster
than for the rest of the methods. For the TOPSIS approach, the
range relative to the evaluated decision options increased. The
first ratings obtained were in the range [0.33748, 0.65286],
while the last ratings were [0, 1]. Additionally, the spread of
the obtained ratings also changed, where in the first iteration,
the standard deviation was 0.11151, while in the last iteration,
it was 0.354886.

The stabilization of SPOTIS approach ratings was slightly
faster. As with the TOPSIS approach, the range of obtained
ratings for subsequent iterations in the VIKOR approach
increased. For the first iteration, the obtained preference values
were in the range [0.03838, 1], while for the last iteration,
the values were in the range [0, 1]. The change in scatter of
these values, on the other hand, is not as prominent as for
the TOPSIS approach. Indeed, for the VIKOR approach, a
standard deviation value of 0.32609 was obtained for the first
iteration and 0.35500 for the last iteration.
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Fig. 1: Obtained preferences for TOPSIS, VIKOR, and SPO-
TIS methods in subsequent iterations of the proposed ap-
proach.

Among the considered methods, the SPOTIS approach
had the slowest stabilization of ratings. Ranges of obtained
assessments were increasing much slower than in the case of
TOPSIS and VIKOR. In addition, the intervals obtained in the
last iteration did not reach the limits of the SPOTIS method
domain. For the first iteration, the score interval [0.30921,
0.70877] was achieved, while the score interval [0.01359,
0.99223] was achieved for the last iteration. Regarding the
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scatter of values, it is similar to the TOPSIS method. In the first
iteration, the standard deviation for the scores was 0.14258,
while in the last iteration, it was 0.34732.

Using the Figure 3 the obtained rankings for each iteration
are shown, where 3a shows the obtained ranking for the TOP-
SIS method, 3b shows the obtained ranking for the VIKOR
method, and 3b shows the obtained ranking for the SPOTIS
method.

The TOPSIS method, besides alternative A4, also obtained
invariant positions in all iterations for two alternatives, i.e.,
alternative A3 and alternative A9, which obtained fourth and
seventh ranking positions, respectively. The only noticeable
changes in the ranking positions for this method occurred
between iteration one and iteration two.

A1
A2

A3

A4

A5
A6

A7

A8

A9

A10

1
2
3
4
5
6
7
8
9

TOPSIS i=1
i=2
i=3
i=4
i=5

A1
A2

A3

A4

A5
A6

A7

A8

A9

A10

1
2
3
4
5
6
7
8
9

VIKOR i=1
i=2
i=3
i=4
i=5

A1
A2

A3

A4

A5
A6

A7

A8

A9

A10

1
2
3
4
5
6
7
8
9

SPOTIS i=1
i=2
i=3
i=4
i=5

Fig. 3: Obtained rankings for TOPSIS, VIKOR, and SPOTIS
methods in subsequent iterations of the proposed approach.

In the case of the VIKOR method, besides alternative A4,
invariability of position for each iteration is also obtained by
alternative A1. The alternative A10 received the most changes
in its ranking position during all iterations, obtaining the first
ranking position in the first iteration, obtaining the third-
ranking position in the second, fourth, and fifth iterations, and
obtaining the second-ranking position in the third iteration.

For the SPOTIS method, in addition to alternative A4,
alternative A1 also received an unchanged ranking position of
9. The most significant apparent change in ranking position for
this method occurred for alternative A10. In the first iteration,
it achieved the fourth-ranking position. The second iteration
achieved the first ranking position, and in the rest of the
iterations, it achieved the third-ranking position.

A comparison of the rankings from the first and last iteration
for the considered TOPSIS, VIKOR, and SPOTIS methods has
been shown with the help of Figure 2. Referring to the TOPSIS
method, only three alternatives, i.e., A3, A4, and A9 are in

the same positions in the first and last rankings. The biggest
difference is seen for alternative A2, where in the case of the
first iteration, it reached the third-ranking position, while in
the last iteration, it reached the first ranking position. In the
case of the method, the same positions in both considered
rankings were achieved by four alternatives A1, A4, A6, and
A9. Only two alternatives differed by one ranking position. In
contrast, four alternatives differed by two ranking positions.
The SPOTIS method has the same ranking positions from
the last iteration relative to the first iteration. Alternatives
A1, A2, A4, A7, and A9 remained in their ranking positions.
Only one alternative differed by two positions among the
rankings considered.

The Spearman’s weighted correlation coefficient values for
the individual rankings from iterations i−1 and i are presented
using the table II. The TOPSIS method achieved the fastest,
equally similar rankings, where as early as the third iteration,
the value of rw was 1.0. However, the VIKOR method only
achieved this value in the fifth iteration, while the SPOTIS
method achieved it in the fourth iteration. The most significant
ranking differences are seen in the SPOTIS method, where in
the first iteration, the value of rw between the rankings was
0.85013, and in the second iteration, it was 0.93278.

TABLE II: Spearman weighted coefficient rw values for
Ranki−1 and Ranki.

Iteration Methods

TOPSIS VIKOR SPOTIS

i = 2 0.92286 0.87107 0.85013
i = 3 1.0 0.98126 0.93278
i = 4 1.0 0.98126 1.0
i = 5 1.0 1.0 1.0

The values of the ranking similarity coefficient for the
individual rankings from iterations i − 1 and i are shown
using the table III. The differences between the methods
show a higher number of iterations in reaching the upper
bound value of this coefficient. For example, the TOPSIS
method reached the value of 1.0 in 3 iterations, the VIKOR
method in 5 iterations, and the SPOTIS method in 4 iterations.
Interestingly, the SPOTIS method obtained a lower value of
the WS coefficient in iteration 3 than the value of the WS
coefficient in iteration 2.

TABLE III: Rank similarity coefficient values WS for
Ranki−1 and Ranki.

Iteration Methods

TOPSIS VIKOR SPOTIS

i = 2 0.86730 0.82914 0.83945
i = 3 1.0 0.95089 0.83792
i = 4 1.0 0.95089 1.0
i = 5 1.0 1.0 1.0

IV. CONCLUSION

One of the essential issues of considering multiple MCDM
methods evaluating the same set of decision alternatives is
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Fig. 2: Visualization of ranking similarity from first iteration and last iteration for TOPSIS, VIKOR and SPOTIS approaches.

the compromise. This paper presents a new iterative approach
related to the output values of TOPSIS, VIKOR, and SPOTIS
methods to create successive decision matrices. The proposed
approach is very flexible and guarantees the reliability of the
results, as shown by the tests performed. All considered meth-
ods obtained a compromise ranking in a minimal number of
iterations. Additionally, each of the considered methods in the
last iteration obtained the same ranking as the other methods.
High reliability of the obtained results is also guaranteed by
the used similarity coefficients of the rankings rw and WS,
which reached the upper values of their ranges.

In future research, it would be helpful to consider the effect
of the number of criteria on the number of iterations needed to
reach a compromise for the methods. Additionally, it would be
helpful to investigate the effect of different weight allocation
methods on the final values of the proposed approach. Finally,
to adapt the approach in future research, it would need to be
verified with the reference ranking. Future research would also
need to include a broader validation of the proposed approach
with more MCDM methods. In addition, an aspect related to
the impact of the number of alternatives and criteria on the
final results would need to be addressed.
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Abstract—We encounter uncertainty in many areas. In
decision-making, it is an aspect that allows for better modeling
of real-world problems. However, many methods rely on crisp
numbers in their calculations. It makes it necessary to use
techniques that perform this conversion. In this paper, we
address the problem of score functions assessment regarding
their effectiveness and usefulness in the decision-making field.
The selected methods were used to convert the intuitionistic
fuzzy set matrix into crisp data, then used in the multi-criteria
assessment. Managing the theoretical problem showed that the
used techniques provide high similarity values. Moreover, they
proved to be helpful when dealing with intuitionistic fuzzy sets
in the decision-making area.

I. INTRODUCTION

Many multi-criteria decision-making problems are consid-
ered in areas where data are represented using crisp num-
bers [1]. However, uncertainty problems are difficult to rep-
resent using this approach. Therefore, many tools based on
classical arithmetic methods have been developed to model
uncertainty in decision problems [2]. Such tools allow us
to model real-world problems more accurately and reflect
uncertain knowledge flexibly. Uncertainty modeling tools are
often used in multi-criteria decision-making problems due to
their high reliability [3].

Several popular tools can be used to represent uncertain
knowledge. Among the classical approaches are fuzzy sets
(FS), based on the idea related to partial membership [4]. Over
the years, fuzzy sets have seen many developments: Hesitant
Fuzzy Sets (HFS) [5], Fermatean Fuzzy Sets (FFS) [6], Picture
Fuzzy Sets (PFS) [7], or Intuitionistic Fuzzy Sets (IFS) [8].
Indeed, the main advantage of the generalization of fuzzy sets
is a new approach to uncertainty modeling that considers new
degrees of membership, which gives the expert the ability to
adapt to the characteristics of the problem [9].

One of the most popular tools based on the idea of fuzzy
sets is Intuitionistic Fuzzy Sets. This tool introduces the
possibility of determining the degree of membership and non-
membership, thanks to which it is helpful in many areas such
as decision-making and medical diagnosis [10], [11]. The wide
use of Intuitionistic Fuzzy Sets has led to the development of
this approach. A new similarity measure between intuitionistic
fuzzy sets was proposed by Gohain et al. [12]. Szmidt et al.

proposed a new proposal for attribute selection in models
expressed by intuitionistic fuzzy sets [13]. Thao proposed
new divergence measures of intuitionistic fuzzy sets from
Archimedean t-conorm operators [14].

Using an extension of multi-criteria decision-making meth-
ods with fuzzy logic makes it possible to change the problem
environment from crisp to uncertain. However, most Multi-
Criteria Decision-Making (MCDM) related approaches operate
in an environment based on crisp numbers [15]. To convert
fuzzy data to crisp data, one can use point functions, whose
idea in multi-criteria decision making was originally proposed
by Chen and Tan [16]. However, the existence of multiple
scoring functions means that their use within the same problem
may be characterized by obtaining different results [17]. It cre-
ates a research gap that needs to be filled and determines which
score function to select so that the results are satisfactory.

In this paper, we used five different score functions to
convert Intuitionistic Fuzzy Sets to crisp values and assess the
obtained decision matrix with the Measurement Alternatives
and Ranking according to COmpromise Solution (MARCOS)
method. The simulated data was used as the inputs to show
the performance of the presented approach in the theoretical
problem. Obtained results were then compared with selected
correlation coefficients to point out the similarity of the used
paths. The purpose of the study is to indicate the influence of
the used score function regarding the differences obtained in
multi-criteria ranking.

The rest of the paper is organized as follows. Section 2
presents the preliminaries of the IFS, the scores functions,
the MARCOS method and selected similarity coefficients. In
Section 3, the study case is shown, where the theoretical
problem of the functioning of the different scores function
is raised. Section 4 includes the description of the results
obtained from the examined research. Finally, in Section 5,
the summary is presented, and the conclusions are drawn.

II. PRELIMINARIES

A. Intuitionistic Fuzzy Sets

Definition II.1. An IFS A in a universe X is defined as an
object of the following form:
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A = {ïxj , µj , νjð | xj * X} (1)

where µ : X ³ [0, 1] and ν : X ³ [0, 1] such that 0 �
µj+νj � 1 for all xj * X . The values of µj and νj represent
the degrees of membership and non-membership of xj * X
in A respectively [17].

For every A * IFS(X) (the class of IFSs in the universe
X), the value of

πj = 12 µj 2 νj (2)

represents the degree of hesitation (or uncertainty) associ-
ated with the membership of element xj * X in IFS A, where
0 � πj � 1.

B. Score Functions

The purpose of the score function is to convert the uncertain
data representation to a crisp value. Different approaches to
performing such an action obtain diverse values as a final
output. Selected score functions and the formulas for their
calculations are presented below [17], [18], [19].

SI (Xij) = µij 2 vij (3)

SII (Xij) = µij 2 vij · πij (4)

SIII (Xij) = µij 2
�
vij + πij

2

�
(5)

SIV (Xij) =

�
µij + vij

2

�
2 πij (6)

SV (Xij) = γ · µij + (12 γ) · (12 vij) , γ * [0, 1] (7)

where SI(Xij), SII(Xij), SV (Xij) * [21, 1], SIII(Xij) *
[20.5, 1], and SIV (Xij) * [21, 0.5].

C. MARCOS method

The Measurement Alternatives and Ranking according to
COmpromise Solution (MARCOS) method was introduced
by Željko Stević in 2020 [20] as new multi-criteria decision
making method, which was presented on study case of sustain-
able supplier selection in healthcare industries. This method
provides new approach to solve decision problems, as it
considers an anti-ideal and ideal solution at the initial steps of
consideration of the problem. Moreover it proposes new way
to determine utility functions and their further aggregation,
while maintaining stability in the problems requiring large set
of alternatives and criteria.

Step 1. The initial step requires to define set of n criteria
and m alternatives to create decision matrix.

Step 2. Next, the extended initial matrix X should be
formed by defining ideal (AI) and anti-ideal(AAI) solution.

X =

AII

A1

A2

· · ·
Am

AI

þ
ÿÿÿÿÿÿø

xaa1 xaa2 . . . xaan

x11 x12 · · · x1n

x21 x22 . . . x2n

· · · · · · · · · · · ·
xm1 x22 · · · xmn

xai1 xai2 · · · xain

ù
úúúúúúû

(8)

The anti-ideal solution (AAI) which is the worst alternative
is defined by equation (9), whereas the ideal solution (AI)
is the best alternative in the problem at hand defined by
equation (10).

AAI = min
i

xij if j * B and max
i

xij if j * C (9)

AI = max
i

xij if j * B and min
i

xij if j * C (10)

where B is a benefit group of criteria and C is a group of cost
criteria.

Step 3. After defining anti-ideal and ideal solutions, the
extended initial matrix X needs to be normalized, by applying
equations (11) and (12) creating normalized matrix N .

nij =
xai

xij
if j * C (11)

nij =
xij

xai
if j * B (12)

Step 4. The weight for each criterion needs to be defined to
present its importance in accordance to others. The weighted
matrix V needs to be calculated by multiplying the normalized
matrix N with the weight vector through equation (13).

vij = nij × wj (13)

.Step 5. Next, the utility degree K of alternatives in relation
to the anti-ideal and ideal solutions needs to by calculated by
using equations (14) and (15)

K−
i =

"n
i=1 vij"n
i=1 vaai

(14)

K+
i =

"n
i=1 vij"n
i=1 vai

(15)

Step 6. The utility function f of alternatives, which is the
compromise of the observed alternative in relation to the ideal
and anti-ideal solution, needs to be determined. Its done using
equation (16).

f (Ki) =
K+

i +K−
i

1 +
1−f(K+

i )
f(K+

i )
+

1−f(K−
i )

f(K−
i )

(16)

where f
"
K−

i

"
represents the utility function in relation to the

anti-ideal solution and f
"
K+

i

"
represents the utility function

in relation to the ideal solution.
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Utility functions in relation to the ideal and anti-ideal
solution are determined by applying equations (17) and (18).

f
"
K−

i

"
=

K+
i

K+
i +K−

i

(17)

f
"
K+

i

"
=

K−
i

K+
i +K−

i

(18)

Step 7. Finally, rank alternatives accordingly to the values
of the utility functions. The higher the value the better is an
alternative.

D. Rank similarity coefficients

In order to compare the performance of the score functions,
it would be useful to compare the rankings obtained after
evaluating the values calculated using these functions. For
this purpose, one can use rank similarity coefficients, which
are often used in the literature to compare the resulting
rankings. In the case of our study, we decided to use weighted
Spearman’s correlation coefficient, which allows comparing
rankings considering alternatives rated the best as more sig-
nificant, and the WS ranking similarity coefficient, which the
main assumption that the positions of top of the rankings has
a more significant influence on similarity. The formulas for
calculation of both coefficients are presented below in equation
(19) for weighted Spearman’s correlation and equation (20) for
WS rank similarity coefficient.

rw = 12 6 ·"n
i=1 (xi 2 yi)

2
((N 2 xi + 1) + (N 2 yi + 1))

n · (n3 + n2 2 n2 1)
(19)

WS = 12
n�

i=1

�
2−xi

|xi 2 yi|
max {|xi 2 1| , |xi 2N |}

�
(20)

III. STUDY CASE

The use of fuzzy sets in multi-criteria problems is a popular
approach to solving problems where uncertainty arises. It
allows greater flexibility in modeling input data, thus ensuring
that the actual values that determine the parameters can be
represented. However, in many cases, the criteria are not
considered in a binary way, or the corresponding values are
not known precisely. Fuzzy sets are one of the possible ways
to represent uncertainty [21]. In the following, we focus our
attention on the problem of using Intuitionistic Fuzzy Sets
and different score functions to point out differences and
similarities in the results obtained by using these tools.

A randomly generated decision matrix of 6 alternatives
and 4 criteria was used in the study. Each matrix element
is represented in the form of an IFS, where the first value
indicates the value of decisiveness, while the second deter-
mines the degree of indecisiveness. Then, based on the score
functions described above, conversions of the uncertain matrix
to a matrices represented in the form of sharp numbers were
performed. The generated matrix is shown in Table I.

The purpose of this operation is the need to indicate how a
given score function affects the process of converting the data
to a crisp form. Furthermore, it is crucial to determine whether
the obtained matrices influence the obtained result through a
multi-criteria analysis.

IV. RESULTS

A. Small example

Each type of previously presented score function was used
to calculate crisp values for the matrix, which were shown
in Tables respective to the used function. Table II presents
values obtained by use of score function SI . In the case of
this score function, the spread of values in the range [21, 1]
is around 1.69, which might mean that this specific score
function differentiates well between alternative values.

TABLE II
CRISP SMALL DECISION MATRIX CALCULATED WITH SI SCORE

FUNCTION.

Ai C1 C2 C3 C4

A1 -0.039081 0.137740 -0.351916 0.691538
A2 -0.558417 -0.455956 -0.649449 0.010564
A3 -0.405613 -0.006527 0.361583 0.244181
A4 -0.211142 -0.122171 -0.596428 0.159583
A5 0.479454 -0.860203 0.830694 -0.110298
A6 0.375293 0.328710 -0.797545 -0.822696

In Table III values calculated through execution of score
function SII are presented. This function is defined as the de-
gree of membership minus the product of the non-membership
and hesitation degrees, and even though it provides values
from the same range as SI , it can be seen that there are less
negative values. Moreover, it is clear that in this example, the
spread of calculated values is significantly smaller, as in this
case, it’s around 0.99.

TABLE III
CRISP SMALL DECISION MATRIX CALCULATED WITH SII SCORE

FUNCTION.

Ai C1 C2 C3 C4

A1 0.041174 0.510925 0.243452 0.726737
A2 0.205952 0.075299 0.021391 0.089091
A3 -0.041371 0.060761 0.568287 0.587950
A4 -0.141754 0.392034 0.001438 0.324662
A5 0.506242 -0.056156 0.849442 0.389249
A6 0.383334 0.368876 -0.004356 -0.014798

The values obtained through the equation of score function
SIII are shown in Table IV. This specific function operates
in the range [20.5, 1] and is similar to the previous one
but subtracts the arithmetic mean of the non-membership
and hesitation degrees. As a result, provided values spread
around 1.24, which translates into a high differentiation of the
individual IFS values from the initial decision matrix.
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TABLE I
SMALL DECISION MATRIX REPRESENTED BY INTUITIONISTIC FUZZY SETS.

Ai
C1 C2 C3 C4

(µ, ν) (µ, ν) (µ, ν) (µ, ν)

A1 (0.17125,0.21033) (0.53664,0.39890) (0.28872,0.64063) (0.73657,0.04503)
A2 (0.21496,0.77338) (0.18588,0.64183) (0.11440,0.76385) (0.20609,0.19553)
A3 (0.13443,0.54004) (0.17854,0.18506) (0.60514,0.24356) (0.60220,0.35801)
A4 (0.03524,0.24638) (0.41634,0.53851) (0.11939,0.71582) (0.40974,0.25016)
A5 (0.52621,0.04675) (0.02438,0.88458) (0.85215,0.02146) (0.41781,0.52811)
A6 (0.39471,0.01942) (0.41035,0.08164) (0.06241,0.85995) (0.05100,0.87369)

TABLE IV
CRISP SMALL DECISION MATRIX CALCULATED WITH SIII SCORE

FUNCTION.

Ai C1 C2 C3 C4

A1 -0.243131 0.304959 -0.066927 0.604858
A2 -0.177553 -0.221182 -0.328406 -0.190864
A3 -0.298357 -0.232197 0.407707 0.403293
A4 -0.447136 0.124515 -0.320909 0.114611
A5 0.289310 -0.463433 0.778231 0.126715
A6 0.092065 0.115525 -0.406387 -0.423503

The function SIV is defined as the arithmetic mean of the
membership and non-membership degrees minus the hesitation
degree, which operates in the range [21, 0.5]. The spread of
the values obtained is around 1.06, which is slightly less than
the previous function, but still shows that the IFS values are
significantly differentiated from each other.

TABLE V
CRISP SMALL DECISION MATRIX CALCULATED WITH SIV SCORE

FUNCTION.

Ai C1 C2 C3 C4

A1 -0.427641 0.403307 0.394019 0.172409
A2 0.482520 0.241570 0.317362 -0.397573
A3 0.011706 -0.454602 0.273041 0.440315
A4 -0.577559 0.432286 0.252824 -0.010152
A5 -0.140560 0.363438 0.310422 0.418877
A6 -0.378809 -0.262015 0.383544 0.387039

Values for last score function, namely SV are presented in
Table VI. This function represents a mixed result of positive
and negative outcome expectations and operates in the same
range as SI and SII . In this case, no negative values were
received even though the range in which operates this function
includes negative values. The spread of values received from
this function is around 0.85, which is the lowest of presented
score functions, considering its range.

TABLE VI
CRISP SMALL DECISION MATRIX CALCULATED WITH SV SCORE

FUNCTION.

Ai C1 C2 C3 C4

A1 0.480460 0.568870 0.324042 0.845769
A2 0.220791 0.272022 0.175275 0.505282
A3 0.297193 0.496736 0.680791 0.622091
A4 0.394429 0.438915 0.201786 0.579791
A5 0.739727 0.069898 0.915347 0.444851
A6 0.687646 0.664355 0.101228 0.088652

Table VII presents preference values calculated by execution
of MARCOS method. The values of preference for respective
alternatives show the differences between considered score
functions. The function SI has irregular distribution, where
only one value is significantly higher than the rest. But in the
case of this function, the difference between the highest and
lowest value is almost 0.3, which shows that the values do not
have a high spread. On the contrary, the score function SII

provides a higher spread of 0.426, which might be preferable
as it better distinguishes the differences between alternatives.

Score function SIII provides the smallest spread of values
of all functions, namely 0.047. In such a case, it may be
perceived as the difference between alternatives is insignifi-
cant, which is rarely preferable in case of decision problems.
Evaluated values from score function SIV yielded values that
spread around 0.23, which is not the highest of presented score
functions but might be useful in some cases. The last score
function SV provided the highest values in this Table, which
might be visually better perceived by some decision-makers,
as the differences between the alternatives are more readily
apparent. The spread is around 0.33, which is the second-
highest. Considering those values, functions SII and SV are
the most representative and might be preferred by numerous
decision-makers.

TABLE VII
PREFERENCES FOR SMALL DECISION MATRIX COMPUTED WITH

MARCOS METHOD FOR SI -SV SCORE FUNCTIONS.

Ai SI SII SIII SIV SV

A1 -0.064287 0.584944 -0.017914 0.174813 0.700419
A2 0.233428 0.173407 0.034649 0.177619 0.366605
A3 0.005450 0.374305 0.010045 0.080901 0.643830
A4 0.091397 0.231148 0.022694 0.051248 0.514291
A5 0.054616 0.599214 -0.011511 0.278166 0.644428
A6 0.025817 0.359104 0.008765 0.056061 0.525352
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Figure 1 presents alternatives ranked by preference obtained
through considered score functions. On the graph, the dif-
ferences in evaluation are clearly visible as, for example,
the score function SIII and SI ranked alternative A1 as the
worst. In contrast, score function SV ranked this alternative
as the worst. On the other hand, almost all functions placed
alternative A6 fourth.

A1

A2

A3

A4

A5

A6

1
2
3
4
5
6

SI
SII
SIII
SIV
SV

Fig. 1. Radar chart of MARCOS rankings.

To better visualize differences between presented score
functions, rankings obtained by execution of the MARCOS
method were compared using similarity coefficients. The first
coefficient, namely Weighted Spearman’s correlation coeffi-
cient, is presented in Figure 2 as a correlation matrix in the
form of a heatmap. This coefficient shows high similarities of
rankings, which resulted through execution of score functions
SII and SV . The previous examination showed that those two
functions behave rather similarly, resulting in crisp values of
IFS. The next pair of functions that are quite similar is SIII

and SI .

SI SII SIII SIV SV

S I

S II

S III

S IV

S V

1.00 -0.62 0.80 0.18 -0.82

-0.62 1.00 -0.89 0.51 0.91

0.80 -0.89 1.00 -0.19 -0.94

0.18 0.51 -0.19 1.00 0.34

-0.82 0.91 -0.94 0.34 1.00

Correlation: rw

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Fig. 2. Weighted Spearman’s correlation heatmap of MARCOS rankings for
small decision matrix.

Additionally, the rankings were compared using the WS
rank similarity coefficient, which as well is presented as a
correlation matrix in the form of a heatmap as Figure 3. This
coefficient shows which pair of compared rankings are not
symmetrical, meaning that rankings are not identical neither
the change in position is between exactly the same alternatives.
As it can be seen once again, the pair SI and SIII and pair
SII and SV are characterized by a high degree of similarity.
Moreover, comparing SII and SIV where SII is treated as
yields high similarity.

SI SII SIII SIV SV

S I

S II

S III

S IV

S V

1.00 0.20 0.90 0.53 0.24

0.43 1.00 0.31 0.85 0.84

0.90 0.27 1.00 0.55 0.27

0.57 0.68 0.37 1.00 0.53

0.32 0.84 0.27 0.65 1.00

Correlation: WS

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fig. 3. WS correlation heatmap of MARCOS rankings for small decision
matrix.

B. Big example

The next example that was taken into consideration consists
of twenty alternatives and six criteria, which created the deci-
sion matrix presented in Table VIII. This approach provides a
view of how specific score functions behave in larger multi-
criteria decision problems.

Similarly to the smaller example, for a decision matrix
consisting of IFS, crisp matrix was calculated using score
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TABLE VIII
BIG DECISION MATRIX REPRESENTED BY INTUITIONISTIC FUZZY SETS.

Ai
C1 C2 C3 C4 C5 C6

(µ, ν) (µ, ν) (µ, ν) (µ, ν) (µ, ν) (µ, ν)

A1 (0.09095,0.71850) (0.13774,0.49164) (0.20716,0.00628) (0.06600,0.90771) (0.93253,0.01122) (0.17497,0.50594)
A2 (0.19634,0.76889) (0.05385,0.74241) (0.07135,0.15414) (0.44855,0.19833) (0.15521,0.30392) (0.41031,0.09120)
A3 (0.02148,0.09223) (0.37886,0.44763) (0.20687,0.35686) (0.11724,0.55262) (0.15676,0.80864) (0.28854,0.00747)
A4 (0.80399,0.04354) (0.10795,0.17483) (0.80161,0.11037) (0.49469,0.30475) (0.18160,0.29511) (0.02199,0.37757)
A5 (0.59997,0.06593) (0.52386,0.23834) (0.25322,0.03477) (0.86408,0.08472) (0.14660,0.03157) (0.35019,0.03213)
A6 (0.17915,0.01657) (0.35069,0.17044) (0.23634,0.71446) (0.71924,0.26769) (0.16976,0.73265) (0.13227,0.62576)
A7 (0.39394,0.41539) (0.59632,0.02533) (0.28756,0.53541) (0.03969,0.82749) (0.44033,0.44300) (0.18513,0.47813)
A8 (0.09366,0.55802) (0.78447,0.18155) (0.15418,0.51586) (0.51218,0.19691) (0.54950,0.29227) (0.78470,0.19383)
A9 (0.20754,0.11127) (0.02822,0.77145) (0.11259,0.43723) (0.10478,0.83100) (0.43970,0.01513) (0.36435,0.54747)
A10 (0.53145,0.38788) (0.51920,0.27552) (0.47281,0.39902) (0.29417,0.18583) (0.44656,0.32535) (0.56993,0.28041)
A11 (0.41454,0.55076) (0.60336,0.17182) (0.25771,0.20216) (0.43993,0.40186) (0.34019,0.46780) (0.28601,0.21097)
A12 (0.00178,0.27447) (0.21928,0.08916) (0.22282,0.15183) (0.52120,0.09153) (0.10013,0.27936) (0.44117,0.20162)
A13 (0.57693,0.40495) (0.07804,0.58253) (0.54650,0.08093) (0.67845,0.08846) (0.19737,0.36442) (0.72426,0.00283)
A14 (0.03320,0.27491) (0.17390,0.71133) (0.78701,0.18097) (0.15871,0.82272) (0.68930,0.04541) (0.16032,0.47469)
A15 (0.14737,0.32855) (0.62481,0.01155) (0.34158,0.62958) (0.61442,0.01856) (0.85899,0.08471) (0.29505,0.22883)
A16 (0.46437,0.49039) (0.46334,0.19572) (0.20792,0.70879) (0.08940,0.36645) (0.00819,0.58278) (0.04862,0.11211)
A17 (0.17621,0.05731) (0.39896,0.25935) (0.54071,0.45444) (0.11264,0.77514) (0.70301,0.02073) (0.40974,0.52313)
A18 (0.03117,0.46166) (0.48374,0.35310) (0.09871,0.32470) (0.15036,0.08845) (0.25587,0.41844) (0.03895,0.57066)
A19 (0.37151,0.06187) (0.29695,0.33688) (0.03437,0.25546) (0.63877,0.03488) (0.87320,0.08054) (0.37052,0.44601)
A20 (0.26295,0.58775) (0.32911,0.29911) (0.08203,0.25447) (0.74980,0.20059) (0.26421,0.04034) (0.46111,0.50190)

functions. The resultant matrix with crisp values is presented
in Table IX.

TABLE IX
PREFERENCES FOR BIG DECISION MATRIX COMPUTED WITH MARCOS

METHOD FOR SI -SV SCORE FUNCTIONS.

Ai SI SII SIII SIV SV

A1 -0.036549 0.190882 -0.085154 -0.041990 0.451390
A2 -0.030858 0.146254 -0.109542 0.059565 0.465973
A3 -0.028761 0.126735 -0.129638 0.081650 0.459555
A4 0.033628 0.355654 0.068392 0.049577 0.658271
A5 0.067533 0.500764 0.122542 0.119319 0.763359
A6 -0.019921 0.272210 -0.038713 -0.046104 0.489817
A7 -0.019389 0.278088 -0.007072 -0.101019 0.487457
A8 0.029940 0.462223 0.143382 -0.127860 0.643773
A9 -0.050486 0.130363 -0.126984 0.004657 0.411298
A10 0.030223 0.483942 0.140541 -0.105493 0.646673
A11 0.013713 0.371025 0.056929 -0.055130 0.590749
A12 0.014285 0.170247 -0.078569 0.216041 0.596157
A13 0.036599 0.465783 0.134680 -0.048441 0.671756
A14 -0.020070 0.282331 -0.011157 -0.077203 0.501384
A15 0.045216 0.480237 0.126290 -0.027890 0.697439
A16 -0.030772 0.129525 -0.105932 0.042165 0.452381
A17 0.005362 0.395817 0.049615 -0.063564 0.574704
A18 -0.033528 0.026981 -0.153698 0.105713 0.449290
A19 0.034387 0.394112 0.073114 0.025449 0.672488
A20 0.005835 0.327543 0.020393 -0.003544 0.576575

The first function, namely SI yielded results presented in
Table X. In this case, the standard deviation is 0.411, which is
pretty high considering the range of this function, and it tells
us that this specific function provided differentiated results.
Moreover, the spread of those values is 1.76, which once again,
as in the smaller numerical example, shows that this function
makes use of a significant part of the range it operates in.

TABLE X
CRISP BIG DECISION MATRIX CALCULATED WITH SI SCORE FUNCTION.

Ai C1 C2 C3 C4 C5 C6

A1 -0.6276 -0.3539 0.2009 -0.8417 0.9213 -0.3310
A2 -0.5725 -0.6886 -0.0828 0.2502 -0.1487 0.3191
A3 -0.0708 -0.0688 -0.1500 -0.4354 -0.6519 0.2811
A4 0.7605 -0.0669 0.6912 0.1899 -0.1135 -0.3556
A5 0.5340 0.2855 0.2184 0.7794 0.1150 0.3181
A6 0.1626 0.1802 -0.4781 0.4516 -0.5629 -0.4935
A7 -0.0215 0.5710 -0.2478 -0.7878 -0.0027 -0.2930
A8 -0.4644 0.6029 -0.3617 0.3153 0.2572 0.5909
A9 0.0963 -0.7432 -0.3246 -0.7262 0.4246 -0.1831
A10 0.1436 0.2437 0.0738 0.1083 0.1212 0.2895
A11 -0.1362 0.4315 0.0555 0.0381 -0.1276 0.0750
A12 -0.2727 0.1301 0.0710 0.4297 -0.1792 0.2395
A13 0.1720 -0.5045 0.4656 0.5900 -0.1670 0.7214
A14 -0.2417 -0.5374 0.6060 -0.6640 0.6439 -0.3144
A15 -0.1812 0.6133 -0.2880 0.5959 0.7743 0.0662
A16 -0.0260 0.2676 -0.5009 -0.2770 -0.5746 -0.0635
A17 0.1189 0.1396 0.0863 -0.6625 0.6823 -0.1134
A18 -0.4305 0.1306 -0.2260 0.0619 -0.1626 -0.5317
A19 0.3096 -0.0399 -0.2211 0.6039 0.7927 -0.0755
A20 -0.3248 0.0300 -0.1724 0.5492 0.2239 -0.0408

The results obtained using the SII function are presented
in the Table XI. In this case, values are characterized by a
standard deviation of 0.29 and a spread of 1.16. Because
this function operates in the same interval as SI , namely
[21, 1], they can be easily compared. And just as in the small
numerical example, here too, the function SII achieves smaller
values of spread and standard deviation.
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TABLE XI
CRISP BIG DECISION MATRIX CALCULATED WITH SII SCORE FUNCTION.

Ai C1 C2 C3 C4 C5 C6

A0 -0.0460 -0.0445 0.2022 0.0421 0.9319 0.0135
A1 0.1696 -0.0974 -0.0480 0.3785 -0.0092 0.3648
A2 -0.0603 0.3012 0.0512 -0.0652 0.1288 0.2833
A3 0.7974 -0.0174 0.7919 0.4336 0.0272 -0.2047
A4 0.5779 0.4672 0.2285 0.8597 0.1207 0.3303
A5 0.1658 0.2691 0.2012 0.7157 0.0983 -0.0191
A6 0.3147 0.5867 0.1928 -0.0702 0.3887 0.0241
A7 -0.1007 0.7783 -0.0160 0.4549 0.5033 0.7805
A8 0.1317 -0.1263 -0.0842 0.0514 0.4315 0.3161
A9 0.5002 0.4626 0.4217 0.1975 0.3724 0.5280
A10 0.3954 0.5647 0.1485 0.3763 0.2504 0.1799
A11 -0.1969 0.1576 0.1279 0.4858 -0.0732 0.3691
A12 0.5696 -0.1197 0.5163 0.6578 0.0377 0.7235
A13 -0.1570 0.0923 0.7812 0.1434 0.6773 -0.0129
A14 -0.0248 0.6206 0.3234 0.6076 0.8542 0.1861
A15 0.4422 0.3966 0.1489 -0.1100 -0.2302 -0.0455
A16 0.1323 0.3103 0.5385 0.0256 0.6973 0.3746
A17 -0.2030 0.4261 -0.0885 0.0830 0.1196 -0.1838
A18 0.3365 0.1736 -0.1470 0.6274 0.8695 0.2887
A19 0.1752 0.2179 -0.0868 0.7399 0.2362 0.4425

The score function SIII yielded values presented in Table
XII. This function operates in a different range than the two
previous. Considering the operative range of this function,
the standard deviation value of 0.35 and spread of 1.39 are
definitely high values. Results similar to those obtained in the
small numerical example show that this function is stable and,
at the same time, uses a large part of the interval in which it
operates, providing relatively different values for the different
alternatives.

TABLE XII
CRISP BIG DECISION MATRIX CALCULATED WITH SIII SCORE FUNCTION.

Ai C1 C2 C3 C4 C5 C6

0 -0.3636 -0.2934 -0.1893 -0.4010 0.8988 -0.2375
1 -0.2055 -0.4192 -0.3930 0.1728 -0.2672 0.1155
2 -0.4678 0.0683 -0.1897 -0.3241 -0.2649 -0.0672
3 0.7060 -0.3381 0.7024 0.2420 -0.2276 -0.4670
4 0.3999 0.2858 -0.1202 0.7961 -0.2801 0.0253
5 -0.2313 0.0260 -0.1455 0.5789 -0.2454 -0.3016
6 0.0909 0.3945 -0.0687 -0.4405 0.1605 -0.2223
7 -0.3595 0.6767 -0.2687 0.2683 0.3243 0.6770
8 -0.1887 -0.4577 -0.3311 -0.3428 0.1595 0.0465
9 0.2972 0.2788 0.2092 -0.0587 0.1698 0.3549

10 0.1218 0.4050 -0.1134 0.1599 0.0103 -0.0710
11 -0.4973 -0.1711 -0.1658 0.2818 -0.3498 0.1618
12 0.3654 -0.3829 0.3197 0.5177 -0.2039 0.5864
13 -0.4502 -0.2391 0.6805 -0.2619 0.5339 -0.2595
14 -0.2789 0.4372 0.0124 0.4216 0.7885 -0.0574
15 0.1966 0.1950 -0.1881 -0.3659 -0.4877 -0.4271
16 -0.2357 0.0984 0.3111 -0.3310 0.5545 0.1146
17 -0.4532 0.2256 -0.3519 -0.2745 -0.1162 -0.4416
18 0.0573 -0.0546 -0.4484 0.4582 0.8098 0.0558
19 -0.1056 -0.0063 -0.3770 0.6247 -0.1037 0.1917

Table XIII presents results obtained using function SIV .
The calculated spread of values, being around 1.32, similar
to the functions SI and SIII shows significant use of the
range in which this function operates. Moreover, the standard
deviation value of about 0.36 is close to the value obtained by

the function SIII , which might indicate that those functions
might yield similar results.

TABLE XIII
CRISP BIG DECISION MATRIX CALCULATED WITH SIV SCORE FUNCTION.

Ai C1 C2 C3 C4 C5 C6

0 0.2142 -0.0559 -0.6798 0.4606 0.4156 0.0214
1 0.4478 0.1944 -0.6618 -0.0297 -0.3113 -0.2477
2 -0.8294 0.2397 -0.1544 0.0048 0.4481 -0.5560
3 0.2713 -0.5758 0.3680 0.1992 -0.2849 -0.4007
4 -0.0012 0.1433 -0.5680 0.4232 -0.7327 -0.4265
5 -0.7064 -0.2183 0.4262 0.4804 0.3536 0.1370
6 0.2140 -0.0675 0.2345 0.3008 0.3250 -0.0051
7 -0.0225 0.4490 0.0051 0.0636 0.2627 0.4678
8 -0.5218 0.1995 -0.1753 0.4037 -0.3178 0.3677
9 0.3790 0.1921 0.3077 -0.2800 0.1579 0.2755

10 0.4480 0.1628 -0.3102 0.2627 0.2120 -0.2545
11 -0.5856 -0.5373 -0.4380 -0.0809 -0.4308 -0.0358
12 0.4728 -0.0092 -0.0589 0.1504 -0.1573 0.0906
13 -0.5378 0.3278 0.4520 0.4721 0.1021 -0.0475
14 -0.2861 -0.0455 0.4567 -0.0505 0.4155 -0.2142
15 0.4321 -0.0114 0.3751 -0.3162 -0.1135 -0.7589
16 -0.6497 -0.0125 0.4927 0.3317 0.0856 0.3993
17 -0.2608 0.2553 -0.3649 -0.6418 0.0115 -0.0856
18 -0.3499 -0.0493 -0.5653 0.0105 0.4306 0.2248
19 0.2761 -0.0577 -0.4952 0.4256 -0.5432 0.4445

Table XIV presents values calculated using function SV .
The standard deviation of calculated values is 0.21, whereas
the spread value is 0.88. This function operates in the same
range as functions SI and SII , which makes it the worst in
diversifying values in comparison to those two. Even though a
small standard deviation and spread characterize those values,
this function might be useful when such values are expected.

TABLE XIV
CRISP BIG DECISION MATRIX CALCULATED WITH SV SCORE FUNCTION.

Ai C1 C2 C3 C4 C5 C6

0 0.1862 0.3231 0.6004 0.0791 0.9607 0.3345
1 0.2137 0.1557 0.4586 0.6251 0.4256 0.6596
2 0.4646 0.4656 0.4250 0.2823 0.1741 0.6405
3 0.8802 0.4666 0.8456 0.5950 0.4432 0.3222
4 0.7670 0.6428 0.6092 0.8897 0.5575 0.6590
5 0.5813 0.5901 0.2609 0.7258 0.2186 0.2533
6 0.4893 0.7855 0.3761 0.1061 0.4987 0.3535
7 0.2678 0.8015 0.3192 0.6576 0.6286 0.7954
8 0.5481 0.1284 0.3377 0.1369 0.7123 0.4084
9 0.5718 0.6218 0.5369 0.5542 0.5606 0.6448

10 0.4319 0.7158 0.5278 0.5190 0.4362 0.5375
11 0.3637 0.5651 0.5355 0.7148 0.4104 0.6198
12 0.5860 0.2478 0.7328 0.7950 0.4165 0.8607
13 0.3791 0.2313 0.8030 0.1680 0.8219 0.3428
14 0.4094 0.8066 0.3560 0.7979 0.8871 0.5331
15 0.4870 0.6338 0.2496 0.3615 0.2127 0.4683
16 0.5595 0.5698 0.5431 0.1687 0.8411 0.4433
17 0.2848 0.5653 0.3870 0.5310 0.4187 0.2341
18 0.6548 0.4800 0.3895 0.8019 0.8963 0.4623
19 0.3376 0.5150 0.4138 0.7746 0.6119 0.4796

The rankings obtained using the MARCOS method are
grouped in the barplot shown in Figure 4. As can be seen,
the obtained rankings differ significantly from each other,
highlighting how important it is to choose an appropriate score
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function. Additionally, it can be seen that on the podium of
the ranking, the functions SII , SIII , and SV behave similarly.
Still, in the further positions, significant discrepancies appear.

SI SII SIII SIV SV

S I

S II

S III

S IV

S V

1.00 0.87 0.86 -0.02 0.99

0.87 1.00 0.94 -0.39 0.87

0.86 0.94 1.00 -0.48 0.85

-0.02 -0.39 -0.48 1.00 -0.02

0.99 0.87 0.85 -0.02 1.00

Correlation: rw
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0.2

0.0

0.2

0.4
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0.8

1.0

Fig. 5. Weighted Spearman’s correlation heatmap of MARCOS rankings for
big decision matrix.

The correlations of the rankings obtained from the big deci-
sion matrix data are shown in Figures 5 and 6 using heatmaps.
The former, describing values for the weighted Spearman’s
correlation coefficient, shows high correlation values for all
scoring functions, excluding the SIV function. When it was
used, the rankings calculated using the MARCOS method were
significantly different.

SI SII SIII SIV SV

S I

S II

S III

S IV

S V

1.00 0.95 0.84 0.72 0.99

0.92 1.00 0.87 0.59 0.92

0.77 0.87 1.00 0.14 0.76

0.61 0.40 0.40 1.00 0.61

0.99 0.94 0.83 0.74 1.00

Correlation: WS

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Fig. 6. WS correlation heatmap of MARCOS rankings for big decision matrix

In contrast, the similarity of the rankings calculated with
WS coefficient, shown in Figure 6 also indicated that the SIV

function showed the least consistent results with the other
techniques used. The strongest similarity of rankings could
be observed for the pair of methods SI and SV , which is
0.99. In contrast, the lowest consistency of rankings is 0.14
for the pair of methods SIII and SIV . It indicates a significant
discrepancy, which confirms the importance of the influence
of the used scoring function on the obtained results.

C. WS comparison

To generalize the results and examine the similarities be-
tween the scoring functions used, 1000 simulations were
performed for randomly generated decision matrices. Each
of the generated matrices was subjected to the techniques
described earlier, and the resulting crisp matrices were used
in a multi-criteria analysis using the MARCOS method. The
figures and tables below show the values calculated for the
similarities of the obtained rankings. The WS rank similarity
coefficient determined their consistency.

Visualizations for selected scoring functions are presented
below, together with tables describing selected statistics of
the obtained data. Figure 7 shows the distribution of ranking
similarity values for the simulations performed. The rankings
obtained using the SII function were compared with the other
methods. It is worth noting that for the functions SIII and
SV, the similarity of the rankings was high and concentrated
in a narrow area. It shows a high consistency in how IFS
conversions to crisp values are performed, which translates
into high reproducibility in evaluating alternatives.

SI SIII SIV SV
Score function

0.2

0.4

0.6

0.8

1.0

W
S

SII

Fig. 7. Distribution of rankings similarity values using the SII score function.

Table XV contains the statistics calculated from the sim-
ulations, including a comparison of the performance of the
function SI with the others. The variance and standard devi-
ation were most negligible for the functions SIII and SV, as
confirmed by the data shown in Figure 7. On the other hand,
the most significant standard deviation (0.384707) was seen
when comparing the results obtained using the SI function.

TABLE XV
STATISTICS FOR RESULTS OBTAINED USING THE SII SCORE FUNCTION.

Si Standard deviation Variance Mean

SI 0.384707 0.147999 0.446851
SIII 0.098412 0.009685 0.967222
SIV 0.118155 0.013961 0.276578
SV 0.060845 0.003702 0.910355
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A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19 A20
Alternative

1
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3
4
5
6
7
8
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10
11
12
13
14
15
16
17
18
19
20

Ra
nk

SI SII SIII SIV SV

Fig. 4. MARCOS rankings for big decision matrix for SI -SV score functions.

Figure 8 shows the similarity distribution obtained for the
comparison of results using the SIII function together with the
other functions. As in the previous case, the highest similarity
of rankings was observed for the functions SII and SV. In
addition, the lowest consistency of results was noted when
comparing with the ranking obtained using SIV.

SI SII SIV SV
Score function

0.2

0.4

0.6

0.8

1.0
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Fig. 8. Distribution of rankings similarity values using the SIII score function.

In turn, Table XVI describes the statistical values for the
data obtained when comparing the rankings of the functions
SIII with the others. The highest average ranking similarity
value is 0.968083 for the method pair SIII and SII. It demon-
strates the high consistency of the results and shows that the
two functions can be used interchangeably without much effect
on the rankings in most cases.

TABLE XVI
STATISTICS FOR RESULTS OBTAINED USING THE SIII SCORE FUNCTION.

Si Standard deviation Variance Mean

SI 0.391059 0.152927 0.452026
SII 0.098297 0.009662 0.968083
SIV 0.125697 0.015800 0.281541
SV 0.093363 0.008717 0.906154

A visualization of the similarity distribution of the rankings
obtained using the scoring function SIV compared to the other
functions is shown in Figure 9. It can be seen that none of the
techniques used gives a strong rankings correlation. Instead, it
causes the results obtained to vary, making it essential to bear
in mind that the choice of scoring function directly impacts
the results obtained.

SI SII SIII SV
Score function
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0.8
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Fig. 9. Distribution of rankings similarity values using the SIV score function.

The determined statistical features for the comparisons of
the function SIV with the others are listed in Table XVII.
The average correlation value oscillates between a value of
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0.284001 for feature SIII and 0.522578 for feature SV. It
shows that a low consistency of results is obtained regard-
less of the technique used. On the other hand, the standard
deviation for the similarity of the rankings is similar across
all functions. It shows that the quality of the correlation is
also affected by the input data, which can improve or worsen
the consistency of the rankings.

TABLE XVII
STATISTICS FOR RESULTS OBTAINED USING THE SIV SCORE FUNCTION.

Si Standard deviation Variance Mean

SI 0.145812 0.021261 0.491630
SII 0.124837 0.015584 0.289953
SIII 0.133394 0.017794 0.284001
SV 0.147851 0.021860 0.522578

The similarity results for the other functions used in the
study, i.e., SI and SV, show that the first function gives a
similar similarity of rankings to the other techniques. Still, it
oscillates within a value of 0.4, indicating low consistency of
the results. On the other hand, the second function shows a
high similarity of performance together with the functions SII

and SIII. It confirms the trend of possible interchangeable use
of these functions in converting IFS to crisp values in multi-
criteria problems.

V. CONCLUSION

Decision-making appears in many parts of life, so develop-
ing this particular branch of technology is crucial. However,
often in decision-making problems, the problem of uncertainty
and fuzzy values arise, which makes standard methods inap-
plicable. For this reason, it is worth taking a closer look at the
possibilities of defuzzification of such problems.

In the study carried out, five score functions that allow
achieving crisp values from intuitionistic fuzzy sets were
compared. Each of the functions allows obtaining completely
different values, which ultimately will significantly influ-
ence the results of the rankings. The study showed that in
the smaller problem, the functions SI and SIII should be
preferred in decision-making problems because of the high
distinction of individual values between them. However, the
more extensive problem and simulations for 1000 decision
matrices showed that functions SII, SIII and SV proved to
be the most coherent techniques. Moreover, those functions
presented high similarity in resulting rankings rendering them
equally capable.

In future studies, it would be meaningful to address this
issue regarding the reference ranking to compare the perfor-
mance of the used score functions to indicate their reliability in
practical problems. In addition, it would verify the usefulness
and effectiveness of presented score functions in the decision-
making process, which is obligatory to obtain credible results.
In addition, future research would need to consider real
decision-making tasks.
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Abstract—Sustainable transport can contribute to many ben-
eficial changes, such as reducing greenhouse gas emissions and
pollutants into the atmosphere, improving the country’s energy
security, and enhancing energy efficiency. Therefore, it is essential
to provide a framework for reliable measurement of sustainable
transport, enabling its evaluation in terms of diversity and the sig-
nificance of renewable energy sources (RES). This paper presents
a methodological framework for a multi-criteria assessment of
sustainable transportation. The proposed framework is based on
three multi-criteria decision analysis (MCDA) methods: SPOTIS
(Stable Preference Ordering Towards Ideal Solution), ARAS
(Additive Ratio Assessment), and TOPSIS (Technique for Order
of Preference by Similarity to Ideal Solution). The application of
the proposed tool is demonstrated in an illustrative example of
the assessment of European countries in terms of the share of
alternative fuels in final energy consumption in road transport.
The authors used the proposed framework to perform a compar-
ative analysis considering three MCDA methods and two methods
for determining the significance of evaluation criteria: equal
and entropy weighting methods. The investigation has proven
the practical suitability of the proposed tool in the problem
of multi-criteria sustainable transport assessment. Furthermore,
conducted analysis indicated that Sweden is characterized by the
most sustainable transport in terms of significance and share of
alternative fuels and RES and their diversification.

I. INTRODUCTION

CURRENT European environmental policy is focused on
improving the ecological situation by reducing green-

house gas (GHG) emissions [1]. The European Union’s goals
also cover increasing the share of renewable energy sources
(RES) in all fields, including road transport [2]. The road
transport sector, dominated by petroleum-derived fuels, is the
source of about 25% of total GHG emissions in Europe [3].
As a consequence, the use of alternative fuels that cause
less atmosphere pollution and at the same time contribute
to increased security of supply and optimal energy storage
is widely promoted. The investigation presented in the pa-
per [3] found that the increase in electric vehicles, gas-engine
vehicles, and biofuel-powered vehicles contributes to more
sustainable energy consumption and reduces carbon emissions.

The long-term goals of the European transport economy are
to increase the use of alternative fuels. The strategy set by Eu-
ropean Commission includes targets covering 60% reduction
in carbon dioxide emissions from transport by 2050 compared
to 1990 [4], [5], and 70% reduction of final oil consumption

by 2050. The mentioned strategy also covers reduced increase
of congestion implied multimodal solutions and innovative
technologies in transport improving energy efficiency [6]. This
trend is promoted by technological development and targeted
investments. This strategy is justified by the harmful effects
of the combustion of conventional fuels on the environment,
depletion of sources for conventional fuels, and the aim to
reduce dependence on oil imports from countries beyond the
European Union [7], [8]. Motor fuels consist of a group of
liquid fuels, including gasoline, diesel, biofuels, and a group
of gaseous fuels, such as liquefied petroleum gases (LPG).
Gasoline is produced by the rectification of petroleum. The
advantages of gasoline include its high calorific value, low
sulfur content, and resistance to low temperatures. However,
some of the disadvantages of gasoline include environmental
pollution in its combustion process, depletion of petroleum
reserves, and high-cost production. Increasing the popularity
of alternative fuels regarding conventional fuels such as gaso-
line and diesel includes the promotion of fuels derived from
sources such as natural gas, LPG, biofuels and hydrogen, and
electricity [5]. Electric vehicles do not pollute the atmosphere
with exhaust fumes. Moreover, when RES power them, they
contribute to reducing carbon dioxide emissions and fossil fuel
consumption. Electric vehicles are particularly advantageous
in urban areas, where travel distances are usually short [2].
The development of electric vehicles contributes to sustainable
transportation in urban areas due to limited emissions and
noise. In addition, hybrid vehicles with an internal combustion
engine and an electric motor are also being developed to
help reduce toxins and carbon dioxide emissions in exhaust
gases. Fuels that play a significant role in replacing petroleum-
based fuels in road transportation are biogas and natural gas.
Natural gas is advantageous compared to petroleum because
of less environmental impact and lower cost. Natural gas has
good potential as an alternative fuel in road transport due to
its contribution to supply security and lower environmental
impact than conventional fuels [9]. Currently, the market
for natural gas vehicles, including compressed natural gas
(CNG) and liquefied natural gas (LNG), is expected to grow,
expanding the opportunities for various road participants and
contributing to fuel market diversification. On the other hand,
the long-term benefits of diesel oil, CNG, and LPG are limited
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due to their fossil fuel character [2]. Bioethanol and biodiesel
are other fuel types that contribute to making transport less
dependent on oil. First generation bioethanol and biodiesel
are obtained from agricultural crops, the second generation
from lignocellulosic biomass and third generation biofuels are
produced from algae. The popularity of biofuels is growing,
influenced by environmental regulations [2]. In the case of
biofuels, the constant development of technology makes it
possible to produce them from different sources. In addition,
biofuels are also blended with conventional fuels to reduce
environmental pollution. Liquefied petroleum gas (LPG) is an
alternative fuel derived from oil and natural gas but can also
be derived from biomass. In terms of environmental impact,
it is more eco-friendly than conventional fuels as it has lower
emissions [10].

Indeed, as can be seen, reliable assessment requires the
consideration of many different criteria [11], [12], which in
the case of the problem analyzed in this paper are the different
types of alternative fuels. Various alternative fuels contribute
as a whole to the reduction of carbon dioxide and pollutants to
the atmosphere and the reduction of dependence on imported
petroleum-based fuels [6]. Moreover, the growing popularity
of fuels from RES contributes to the realization of an essential
principle of sustainable development, which is increasing the
share of RES in all sectors of the economy [13], including road
transport [14]. The need to simultaneously consider multiple
fuels as criteria for the proposed framework for European
country evaluation implies the application of multi-criteria
decision analysis (MCDA) methods.

MCDA methods are widely used in transport assessment
because they allow for building models with multiple criteria
necessary to evaluate and consider them simultaneously. For
example, the Technique for Order of Preference by Simi-
larity to Ideal Solution (TOPSIS) is widely popular among
researchers and practitioners due to its wide range of appli-
cations in various fields and real-life decision problems [15].
The TOPSIS method was applied for transport assessment con-
cerning energy and environmental efficiency divided into road,
rail, and air transport sectors [6]. Multi-criteria evaluation of
electric vehicles from the perspective of sustainable transporta-
tion priorities often considers comparative analysis involving
several MCDA methods. In the framework proposed in [16],
the authors used fuzzy extensions of three MCDA methods,
including TOPSIS, Simple Additive Weighting (SAW), and
Preference Ranking Organization METHod for Enrichment of
Evaluation (PROMETHEE), due to the necessity to regard the
uncertainty occurring in the considered data on parameters
and performance of evaluated vehicles, which is represented
as interval or triangular fuzzy number (TFN). The vehicle
rating for sustainable public transport presented in paper [17]
employs a multi-criteria model built for evaluation using the
ELECTRE (ELimination Et Choice Translating REality) TRI
method. ELECTRE III was used to benchmark the buses
recommended for the public transportation sector [18]. The
authors of another work applied Multiattribute Utility Theory
Approach (MAUT) method to determine consumer preferences

for alternative fuel vehicles [14]. In another research, the
Analytical Hierarchy Process (AHP) was employed to evaluate
alternative fuels in the context of sustainable transport [19].
Applying a multi-criteria decision analysis model based on the
Additive Ratio Assessment (ARAS) method to assess alterna-
tive fuels for public transport was the main contribution of
work [20]. The above literature review allows concluding that
MCDA methods are widely and successfully used to evaluate
sustainable transportation in many aspects. However, most re-
search focuses on evaluating different vehicle technologies and
fuels. On the other hand, attempts to rank countries concerning
the share of alternative fuels in transport are rather limited.
Therefore, it motivated the authors of this research to create
a methodological framework based on MCDA methods that
could support an information system for sustainable transport
assessment, focusing on the share of alternative fuels in road
transport.

This paper aims to present a multi-criteria approach, in-
cluding the developed framework for measuring sustainable
transport, particularly for assessing European countries consid-
ering sustainable energy consumption focused on alternative
fuels in road transport. The objective of the research is to
identify the country among the analyzed European countries
where the share of alternative fuels is the most significant and
diversified, which contributes to the reduction of greenhouse
gas emissions and pollutants to the atmosphere and increases
the country’s independence from petroleum-derived fuels im-
ports. The framework comprises a comparative analysis of
results obtained using different MCDA methods to provide a
reliable assessment [21], [22]. Another goal of the paper was
to investigate the comparability of results obtained using three
different MCDA methods based on distance measurement to
reference solutions. Thus, the proposed approach involves
employing three selected MCDA methods, including SPOTIS
(Stable Preference Ordering Towards Ideal Solution), ARAS,
and TOPSIS, for the multi-criteria evaluation of European
countries regarding the share of alternative fuels in final
Energy consumption in road transport. SPOTIS is a newly
developed MCDA method that was introduced in 2020 [23].
The advantage of the SPOTIS method is resistance to the
ranking reversal effect, which means that there is no ranking
reversal when a particular alternative is removed or added
from the evaluated set [24]. The mentioned advantage is
possible because direct comparisons between alternatives are
not required. In the SPOTIS approach, options are compared
only with the ideal solution constructed by the decision-maker
in the procedure of specification minimum and maximum
bounds of each criterion which define multi-criteria problem
to be solved. An additional advantage of the SPOTIS method
is identifying the whole domain model due to building the
ideal solution point defining the considered problem [23].
To confirm the results’ reliability, the authors compared the
results of the SPOTIS method with the results given by
two other benchmark MCDA methods, ARAS and TOPSIS.
The authors chose both benchmarking methods regarding a
similar principle to the SPOTIS method, namely considering
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the ideal solution in evaluating alternatives. The ARAS method
evaluates alternatives by determining each option’s degree of
utility (efficiency) concerning the ideal alternative [25]. The
TOPSIS method, on the other hand, takes into account their
distance from the ideal and anti-ideal solutions in calculating
the utility function values for each alternative [26]. In con-
trast to ARAS and TOPSIS, the SPOTIS method is more
flexible because it allows the decision-maker to define the
ideal solution independently instead of solely based on the
data in the decision matrix [23]. Mentioned MCDA methods,
besides providing a decision matrix containing performance
values against the criteria, also require assigning a value of
each criterion importance to the decision-maker, i.e., a weight.
A strategic approach to fulfilling the long-term needs of all
modes of transportation is recommended to be based on a
full suite of alternative fuels without preference for particular
types [9], [27]. The authors assigned equal weights to the
criteria with this fact in mind. However, the authors also
included in performed analysis objective weights determined
by the Entropy method for a more comprehensive and reliable
research procedure.

The rest of the paper is organized as follows. Section II
provides basic assumptions and mathematical formulas of
methods applied in this research. Next, in section III the
practical problem of European countries’ assessment regarding
the share of alternative fuels in consumption in final energy
consumption in road transport. Then, in section IV research
results are presented. In section V discussion of obtained
results is provided. Finally, in the last section VI the summary
and conclusions are given, and future work directions are
drawn.

II. METHODOLOGY

This section provides the basics and main assumptions
of the particular MCDA methods employed in this research
and other supporting techniques as criteria weighting methods
and correlation coefficients for determining obtained rankings
consistency for benchmarking analysis.

A. The SPOTIS Method

The subsequent stages of the SPOTIS (Stable Preference
Ordering Towards Ideal Solution) method are given based
on [23].

Step 1. Define the MCDA problem by determining the
bounds containing the minimum and maximum performance
values included in evaluated decision matrix S = [sij ]m×n

for each criterion. The minimum and maximum bounds For
each criterion Cj(j = 1, 2, . . . , n) is determined respectively
by Smin

j and Smax
j .

Step 2. Determine the Ideal Solution Point (ISP ) repre-
sented by Sæ. When for the criterion Cj larger score value is
preferable, then the ISP for criterion Cj is Sæ

j = Smax
j . From

the other side when for the criterion Cj lower score value is
favored, then the ISP for criterion Cj is Sæ

j = Smin
j . The

ideal multi-criteria best solution Sæ is denoted by coordinates
(Sæ

1 , S
æ
j , . . . , S

æ
n).

Step 3. Determine the normalized distance values dij based
on ISP for each considered alternative Ai according to
Equation (1).

dij(Ai, s
æ
j ) =

|Sij − Sæ
j |

|Smax
j − Smin

j | (1)

Step 4. Calculate of the weighted normalized averaged
distance values for each alternative Ai as Equation (2) shows

d(Ai, s
æ) =

n�

j=1

wjdij(Ai, s
æ
j ) (2)

where wj represents the weight of jth criterion.
Step 5. Create ranking of evaluated alternatives by sorting

d(Ai, s
æ) values in ascending order. Alternative with the

lowest d(Ai, s
æ) value is the best scored option.

B. The ARAS Method

The following stages of the ARAS method are presented
below, based on [25].

Step 1. Normalize the decision matrix using the Sum
normalization method applying Equation (3) for benefit criteria
and Equation (4) for cost criteria.

rij =
xij�m
i=1 xij

(3)

rij =

1
xij�m
i=1

1
xij

(4)

where X = [xij ]m×n represents the decision matrix con-
taining performance values of m alternatives in respect to n
evaluation criteria.

Step 2. Calculate the weighted normalized decision matrix
D = [dij ]m×n according to Equation (5)

dij = rijwj (5)

where wj denotes jth criteria weight values.
Step 3. Compute the optimality function Si for each ith

alternative as Equation 6 presents.

Si =
n�

j=1

dij (6)

Step 4. Calculate the utility value Ui for each ith alternative
according to Equation (7)

Ui = Si/So (7)

where So denotes the optimality function value for the optimal
alternative. Ui values are in the range from 0 to 1. The
option which has the highest Ui value is regarded as the best
scored alternative. Thus, the ranking of the ARAS method is
constructed in descending order according to Ui values.
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C. The TOPSIS Method
The successive steps of the TOPSIS (Technique for Order

of Preference by Similarity to Ideal Solution) method are
demonstrated as follows, based on [26].

Step 1. Normalize the decision matrix with performance
values by chosen normalization technique, for example, the
Minimum-Maximum normalization method, as performed in
this research. Another normalization method can also be em-
ployed for this aim. In the Minimum-Maximum normalization
rij normalized values of decision matrix are calculated by
Equation (8) for benefit criteria and (9) for cost criteria.

rij =
xij −minj(xij)

maxj(xij)−minj(xij)
(8)

rij =
maxj(xij)− xij

maxj(xij)−minj(xij)
(9)

where X = [xij ]m×n represents the decision matrix con-
taining performance values of m alternatives in respect to n
evaluation criteria.

Step 2. Calculate the weighted normalized decision matrix
as Equation (10) presents.

vij = wjrij (10)

where wj denotes jth criteria weight values.
Step 3. Determine the Positive Ideal Solution (PIS) using

Equation (11) and Negative Ideal Solution (NIS) by Equa-
tion (12). PIS includes the maximum values of the weighted
normalized decision matrix, while in NIS, its minimal values
are contained. Since the normalization of the decision matrix
was applied in the previous step, there is no necessity to
separate the criteria into profit and cost types.

v+j = {v+1 , v+2 , . . . , v+n } = {maxj(vij)} (11)

v−j = {v−1 , v−2 , . . . , v−n } = {minj(vij)} (12)

Step 4. Calculate the distance from PIS (13) and NIS (14)
of each alternative. The default measure for distance determi-
nation in TOPSIS method is Euclidean distance.

D+
i =

""""
n�

j=1

(vij − v+j )
2 (13)

D−
i =

""""
n�

j=1

(vij − v−j )
2 (14)

Step 5. Calculate the utility function value for each evalu-
ated alternative as Equation (15) shows. The Ci value is within
the range from 0 to 1, and the alternative with the highest Ci

value is the most preferred. Thus, the ranking of the TOPSIS
method is constructed by descending ordering of alternatives
according to their utility function values.

Ci =
D−

i

D−
i +D+

i

(15)

D. The Equal Weighting Method

The equal weighting method is the simplest technique for
determining criteria significance values. However, for several
MCDA problems assigning equal weights to evaluation criteria
is appropriate. Equal weights are determined as Equation (16)
shows.

wj = 1/n (16)

where n represents number of evaluation criteria.

E. The Entropy Weighting Method

The entropy weighting method is an objective weighting
technique based on Shannon’s entropy theory. Shannon en-
tropy performs an important role in information theory. For
example, entropy is used to measure the information included
in data, which is contained in a two-dimensional decision
matrix in the case of MCDA problems [1]. The following
stages of the Entropy weighting method are given as follows,
based on [1].

Step 1. Normalize the decision matrix using sum normal-
ization method to obtain normalized decision matrix P =
[pij ]m×n where i = 1, 2, . . . ,m and j = 1, 2, . . . , n, m
represents number of alternatives and n denotes number of
evaluation criteria.

Step 2. Calculate the entropy value Ej for each jth criterion
as Equation (17) shows.

Ej = −
�m

i=1 pij lnpij
lnm

(17)

Step 3. Calculate dj value according to Equation (18).

dj = 1− Ej (18)

Step 4. Calculate the entropy weights for each jth criterion
as Equation (19) shows.

wj =
dj�n
j=1 dj

(19)

F. The Weighted Spearman Rank Correlation Coefficient

The rw correlation coefficient is determined to compare two
rankings x and y according to Equation (20). N denotes a
number of rank values xi and yi [1].

rw = 1− 6
�N

i=1(xi − yi)
2((N − xi + 1) + (N − yi + 1))

N4 +N3 −N2 −N
(20)

G. The Spearman Rank Correlation Coefficient

The Spearman Rank Correlation Coefficient is computed
to determine the correlation between two rankings x and y
according to Equation (21)

rs = 1− 6 ·�N
i=1(xi − yi)

2

N · (N2 − 1)
(21)

where N denotes size of vector x and y [28].
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III. THE PRACTICAL PROBLEM OF EUROPEAN COUNTRIES’
ASSESSMENT REGARDING ALTERNATIVE FUELS IN TOTAL

FINAL ENERGY CONSUMPTION IN ROAD TRANSPORT

This paper aims to assess 32 selected European countries
regarding sustainable energy consumption considering alter-
native fuels in road transport. For this purpose, the authors
developed the framework based on annual data on final
energy consumption in road transport provided by Eurostat,
considering different alternative fuel types [29] (accessed on
2 May 2022). Furthermore, to analyze the up-to-date situation,
the authors gathered the most recent data available in the
Eurostat database for 2020. This Eurostat frame excludes off-
road use of fuels from road transport (for example, cranes
and excavators at construction sites, harvesters, and tractors at
fields). However, it is included in the respective consumption
sector. Road transport includes passenger and freight trans-
port, domestic and international transport, urban and intercity
transport performed on public road networks, and publicly
accessible private road network, including both the free and the
paid part of the road network systems. The authors assessed
sustainable energy consumption in road transport by incor-
porating the percentage share of each considered alternative
fuel type in the annual total final energy consumption in road
transport. Table I presents alternative fuel types playing the
role of evaluation criteria in the proposed framework. Each
criterion has to be maximized because the objective is to
increase the share of alternative fuels in total road transport
fuel consumption. Due to the recommended lack of preference
for particular alternative fuel types, each criterion has the
same significance value represented by equal weights. The
last two columns of Table I provide the significance values
of the criteria of the proposed evaluation framework, i.e., the
different types of alternative fuels considered.

TABLE I
EVALUATION CRITERIA INCLUDING SHARE OF ALTERNATIVE FUEL TYPES

IN TOTAL FINAL ENERGY CONSUMPTION IN ROAD TRANSPORT.

Cj Criterion name Unit Aim Equal
Weight

Entropy
Weight

C1 Blended biodiesels [%] Max 0.1111 0.0103
C2 Liquefied petroleum gases [%] Max 0.1111 0.0754
C3 Blended biogasoline [%] Max 0.1111 0.0198
C4 Natural gas [%] Max 0.1111 0.0543
C5 Pure biodiesels [%] Max 0.1111 0.1875
C6 Biogases [%] Max 0.1111 0.1370
C7 Electricity [%] Max 0.1111 0.0770
C8 Pure biogasoline [%] Max 0.1111 0.2403
C9 Other liquid biofuels [%] Max 0.1111 0.1985

Data for the mentioned criteria were collected from the
Eurostat database available at the link [29] for 32 selected
European countries listed in Table II. The value of each
criterion is provided in the Eurostat database in the unit
called a Thousand tonnes of oil equivalent (TOE). For a
representative and reliable countries assessment in terms of
sustainable fuel consumption in transport sustainability, the
authors calculated the share of each fuel as a percentage of

total annual fuel consumption based on the available values.
Such an approach allows for an individual approach for each
country that adequately considers the needs and capacities of
countries resulting from independent aspects such as geogra-
phy, area, and population size.

Figure 1 displays, in the form of a stacked column chart, the
percentage of alternative fuels in final Energy consumption in
road transport in 2020 for which investigation was performed.
The chart analysis allows us to observe the largest share of
alternative fuels as a whole in the considered domain for
Sweden (SE). Blended biodiesels represent the most significant
part of this share (C1). Apart from that, pure biodiesels (C5),
blended biogasoline (C3), biogases (C6), and electricity (C7)
account for a significant share. The chart provided demon-
strates the dominance of blended biodiesels (C1) and LPG
(C2) share among the countries assessed. The countries where
energy consumption from electricity in road transport is most
noticeable are Norway (NO), Iceland (IS), and Sweden (SE).
However, an evaluation based only on the cumulative values
of individual fuels is insufficient because it does not allow for
simultaneous consideration of the degree of diversification of
fuels and decision-makers preferences concerning particular
fuels. Therefore, to consider the mentioned aspects, a frame-
work employing MCDA methods is recommended [30].

IV. RESULTS

This section presents the results of each MCDA method
individually for the equal and entropy evaluation criteria
weights. The results include MCDA utility function values
for each alternative, rankings constructed based on them,
and analysis of obtained rankings convergence represented by
correlation coefficient values.

A. Results for the Equal Weighting Method

Table III contains utility function values and rankings
received for evaluated countries concerning equal weights
assigned to considered criteria with SPOTIS, ARAS, and
TOPSIS methods. For the SPOTIS method, the alternative that
received the lowest utility function value is the best-ranked
alternative. On the other hand, for the ARAS and TOPSIS
methods, the alternative that has the highest utility function
value is the best option.

It can be observed that when the criteria are assigned equal
weights, all MCDA methods used in this research indicated
Sweden (SE) as the country with the most significant share of
alternative fuels in final Energy consumption in road transport.
Another well-scored country is Norway (NO), ranked second
in all rankings. Norway was ranked better than Bulgaria (BG)
and Ukraine (UA), although its overall share of alternative
fuels is lower. Norway was nevertheless ranked second be-
cause it has a more diversified share of alternative fuels than
Bulgaria and Ukraine. Therefore, diversification of alternative
fuels in final energy consumption in transport is promoted,
and MCDA methods enable appropriate reflection of this fact.
Norway’s share of alternative fuels in road transport consists
of a mix covering six different alternative fuel types, namely
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TABLE II
DECISION MATRIX WITH PERCENTAGE SHARES OF ALTERNATIVE FUELS IN FINAL ENERGY CONSUMPTION IN ROAD TRANSPORT IN 2020.

Country Code C1 C2 C3 C4 C5 C6 C7 C8 C9

Austria AT 4.5648 0.0426 0.7669 0.2713 0.3467 0.0047 0.0162 0 0
Belgium BE 7.7250 0.6543 1.7500 0.5747 0 0 0.1553 0 0
Bulgaria BG 4.6534 13.2909 0.8475 2.7555 0 0 0.0998 0 0
Croatia HR 3.4274 3.1351 0.0402 0.1629 0.0085 0 0.0128 0 0
Cyprus CY 4.0226 0.0733 0.1059 0 0 0 0 0 0
Czechia CZ 4.9672 1.2723 1.0810 1.2599 0 0.0193 0.1005 0 0
Denmark DK 4.6560 0 2.1625 0.2147 0 0 0.2227 0 0
Estonia EE 4.2500 1.3120 0.8033 2.0164 0 1.0882 0.1604 0 0
Finland FI 8.2455 0 2.4812 0.3792 0 0.1117 0.2963 0 0
France FR 5.7580 0.1086 1.5421 0.5374 0 0 0.1014 0 0
Germany DE 5.2409 0.5146 1.4152 0.2731 0.0093 0.1558 0.0784 0 0.0014
Greece EL 3.0211 4.2903 1.3879 0.4014 0 0 0.0371 0 0
Hungary HU 4.5742 0.3356 1.9646 0.1818 0 0 0.1229 0 0
Iceland IS 4.6093 0 2.3228 0 0 0.5875 0.8353 0 0
Ireland IE 4.6710 0.0253 0.5853 0 0 0 0.1042 0 0
Italy IT 4.6143 5.3319 0.0728 2.8625 0 0.0001 0.0607 0 0
Latvia LV 3.1032 4.3335 1.2623 0.0529 0 0 0.2314 0 0
Lithuania LT 4.1574 4.7534 0.7719 0.4112 0 0 0.1708 0 0
Luxembourg LU 7.7657 0.0116 0.8351 0 0 0 0.0896 0 0.0013
Malta MT 7.0464 0.3755 0 0 0 0 0.0969 0 0
Netherlands NL 3.3488 1.2979 2.5357 0.6489 0 0 0.6481 0 0
Norway NO 10.5502 0.1851 1.1836 0.7354 0 0.6206 2.9069 0 0
Poland PL 3.9713 9.0431 0.8682 0.0925 0.0920 0 0.0304 0 0
Portugal PT 4.8778 0.6410 0.1336 0.3187 0.0294 0 0.0186 0 0
Romania RO 5.4875 1.4321 1.4831 0 0.8511 0 0.0576 0 0
Serbia RS 0 3.5315 0 0.9394 0 0 0 0 0
Slovakia SK 5.5505 0 1.1137 0 0 0 0.0886 0 0
Slovenia SI 5.4665 0.5868 0.5157 0.2236 0 0 0.0118 0 0
Spain ES 5.3262 0.3110 0.3583 1.1540 0.1457 0 0.0725 0.0012 0
Sweden SE 14.8589 0 1.5113 0.1382 4.6082 1.4162 0.6828 0.0509 0
Ukraine UA 0 19.8763 0.7555 0.2694 0 0 0 0 0
United Kingdom UK 3.2833 0.1745 1.0015 0 0 0 0.0817 0 0
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Fig. 1. Shares of alternative fuels in annual final energy consumption of evaluated countries in road transport in 2020.

C1, C2, C3, C4, C6, and C7. A particularly favorable result is
implicated by the highest percentage of energy consumption
of C7 by Norway. For Bulgaria (BG), the share of four
alternative fuel types (C1, C2, C3, and C4) and the trace
share of C7 are noticeable. In the case of Ukraine (UA), the
contribution of only three types of alternative fuels covering
C2, C3, and C4 is evident. Bulgaria (BG) was ranked third in
SPOTIS and TOPSIS, while it was ranked sixth in the ARAS
ranking. Bulgaria (BG) was thus rated better than Ukraine
(UA), supported by a more diversified alternative fuel mix.
The worst-rated country by all MCDA methods applied in the

presented research was Cyprus (CY), which has a low share of
only three alternative fuels comprising C1, C2, and C3, with
the most significant share of C1. Besides the two top places
and the last place in the obtained rankings of the evaluated
countries, some divergences are noticeable depending on the
MCDA method used. The divergences occurring in each
ranking are visualized in the column chart in Figure 2. Due
to the observed differences in rankings, objective measures of
convergence of compared rankings were applied to establish
the degree of divergence of particular rankings, which are two
ranking correlation coefficients: the Weighted Spearman Rank
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Fig. 2. Comparison of rankings obtained using three different MCDA methods for Equal criteria weights.

Correlation Coefficient rw and the Spearman Rank Correlation
Coefficient rs.

TABLE III
RESULTS OF MCDA METHODS FOR EQUAL CRITERIA WEIGHTS.

Country Utility function value Rank
SPOTIS ARAS TOPSIS SPOTIS ARAS TOPSIS

AT 0.9121 0.0415 0.1396 24 23 25
BE 0.8336 0.0617 0.2544 11 15 12
BG 0.7430 0.1457 0.3402 3 6 3
HR 0.9481 0.0273 0.0910 31 27 31
CY 0.9649 0.0114 0.0862 32 32 32
CZ 0.8541 0.0641 0.2113 14 14 17
DK 0.8536 0.0511 0.2542 13 20 13
EE 0.7559 0.1638 0.3178 4 5 5
FI 0.7948 0.0793 0.3073 7 11 6
FR 0.8640 0.0489 0.2186 16 21 15
DE 0.7588 0.2011 0.3281 5 3 4
EL 0.8756 0.0535 0.1925 19 18 18
HU 0.8661 0.0452 0.2367 17 22 14
IS 0.7857 0.1205 0.3024 6 7 8
IE 0.9353 0.0228 0.1217 27 31 28
IT 0.8191 0.1014 0.2915 10 9 10
LV 0.8864 0.0528 0.1787 21 19 20
LT 0.8860 0.0567 0.1577 20 17 23
LU 0.7963 0.1723 0.3059 8 4 7
MT 0.9415 0.0228 0.1427 29 30 24
NL 0.8066 0.0854 0.2939 9 10 9
NO 0.6799 0.2265 0.3812 2 2 2
PL 0.8747 0.0676 0.1908 18 13 19
PT 0.9403 0.0253 0.1104 28 28 30
RO 0.8632 0.0744 0.2132 15 12 16
RS 0.9438 0.0365 0.1157 30 24 29
SK 0.9063 0.0305 0.1727 23 25 21
SI 0.9241 0.0275 0.1329 25 26 27
ES 0.8891 0.0579 0.1715 22 16 22
SE 0.4579 0.5999 0.5236 1 1 1
UA 0.8453 0.1040 0.2792 12 8 11
UK 0.9275 0.0241 0.1389 26 29 26

High values of these coefficients close to 1 indicate high
convergence of the compared rankings. Figure 3 displays
the rw and rs coefficient values calculated for the pairwise
comparisons of the obtained rankings. The correlation coef-
ficient rw calculated for the compared SPOTIS and TOPSIS
rankings has the highest value, equal to 0.9887. Furthermore,
the correlation coefficient rw between SPOTIS and ARAS

rankings is also high, 0.9417. The lowest correlation of 0.9254
was observed for comparing ARAS and TOPSIS rankings.
The values of the second correlation coefficient rs are similar.
High correlation values for comparisons of SPOTIS ranking
with rankings provided by benchmarking methods TOPSIS
and ARAS confirm the results’ reliability.
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Fig. 3. Correlation between rankings for Equal criteria weights.

B. Results for the Entropy Weighting Method

This section presents the second part of the research for
the evaluation criteria weights determined by the objective
Entropy method. This part of the analysis was conducted to
objectify the research results. Objective criterion weighting
techniques are used to determine criterion weights based on
the outcomes of mathematical models. Objective weighting
techniques are useful when determining reliable subjective
weights by the decision-maker is not possible, for example,
due to the lack of experts with the necessary knowledge of
the multi-criteria problem to be solved. Figure 4 displays a
chart comparing SPOTIS, ARAS, and TOPSIS rankings for
entropy weights visually. Table IV contains the utility function
values and rankings of applied MCDA methods obtained for
evaluated countries. The leader of all rankings is Sweden (SE),
as it was noticed for the use of equal criteria weights. Germany
(DE) took second place in all rankings employing Entropy
criteria weights, which is different from equal criteria weights.
Germany was ranked fifth for equal weights by the SPOTIS
method, fourth by the TOPSIS method, and third by the ARAS
method.
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Fig. 4. Comparison of rankings obtained using three different MCDA methods for Entropy criteria weights.

TABLE IV
RESULTS OF MCDA METHODS FOR ENTROPY CRITERIA WEIGHTS.

Country Utility function value Rank
SPOTIS ARAS TOPSIS SPOTIS ARAS TOPSIS

AT 0.9706 0.0222 0.0396 22 15 22
BE 0.9635 0.0133 0.0447 18 21 20
BG 0.8848 0.0555 0.1555 6 7 7
HR 0.9816 0.0096 0.0300 25 24 25
CY 0.9961 0.0010 0.0071 32 32 32
CZ 0.9548 0.0188 0.0612 14 17 13
DK 0.9699 0.0105 0.0439 21 22 21
EE 0.8380 0.1028 0.2285 5 5 4
FI 0.9491 0.0225 0.0592 12 14 14
FR 0.9707 0.0100 0.0391 23 23 23
DE 0.7622 0.2123 0.3643 2 2 2
EL 0.9622 0.0162 0.0498 17 19 18
HU 0.9735 0.0086 0.0389 24 25 24
IS 0.8997 0.0644 0.1411 7 6 8
IE 0.9893 0.0039 0.0151 30 31 30
IT 0.9201 0.0366 0.1267 9 10 9
LV 0.9644 0.0174 0.0479 19 18 19
LT 0.9607 0.0193 0.0501 16 16 17
LU 0.7971 0.1874 0.3471 3 3 3
MT 0.9911 0.0040 0.0138 31 30 31
NL 0.9435 0.0261 0.0683 11 13 12
NO 0.8318 0.1157 0.2065 4 4 5
PL 0.9499 0.0281 0.0811 13 11 11
PT 0.9854 0.0068 0.0182 28 26 28
RO 0.9430 0.0503 0.0867 10 8 10
RS 0.9688 0.0153 0.0524 20 20 16
SK 0.9851 0.0045 0.0235 26 28 26
SI 0.9854 0.0050 0.0177 27 27 29
ES 0.9570 0.0280 0.0567 15 12 15
SE 0.3925 0.6935 0.5966 1 1 1
UA 0.9136 0.0476 0.1595 8 9 6
UK 0.9871 0.0042 0.0204 29 29 27

Third place in all rankings was achieved by Luxembourg
(LU), which in the case of applying equal weights ranked
fourth in ARAS, seventh in TOPSIS, and eighth in SPOTIS.
The better performance of Germany and Luxembourg is re-
flected in the fact that they are the only of the evaluated
countries that have a C9 share in final energy consumption
in road transport. In the case of entropy weights, this is
the second most important evaluation criterion. The results
show that the determined criterion weights are critical for the
MCDA evaluation results. For the weights determined by the

entropy method in the problem analyzed in this paper, the
highest weight was assigned to criterion C8. It is reflected in
Spain’s better performance (ES) for entropy weights than equal
weights. Spain is the only country besides Sweden with a C8

share in final energy consumption in road transport. Cyprus
(CY) was ranked last for entropy criteria weights, as was the
case with assigning equal importance to the evaluation criteria.

It can be observed that the convergence of obtained rankings
is higher for entropy weights than for equal weights. The
high convergence of the rankings is confirmed in Figure 5,
displaying the values of correlation coefficients rw and rs.
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Fig. 5. Correlation between rankings for Entropy criteria weights.

The calculated correlation coefficients are the highest for
comparing SPOTIS and TOPSIS rankings (rw equal to 0.9913
and rs equal to 0.9912). However, there was also a strong
correlation between the SPOTIS and ARAS rankings (rw equal
to 0.9804 and rs equal to 0.9791). The lowest correlation
was observed between the ARAS and TOPSIS rankings.
Conducted research showed that the strength of correlation
between the determined country rankings for entropy weights
is analogous to equal weights. The highest similarity is noticed
in the case of SPOTIS and TOPSIS rankings.

The performed investigation proved that Sweden has the
most significant and diversified share of alternative fuels in
final energy consumption in road transport among 32 European
countries evaluated in this research. Furthermore, the high
score obtained by this country was confirmed by all MCDA
methods, applying both criteria weighting methods.
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V. DISCUSSION

It is difficult to compare various alternative fuels because
different conflicting goals characterize them. For example,
the popularization of electric vehicles contributes to reduc-
ing greenhouse gas emissions and may also increase water
consumption. Therefore, the sustainability framework recom-
mends evaluating technologies or alternatives by considering
multiple dimensions to promote sustainability in each dimen-
sion [31], [32], [33]. Many countries intend to replace fossil
fuel vehicles with electric vehicles soon. For example, among
these countries is Norway, which ranked a high second in
this study for equal criteria weights in SPOTIS, ARAS, and
TOPSIS and has the largest share of electricity in final energy
consumption in road transport [34]. Although the transition to
electric vehicles seems promising for sustainable transporta-
tion, there are some difficulties such as high purchasing costs,
exploitation problems, limited range and long charging times
for vehicles, and limited availability of necessary charging
infrastructure. Due to the mentioned aspects, it is essential to
consider different types of alternative fuels in the sustainable
development of transportation. Sweden is a representative
example of a country characterized by a high diversification
of types of alternative fuels in road transport, identified as the
leader of the rankings in this research.

In Sweden, an important goal is the decarbonization process
involving increasing the share of alternative fuels in road
transport [35]. Therefore, there is considerable interest in
exploiting alternative fuels in road transport in Sweden. Biogas
is recognized as an alternative fuel in Sweden with significant
environmental and social advantages. The technological ma-
turity of biogas is noticeable in the area of biomethane buses.
Positive aspects of biogas that public organizations appreciate
in Sweden are energy security, nutrient recovery, and reduced
environmental pollution. In addition, the Swedish regional
transport government contributes to popularizing renewable
fuels in the bus fleet [36]. Many public organizations in
Sweden focused on bus transportation tendering processes
want to contribute to sustainability improvements, including a
transformation to reduce fossil fuels and increase renewables
in bus transportation. Buses are dominant in public transport in
Sweden. Bus fuels in public transport have seen a noticeable
transformation over the past two decades. At the beginning
of the 21st century, the bus fleet used fossil fuels almost
entirely, while in 2017, more than 60% of buses used fuels
produced from RES. In Sweden, the transformation towards
more alternative fuels for road transport is mainly taking
place on a regional level and includes bioethanol, biomethane,
biodiesel, HVO (Hydrotreated Vegetable Oil), and most re-
cently, electric buses. Electric buses are very popular, and
their role is expected to increase in the future, especially in
city centers [37]. The results confirm that diversification and
development of alternative fuels at multiple levels contribute to
a good evaluation of a country using an evaluation framework
that includes different MCDA methods and criteria weighting
techniques, as illustrated by an example of Sweden.

VI. CONCLUSIONS

The aim of this paper was to present a methodological
framework that can be useful in supporting an information
system for measurement and assessment of sustainable trans-
port focused on the share of alternative fuels in final energy
consumption in road transport. The application of the proposed
framework was demonstrated in the illustrative example of
the assessment of 32 selected European countries regarding
the importance of the share and diversification of alternative
fuels in road transport. The research results proved the use-
fulness of the presented approach in the analyzed problem
of sustainable transport assessment. The applied approach
indicated Sweden as the best-evaluated country concerning
the criteria in the demonstrated evaluation framework. The
obtained results showed that the MCDA-based approach has
an advantage over simple aggregation methods. It allows a
multidimensional assessment with simultaneous consideration
of multiple criteria. Such an approach is compatible with the
principle of diversification of alternative fuels in sustainable
transport. Moreover, models based on MCDA methods enable
prioritization of individual fuel types by assigning them sig-
nificance values that may be equal or determined by objective
or subjective weighting methods.

The results encourage the follow-up of research work in the
scope of multi-criteria evaluation of sustainable transport con-
sidering different fuel types. Further work includes research
on the influence of other methods of prioritizing assessment
criteria on the results and exploring other MCDA methods,
such as PROMETHEE II, which provides different preference
functions [38]. Another interesting research direction is the
temporal assessment of sustainable transport, considering the
dynamics of performance changes in the analyzed time inter-
val. Further work directions also include consideration of the
economic aspects of alternative fuels and the level of self-
sufficiency in the context of alternative fuel supply.
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Abstract4This study aims at proposing the framework of 
critical success factors (CSFs) for the adoption of an electronic 
document management system (EDMS) in government units and 
at identifying such factors for local government in Poland. The 
study was based on a literature review, interviews with field 
experts, and a questionnaire survey. The results suggest a 
framework of 23 factors that were considered prerequisites for 
successful EDMS adoption. The factors are grouped into four 
categories to reflect economic, organizational, technological, and 
legal issues. Furthermore, nine CSFs for EDMS adoption in 
Polish local government units were identified. They include 
legislation imposing the obligation on EDMS adoption, 
technological readiness, quality of back-office software and its 
integration with front-office and ERP software, employees9 
awareness of EDMS adoption, front- and back-office software 
functionality and scope of its adoption, and information security. 
It is worth noticing that there are no economic factors in the set 
of the nine CSFs. 

I. INTRODUCTION 

n recent years, government units in Poland have been and 
still are subject to significant organizational and 
technological changes, like the public administration in the 

world [1]3[6]. The main goal of the changes is to improve the 
quality of government services and to adapt them to the 
constantly increasing demands of customers, especially 
citizens and businesses [7]3[9]. Information-communication 
technologies (ICTs) in public administration are necessary to 
provide an electronic communication contact with the 
customer, minimizing the number or even eliminating the 
need for customer visits to a government unit [10]. The 
implementation of appropriate technological solutions related 
to the introduction of organizational and legal changes allows 
government clients to safely submit documents, applications, 
and letters to government units, and receive responses 
through the same channel [11].  

To meet such challenges, government units adopt ICT to 
improve customer relations and support internal processes 
related to document collection and management [12]3[15]. 
Solutions of this type are called electronic document 
management systems (EDMS). Generally, EDMS may be 
defined as <an umbrella concept covering various technologies 
including document imaging, document retrieval, reporting, 

                                                 
1 In Poland, the front-office software that the client uses to submit letters, 

applications, and documents to government units is called ESP. On the other 

hand, ePUAP is an example of front-office software that allows clients to 

submit letters, applications, and documents and receive responses. 

character recognition, document management, workflow, form 
processing, content management, digital signature 
management, storage and archiving technologies, business 
process management, and collaboration.= [16] 

In this paper, EDMS is specified as an approach in the 
electronic management of documents across document entire 
lifecycle, i.e., ranging from submitting a document by a client 
to a government unit electronically to a client receiving a 
response from a government unit electronically. In this 
approach, paper circulation at each step of the document 
lifecycle is eliminated. In general, EDMS requires two kinds 
of software, i.e., front- and back-office software. Front-office 
software is available for government clients and provides 
them with electronic forms through which they can submit a 
relevant document (application, letter) to government units 
and receive a response.1 On the other hand, back-office 
software is available to employees of government units and is 
used to manage these documents (applications, letters) in 
government units, i.e., register documents received from 
clients, manage processes related to these documents, and 
prepare and send responses to clients.2 

The provisions of the law in force in Poland allow 
government units to resign from paper documents in whole or 
in part, depending on the type of public service provided [17]. 
Nonetheless, despite this possibility, a small number of 
government units decide to switch to EDMS3 as the so-called 
basic system [18], i.e., one in which all processes and 
activities related to the provision of individual public services 
and the handling of related documents take place 
electronically without the use of paper documents.  

However, the studies conducted so far have not analyzed 
the reasons why processes in government units are still carried 
out in the traditional 3 paper system, even though they have 
the appropriate software. The factors determining EDMS 
adoption as the basic system were also not analyzed, and no 
recommendations were given to improve this state of affairs. 
Such knowledge gaps represent a research gap. Therefore, it 
allowed us to formulate the research objectives, which are: 
proposing the framework of critical success factors (CSFs) for 
the adoption of EDMS in government units and identifying 
such factors for local government in Poland.  

Consistent with the purpose, the remainder of the paper is 
organized as follows. Section 2 reviews the current research 

2 In Poland, such software is called eSOD.  
3 In Poland is called EZD.  
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on CSFs for EDMS adoption in organizations. Section 3 
describes the research methodology and the data set used for 
the empirical work. Based on these data, Section 4 presents 
the results, including a framework of CSFs for EDMS 
adoption within government units and an assessment of the 
factors. Section 5 provides the study9s contributions, 
implications, and limitations as well as considerations for 
future investigative work. 

II. THEORETICAL BACKGROUND 

The methodological basis for identifying the determinants of 
EDMS adoption is provided by the theory of CSFs [19]. 
According to this theory, CSFs are those areas and operations 
which determine success in a project and lead to obtaining 
desired objectives. Pursuant to this theory, it is, therefore, 
necessary to identify the most significant areas in electronic 
document management on which activities must be focused 
to achieve the assumed goal 3 success in adopting EDMS. 
This goal is directly related to the elimination of paper 
documents and the paper flow of documents. 

The literature presents the results of research on the 
determinants of EDMS systems, however, they mainly 
concern business organizations, and only few relate to public 
organizations[16], [20].  

Smyth pointed out two CFSs for the adoption of EDMS in 
public organizations, i.e., an information-sharing culture and 
senior management support [21]. 

Johnston and Bowen noted that EDMS adoption in 
organizations requires the engagement of policymakers and 
EDMS users and EDMS integration with the organization's 
processes . They also emphasized the necessity to educate, 
advise, and support EDMS users [22]. 

Hjelt identified three CSFs for EDMS in business 
organizations, i.e., EDMS and information quality, support 
quality (training, guidelines), and technological infrastructure 
[23]. 

Dyczkowski, in his research on improving the efficiency of 
IT projects in public management in Poland, listed among the 
success factors of IT projects, which is undoubtedly EDMS 
adoption: involvement of EDMS users, management support, 
experienced project manager, competent project team, 
efficient communication in the project team, clear business 
goals of the project, defined EDMS user requirements, ICT 
infrastructure standards and linking EDMS adoption goals 
with the organization's business strategy and with the personal 
goals of team members (motivation) [24]. 

Based on the study of Australian local and state 
government units, Nquyen indicated nine success factors for 
EDMS in the public sector: adequate and ongoing training and 
support, top management support, staff recordkeeping 
awareness and practice, excellent strategies of change 
management, good project management, motivated great 
implementation team, clear business vision and plan, system 
performance monitoring and management, well-prepared file 
plan [25].  

McLeod et al. examined the literature on electronic 
documents and record management from 1996 to early 2009 

[20]. They uncovered 44 case studies of EDMS adoption, of 
which 16 were related to the public sector. The following 
CSFs for EDMS projects were indicated: aligning projects 
with business objectives, chief executive commitment, and 
support of officers, involving employees at all levels within 
the organization including external stakeholders. According 
to the authors, communication, piloting and testing, change 
management, training, and support for users, policies, and 
guidelines are as critical as good planning and project 
management, and the existence or development of necessary 
<infrastructures= and demonstrating benefits.  

Based on insights gleaned from a case analysis of practices 
and experiences of a local government in the UK, that has 
implemented an EDMS, Jones identified a set of lessons for 
EDMS adoption which include feasibility study, senior 
executive commitment, aligned business strategy, project 
management, improvements to user ownership, training, 
system utilization, information management processes, 
printing strategy, and post-implementation review [26]. 

Based on the existing studies and content analysis 
approach, Abdulkadhim et al. indicated 14 common factors 
related to the adoption of EDMS divided into three types, i.e., 
organizational, technical, and users [27]. Organizational 
factors included top management support, budget/cost, 
strategic plan, legislation environment, and collaboration. 
Technical factors embraced ICT infrastructure, EDMS 
implementation team, security and privacy/trust, user 
requirements, data quality, and system integration. Users 
factors were related to awareness, staff training, and 
resistance to change. 

Alshibly et al. composed a list of 37 factors that were 
considered prerequisites for successful EDMS adoption. Then 
these 37 factors were grouped into six categories, i.e., 
technological readiness, top management support, training 
and involvement, resource availability, system-related 
factors, work environment, and culture [16]. Through a 
questionnaire survey and factor analysis, the authors 
confirmed that the factor group <system-related factors= was 
deemed the most important of all for successful EDMS 
implementation, followed by <top management support,= 
<resource availability,= <training and involvement,= 
<technological readiness,= and <work environment and 
culture.= 

Aziz et al. identified ten factors based on a literature 
review, UTAUT (Unified Theory of Acceptance and Use of 
Technology) and ISSM (Delone-McLean Information System 
Success Model), as well as experts9 opinions. The factors 
included performance expectancy, effort expectancy, social 
influence, facilitating condition, system quality, information 
quality, service quality, the perceived value of records, policy, 
and security [28]. 

In summary, the most frequently mentioned success factors 
are top management support, internal communication, change 
management, a competent and properly selected project team, 
training for employees, as well as appropriate hardware and 
software infrastructure.
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III. RESEARCH METHODOLOGY 

A multi-step approach was applied in our research 

methodology: 

1. Reviewing the literature. The general purpose of this step 

was to critically synthesize and appraise the current state 

of knowledge related to CSFs for EDMS adoption. The 

search for the appropriate literature began with five 

bibliographic databases, that is Ebsco, Science Direct, Web 

of Science, and Scopus. This was achieved by developing a 

relevant set of keywords and phrases such as <critical success 
factors,= <CSFs,= <electronic document management= 
<electronic government,= <success factors,= and <success= in 
all possible permutations and combinations (taking into 

consideration the logical AND, and OR as appropriate) and 

conducting a corresponding search. In addition, Google 

Scholar was searched to find some relevant literature, 

especially describing Polish experiences in EDMS adoption 

for governments. The set of CSFs for EDMS identified in the 

literature is included in Table I.   

2. Defining and verifying the prototype framework of CSFs. 

This step required a combination of theoretical knowledge 

and practical experience. Only theoretical knowledge 

based on the literature review and practical experience 

based on working in practice can provide insights to 

indicate meaningful factors influencing e-government. 

Therefore, the factors indicated based on the literature 

were analyzed in the context of Polish government 

circumstances and the prototype CSFs for EDMS 

adoption were indicated on the basis of action research. 

The action research means the very close longstanding 

collaboration of the research team members with public 

government units in Silesia Province (Poland) which plan, 

implement, and use EDMS. Then, the 23 prototype CSFs 

were examined and verified through the means of 

interviews with field experts, i.e., employees of local and 

state governments who are responsible for EDMS adoption. 

3. Creating the final framework of CSFs. At this stage, a 

survey questionnaire covering 23 CSFs was prepared. The 

survey question was: On a scale of 1-5 state to what extent 

do you agree that the following factors influence the 

adoption of EDMS in government units? A Likert scale 

was used to evaluate the strength of the influence of 

particular factors on EDMS adoption, which represented: 

1 3 disagree strongly, 2 3 disagree, 3 3 neither agree nor 

disagree, 4 3 agree, 5 3 agree strongly, respectively. Then, 

the pilot study was conducted in which 28 experts 

participated. The selection of experts was made in such a 

manner as to combine the knowledge and experience of 

scholars, researchers, and practitioners. The experts were 

employees of local and state government (25) who are 

responsible for ICTs and e-government adoption, and 

professors of Polish universities (3) who conduct studies 

and empirical research on e-government. The pilot study 

was carried out between May 8, 2017 and June 9, 2017. 

The variability and reliability analyses (the value of 

Cronbach9s alpha coefficient was 0.91) of data collected 
proved the internal consistency of factors and underpinned 

the reasoning behind the decision to conduct further study 

of the 23 CSF framework. Additionally, at this step, some 

experts proposed minor changes in the prototype factors 

related to confusing or incomprehensible statements. It 

allowed us to elaborate on the final framework of CSFs 

(Table I) and the final version of the survey questionnaire.  

4. Assessing 23 CSFs proposed and identifying CSFs for 

government units in Silesia Province. Having applied the 

Computer Assisted Web Interview, the survey 

questionnaire was uploaded to the website and submitted 

to all 185 government units in Silesia Province. The 

respondents were advised that their participation in 

completing the survey was voluntary. At the same time, 

they have been assured anonymity and guaranteed that 

their responses would be kept confidential. The data were 

collected between July 11, 2017 and September 19, 2017. 

After screening the responses and excluding outliers, there 

was a final sample of 110 usable, correct, and complete 

responses. It means that 60% of all government units from 

Silesia Province completed their responses fairly, in all 

respects. The sample ensured that the error margin for the 

95% confidence interval was 5%. Government units 

varied in their types and the number of employees. The 

data were stored in Microsoft Excel format. Using the 

Statistica package and Microsoft Excel, the data were 

analyzed. The descriptive statistical analysis was 

employed to identify CSFs (Table I). The following 

statistics were calculated: min, max, mean, median 

(MDN), standard deviation (SD), and coefficient of 

variation (CV). 

IV. FINDINGS AND DISCUSSION  

Based on the literature review (step 1 of the research process), 
the interviews with experts (step 2 of the research process), 
and the pilot survey questionnaire (step 3 of the research 
process), a framework of 23 economic, organizational, 
technological, and legal CSFs for the adoption of EDMS in 
government units were identified (Table I).  

Table I presents the detailed descriptive analysis of all 23 

CSFs examined. Out of these factors, nine factors were 

identified that obtained the highest values of the arithmetic 

mean (above 4.0) and the median (equal to 4.0) in the study. 

These factors have been seen as critical for EDMS adoption 

as the base system. Using the Pareto [29] principle as critical 

among 23 factors, it was necessary to focus on five of them, 

those that determine EDMS adoption to the greatest extent. 

However, in the end, this number of factors was extended to 

nine, which was due to the slight differences in the values of 

their arithmetic means and medians, and expert opinions. 
To sum up, the results of statistical analyses allowed us to 

recommend nine CSFs for EDMS adoption in Polish 

government units. These are: Legislation imposing the 

obligation on EDMS adoption (X23); Back-office software 

functionality and scope of its adoption (X19); Employees9 
awareness of EDMS adoption (X4); Quality of back-office 

software (X14); Integration of back-office and ERP software 

(X13); Technological readiness (X11); Integration of front- 

and back-office software (X12); Information security (X18);  
Front-office software functionality and scope of its adoption 

(X20).  
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TABLE I. 
A FRAMEWORK OF CSFs FOR THE ADOPTION OF EDMS IN GOVERNMENT UNITS AND DESCRIPTIVE STATISTICS OF 23 CSFS 

No Description Type* Min Max Mean MDN SD CV ( %) 

X23 Legislation imposing the obligation on 

EDMS adoption 

L 2 5 4.19 4 0.851 20.31 

X19 Back-office software functionality and scope 

of its adoption 

T/O 2 5 4.15 4 0.768 18.50 

X4 Employees9 awareness of EDMS adoption O 1 5 4.13 4 1.015 24.58 

X14 Quality of back-office software T 1 5 4.12 4 0.906 22.00 

X13 Integration of back-office and ERP 

(Enterprise Resource Planning) software 

T 1 5 4.10 4 0.928 22.64 

X11 Technological readiness T 1 5 4.06 4 0.998 24.56 

X12 Integration of front- and back-office 

software 

T 1 5 4.05 4 0.956 23.58 

X18 Information security   T/O 1 5 4.03 4 0.981 24.36 

X20 Front-office software functionality and scope 

of its adoption 

T/O 2 5 4.01 4 0.862 21.50 

X7 Information culture O 1 5 3.96 4 0.877 22.13 

X22 Legal regulations, procedures, policies, and 

guidelines 

L 1 5 3.95 4 0.85 21.50 

X15 Quality of front-office software T 1 5 3.94 4 0.979 24.88 

X16 Maturity of e-government services T 1 5 3.92 4 1.006 25.67 

X5 Employees9 soft competences O 1 5 3.91 4 0.963 24.64 

X21 Integration of solutions at local and national 

levels, and their interoperability 

L/T/O 1 5 3.91 4 1.045 26.74 

X2 Expenditure on employees9 ICT education 

and training 

E 1 5 3.80 4 0.936 24.65 

X9 Top management support O 1 5 3.80 4 0.865 22.77 

X6 Motivated and involved employees O 1 5 3.69 4 0.983 26.65 

X1 Expenditure on ICT E 1 5 3.68 4 1.156 31.42 

X8 Competent great adoption team O 1 5 3.64 4 1.081 29.74 

X3 Demonstrating economic benefits E 1 5 3.59 4 0.979 27.28 

X17 ICT risk management T 1 5 3.54 4 0.974 27.54 

X10 Management concepts adoption O 1 5 3.08 3 0.858 27.84 

* Notes: E 3 Economic, O 3 Organizational, T 3 Technological, L 3 Legal 

 

It is worth noticing that there are no economic factors in the 

set of the nine CSFs. In the opinion of the government units 

examined, technological, organizational, and legal factors are 

the most important ones. A critical factor for EDMS adoption 

is a legal factor, i.e., legislation imposing the obligation on 

EDMS adoption in government units. Introducing mandatory 

electronic communication stimulates and accelerates front- 

and back-office software adoption for document management 

for a broad range of government processes, government 

services, relations with government clients, and relations 

between government employees within government units and 

between government units. Critical factors also include 

technological factors, i.e., technological readiness, quality of 

back-office software, and its integration with front-office and 

ERP software. Such integration is of great importance in 

improving the organization of work, processes, and document 

workflow, e.g., by eliminating duality 3 the need to conduct 

double document workflows (paper and electronic). The 

challenges, benefits, and risks of EDMS adoption also have a 

critical impact on EDMS adoption. The CSFs for EDMS 

consist of organizational and technological factors, including 

organizational solutions and methods, as well as 

technological issues. One of them is front- and back-office 

software functionality and the scope of its adoption, i.e., the 

usage of EDMS for managing various documents and 

providing various government services for government 

clients. Information security, which includes technological 

solutions, organizational procedures, and legal regulations, is 

also critical for EDMS adoption. 

V. CONCLUSIONS 

Generally speaking, the adoption of EDMS poses a challenge 

and thus is an interesting subject of research. This research 

puts an effort to make some contribution to the development 

of studies on EDMS, especially on their successful adoption 

in government units. It explores the EDMS concept, indicates 

CSFs for EDMS based on the literature review, and identifies 

a comprehensive set of CSFs based on action research and 

expert interviews. Finally, it proposes the framework of CSFs 

for EDMS adoption. The research findings showed 

technological, organizational, and legal factors matter in 

accelerating the ability and willingness of government units 

to adopt EDMS successfully.  

The CSFs framework proposed can be useful for transition, 

emerging, and developing economies, especially in Central 

and East Europe. Government practitioners could find 

answers to an important question: which areas and activities 

of government units should be a primary focus for achieving 
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the most satisfying results of transforming traditional 

document management to electronic document management. 

This research suggests important issues for programming, 

building, and developing EDMS.  

The framework of critical success factors for EDMS 

adoption shown in this research should be explored in greater 

depth. By focusing on longitudinal research and expanding 

the number of government units examined from various 

countries, the authors hope to thoroughly verify this 

framework. Furthermore, there is also a need to conduct more 

in-depth research on EDMS, especially in: (1) exploring <best 
practices= to be used to successfully adopt EDMS, (2) 

investigating the <demand-side= of EDMS from the 
viewpoint of government units clients, i.e., citizens and 

businesses view, and (3) identifying strengths, weaknesses, 

opportunities, and threats of EDMS in government units. 

Those will be considered as future work.  
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• Ligęza, Antoni, AGH University of Science and Tech-
nology, Poland

• Mercier-Laurent, Eunika, Jean Moulin Lyon 3 Univer-
sity, France

• Perechuda, Kazimierz, Wroclaw University of Eco-
nomics and Business, Poland



• Schreurs, Jeanne, Hasselt University, Belgium
• Singh, Pradeep, KIET Group of Institutions, Delhi-NCR,

Ghaziabad, U.P., India
• Singh, Yashwant, Jaypee University of Information

Technology Waknaghat, India
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Case Study of Designing Interface of the AGH
Students Information Bulletin Work Support System
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Abstract—In this paper, we present a case study research
on designing the system interface for handling organisational
processes implemented in the editorial office of the AGH-UST
Students Information Bulletin. A study of the basic formal and
legal sources, such as regulations and statutes of the organisation,
was also carried out for the proper identification of goals,
responsibilities, and organisational structure. To deepen this
knowledge, social research was carried out, which examined how
the users use the current solutions and what their needs are
related to the designed system. Based on the research results and
the formulated conclusions, the diagrams of business processes
carried out in the organisation were created. In the discovered
process models, we defined reusable sub-processes using Justified
Aggregation of Neighboring Activities. Finally, the information
architecture of the target system solution, followed by a medium-
fidelity interface were designed.

Index Terms—Business Process Management, BPM, BPMN,
process modelling, process models, process knowledge acquisition

I. INTRODUCTION

THE TERM “user experience" was first used in 1993
by Don Norman, who defined his role in the team

and job position at Apple Computer Inc. (now Apple Inc.)
as a “User Experience Architect" [1]. The company was
undoubtedly the forerunner of a breakthrough in thinking
about electronic tools used today by a broad and diverse
audience. A milestone in thinking about the use of computers
and the design of their interfaces was the introduction of
the Macintosh computer in 1984 [2]. This was an all-in-one
computer with a graphics interface, keyboard, and mouse.
Although all of these components had been manufactured
and used before, the Macintosh forever changed the perception
of what a computer could be used for and who could use
it. It was not the unique, exploratory technology behind its
success but the well-designed user experience associated with
it. The combination of a convenient, intuitive design and an
understandable graphical interface meant that computers from
laboratories and large companies also moved into homes
and became a part of everyday life. Almost 30 years later,
our knowledge of interface design has grown so much that,
in engaging in this field, we are aware that, in a field so close
to human beings, we must take into consideration not only
design issues but also psychology, sociology, and many other
fields – both technical and humanistic.

In this paper, we discuss the problem associated with the
lack of a unified, transparent system for handling work

and processes based on the example of the AGH-UST Media
Center at AGH University of Science and Technology in
Krakow, Poland. These problems have become particularly
noticeable at the time of the organisation’s transition to
a remote working mode. The example used in this paper
is the design of a process handling interface implemented
in one of the four independent editorial boards – the AGH
Students’ Information Bulletin. The history of this student
magazine dates back to about 1988. Since then, the Bulletin’s
editorial team has greatly expanded its scope and today, it not
only publishes a periodic student magazine but also maintains
a website or podcasts.

Problems in managing the editorial board, which is char-
acterised by frequent replacement of members, became sig-
nificantly apparent after the transition to a remote mode
of operation. When new members are introduced to their
procedures completely remotely, and it is impossible to show,
add, and explain some processes in person, it is easy to see
that functional solutions for coordinating work are introducing
mistakes to the new users. In addition, the systems and
applications that are used in the organisation not only do not
fully meet the needs of its members but using them without
discerning the working in the organisation in the land-based
mode becomes a challenge.

The purpose of this paper is to present the process of design-
ing a user interface for handling the work of the AGH-UST
Student Information Bulletin, being able to almost replace the
existing currently used toolbox (tools and platforms), both
for project coordination and communication among members.
Moreover, the implementation of this system could allow
for significant improvement and ease of work for regular
members, as well as clearly facilitate the implementation of
new, constantly emerging issues organisations. The platform
would also allow for more efficient documentation of the work
of the editorial board.

This paper is organised as follows: Section II presents the
basic principles of user interface design, including the related
psychological aspects. Section III presents the motivation
behind our research and the analysed problem, including
interviews with the study participants. The part of our research
that covers process discovery was described in Section IV. We
present the final design of the user interface in Section V and
finally, Section VI summarises our contribution presented in
this paper and provides the overview of the future works.
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II. USER INTERFACE DESIGN

According to the book "Human-Computer Interaction" [3],
the term HCI has been in common use since the early 1980s,
but research in this area began early in the last century. The
original focus was the study of human interaction with ma-
chine. As the state of the art and computerization advanced, the
focus of the research was changed to human-computer interac-
tion. Information technology (hidden today under the acronym
IT) is another field that has influenced the development of HCI.
It is for it today that consideration of HCI principles is crucial,
as an integral part of the design process. The user (understood
as both an individual and a team) interacts with the computer
to achieve a specific goal.

A. Shneiderman’s Eight Golden Rules of Interface design

A precursor to viewing computer systems from the perspec-
tive of the user interface is American computer scientist Ben
Shneiderman [4]. Shneiderman today is considered to be one
of the third "fathers of User Experience Design". His book
"Designing the User Interface" [5] published in 1987 was
the first complete textbook on how to design user interfaces.
Most importantly, the book featured the first set of universal
principles for designing UI. The Eight Golden Rules of Dialog
Design (”Eight Golden Rules of Dialog Design") and the body
of Shneiderman’s work and research were also the basis for
the development of the field of User Experience Design. Thus,
Shneiderman’s 8 Golden Principles can be cited [6], [5]:

1) Strive for Consistency). As the author points out – it is
the one most often violated, but failure to follow it is also
the easiest to fix and avoid. The principle refers to the
need to use the same terminology when giving the same
information and marking the same actions, but also to
use color codes for interactive and fixed elements, the
same icons, call-to-actions, or consistent sequences of
actions in similar situations. As defined in the Interaction
Design Foundation’s article on the Golden Rules – "...the
user should be able to use knowledge from one action
to perform another." [6]. Situations where consistency
is extremely difficult or impossible should be kept to a
minimum. Adherence to this principle helps users learn
to use the system more quickly and in sequence, achieve
their intended goals more quickly.

2) Enable Frequent Users to Use Shortcuts. As the
frequency of system use increases, the desire to reduce
the amount of i interaction time increases. Hidden com-
mands, remembering once entered data, auto-complete
data, and all shortcuts are appreciated by regular users.
Following this principle allows users to achieve their
goals faster and easier.

3) Offer Informative Feedback. The principle refers to
the fact that with every user action, there should be
feedback from the system, telling about the success or
lack of success of the action. It is important that the
information should be given in an accessible way to
the user, rather than being, for example, just a message

about the error code that occurred. The information can
be modest for less complex actions, such as displaying
the requested information when the user clicks on an
item, or more extensive for more complex operations,
such as a pop-up with a message about why the action
failed.

4) Design Dialog to Yield Closure. The action the user
takes should have a clear beginning and end. This
means that the user at each step of the process should
know at which point they are. An example of a cor-
rect fulfillment of this principle would be the display
of a thank you message after a purchase has been
made in an online store, or the announcement that data
has been successfully updated after the user has made
changes to the system.

5) Offer Simple Error Handling. The system should in-
form the user of errors it makes, their severity, and type,
but should also do so in a manner that is as benign as
possible. The interface must not make the user feel guilty
for making an error. A way to satisfy this principle might
be to indicate specific places, such as form fields, that
have been filled in incorrectly or not filled in, rather
than having the system reject the entire form only after
it has been filled in and submitted without indicating
where the error occurred.

6) Permit Easy Reversal of Actions. The principle refers
to allowing the user to reverse their own actions. In
performing any action, users will make mistakes, and so
the key to reducing their frustration when they make
them is to ensure that at any time their mistake can be
corrected. Shneiderman also emphasises that knowledge
of the ease of undoing actions encourages users to
explore unexplored options. Undo options should be
possible after a single action as well as a sequence of
them.

7) Support Internal Locus of Control. The principle
encourages putting the user in the role of initiator of
system actions. The user should feel that it is the user
who decides how the system functions - after all, the
system is a tool in the user’s hand, designed to help the
user achieve the desired goal. The user should have a
sense of complete control over the processes occurring
in the virtual space.

8) Reduce Short-Term Memory Load. The principle
refers to the limited capacity of human short-term mem-
ory. To the best of today’s knowledge, it can hold 7
plus or minus two items. Therefore, the interface should
not require the user to remember more information at
once. Additionally, the usage of the interface should be
based on recognising elements more than recalling them
from memory, which generates more stress for users
and consumes more time.

All of the above principles provide a basis for further con-
sideration and development of knowledge about user interface
design and human-computer interaction.
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B. Ten Usability Heuristics

Another important step in the development of the field of
user experience design was Jakob Nielsen’s formulation of the
10 Usability Heuristics in 1994. It is a set of ten core principles
of interaction design. Nielsen’s heuristics are still used today
and still form the basis of usable systems design. The content
of the heuristics has remained unchanged to this day, but the
article in which they were presented was enhanced this year
with examples and explanations of the [7]. In reference to
Shneiderman’s golden rules presented earlier, the essential step
seems to be Nielsen’s addition of two rules:

1) Match between system and the real world. The
principle refers to enabling users to use the knowledge
acquired in the real world to function efficiently in
the virtual world. We are talking both about using
language familiar to the user, instead of industry jargon,
and about following concepts and schemes of operation
familiar from the real world. The issue of basing digital
products on knowledge about the functioning of the real
world was later extended by Don Norman.

2) Aesthetic and minimalist design. This principle pi-
oneered the perception of aesthetics as an important
element of an interface, affecting its perception, and,
more importantly, the comfort and effectiveness of its
use. Nielsen also cautions against placing redundant
information in the interface that is merely decorative or
noise. Any unnecessary information distracts from the
vital information.

C. Basic psychological concepts related to design

A significant influence on knowledge development in the
field of user experience design was Don Norman’s book
"The Design of Everyday Things", first published in 2002
[8]. It is from it that further concepts that are the basis of
today’s knowledge in this field were drawn. As Don Norman
writes, "For a product to have transparency, its designers must
correctly apply five basic psychological concepts [...], namely
affordances, signifiers, constraints, mappings, and feedback.
Nevertheless, there is a sixth principle, perhaps the most
important of all: the conceptual model of the system" [9].
Thus, definitions of the basic concepts can be quoted after
Norman:

1) Affordances – is the ability to perform a particular
action that an object manifests. Whether an object
manifests a given affordance is also dependent on the
person who interacts with it. For an adult, a staircase
manifests the affordance of ascending or descending
it, and from this follows its function – to enable up-
ward or downward movement. For a child who cannot
move up or down stairs, stairs will not manifest this
affordance, a so they will not serve the same function
either. Affordances allow us to identify the function of
objects without having to use labels or put additional
information on them. The opposite concept to affor-
dances is anti-affordance [10] – the perceived inability

to take a particular action. Importantly, objects should
clearly manifest their affordances and anti-affordance
so that the user can easily identify them. The problem
begins when an object manifests an affordance that is
not related to its actual function. This is, for example,
a doorknob that manifests an affordance for pressing it,
but under pressure, it does not fall at all and does not
cause the door to open.

2) Signifiers – is a specification of how or where an
action is performed. Markers can be placed on an object
intentionally or be found on it by accident. Markers
are often confused with affordances. The concepts are
not the same; however, the boundary between the two
has also been drawn by Norman – "Affordances specify
what actions are possible. Markers tell you where to
perform them. One and the other are necessary" [9].
Thus, we can call a marker a button in the interface of
a system dedicated to cell phones. This marker uses the
affordance of touching the screen, which the cell phone
had much earlier than the system in it.

3) Constraints – Constraints (like the knowledge that the
user has) can be divided into those that occur in the
world and those that occur in the mind. Both types
accompany users when using both digital and physi-
cal products, and so they should be considered during
design:

– Boundaries in the world are those that do not
provide a physical way to perform a particular
action. This is, for example, the lack of a handle
or wheels on a heavy object, the lack of a handle
on a door, or the lack of finger holes in a bowling
ball,

– Boundaries in mind are related to cultural code,
among other things. These are activities that the
user must have learned not to do, but the design
of the product or system allows for it. It is, for
example, the fact that we typically use a computer
mouse using our hands, although its design does
not preclude using it with our feet or other body
parts.

4) Mappings – (in user experience design) is a way
of mapping/showing the relationship between controls
and controls. The more natural the mapping, the better
the functionality. Norman also distinguished three levels
of mapping:

– Best mapping – controls placed on elements con-
trolled.

– Second best mapping – controls placed closest to
the controlled elements.

– Third of the best mappings – controls are placed
in the same configuration as the controls.

5) Feedback – this issue has already been directly ad-
dressed by one of Goldman’s Golden Rules, but has
been significantly developed by Norman in "Design
Everyday" [9]. Among other things, he pointed out
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that the type of feedback should be appropriate to the
action. Feedback that is too pushy can distract the user
and introduce unnecessary chaos. Another mistake to
avoid is too much feedback, which is only meant to
be part of the process the user goes through, not the
backbone of it. In addition to this, the time in which the
feedback is given to the user is important. Even a slight
delay can cause anxiety, which should be avoided.

6) System conceptual model – according to an article on
mental models on the NNgroup website – "The concep-
tual (mental) model of the system is everything the user
believes about the system" [11]. The definition has two
important aspects:

– The conceptual model is based on the user’s
knowledge or belief, not on the actual operation
and building of the system. For best results, the
conceptual model should be as close as possible to
the actual operation of the product.

– Every user of the system has their own, dif-
ferent conceptual model of the system. Conse-
quently, the conceptual model of the designer and
the user also differs significantly. The designer’s
model is usually based on the greater knowledge
of the product that he has. His task, however, is
to create the design in such a way that the users’
conceptual models are as close as possible to the
actual operation of the system.

All of the above principles and concepts have outlined the
theoretical foundations of today’s approach to user experience
design, inextricably linked to user interface design.

III. MOTIVATION AND RESEARCH PROBLEM

The main goal of the undertaken activities is to create an
interface for the editorial office of the AGH Student Bulletin.
In order to achieve the intended purpose, it was necessary to
recognise in detail the scope of the needs of the editorial office
members. The purpose of the research part of this study was
therefore to explore the processes occurring in the editorial
office and to create models depicting the tasks and roles of all
its departments and external bodies.

One of a major challenges in building complex process
models is the identification of sub-processes [12]. The Bulletin
is composed of three main departments: journalistic, graphic
and promotion and cooperation. Most of the processes are con-
centrated within them. The projects carried out by the editorial
office, however, link the work of all its departments and were
therefore treated as sub-processes of the core workflows.

The research included: in part one, an analysis of com-
munication channels and organisational documents provided
by the editorial office, and in part two, in-depth individual
interviews [13]).

A schematic of the organisational structure of the Me-
dia Center is shown in Figure 1, which distinguishes the
governing bodies of the Bulletin’s editorial office and those
collaborating with it in the processes carried out. The research
group consisted of the Editor-in-Chief, his Deputy, and the

heads of the following departments: journalism, graphics, and
promotion and cooperation.

A. Interview Structure

The interviews were semi-structured, with detailed ques-
tions subject to modification during the interviews. Accord-
ingly, a preliminary scenario was created before the research
began.

1) General questions
– How long have you been a member of the Bulletin

editorial board?
– How long have you been in your role?
– How many people does the department you manage

include?
– How many of them are people who joined you

in this semester?
– How many of these people have you worked with

for more than a year?
2) Questions about completed projects

– Which projects does your department manage?
– In which other editorial projects are you involved?

3) Identification of responsibilities
– What responsibilities do department members

have?
– What are the responsibilities of the person manag-

ing the department?
– With what frequency should they be performed?

4) Definition of tools
– What tools (online and offline) do you use in

carrying out your responsibilities?
– Can you show me these tools (via the screen share

option)?
5) Process discovery

– Imagine that I am a new person in your editorial
office. Can you walk me, with the help of screen
sharing, through the processes of performing the
most important duties in your editorial office/de-
partment?

B. Related Works

The main topic discussed in this paper is the user interface
design for a work support system. The main principles of
building collaborative online applications have been widely
discussed since the early 2000s [14]. However, in recent years,
one can observe rapid technological developments in the area
of Human-Computer Interaction [15] that let the researchers
and IT architects look for new ways to improve the overall user
experience. In our work, we also mention the role of social
media which are increasingly more present as a collaboration
tool in companies and organisations [16].

To define use cases for the discussed application, we
based our research on Business Process Model and Notation
(BPMN), which is a common standard for representing appli-
cation flows [17]. Although there exist methods to generate
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Figure 1. The organisational structure of the AGH-UST Media Center

graphical user interface prototypes based on process mod-
els [18], [19], due to large process complexity we decided
to perform this action manually.

As it has already been mentioned in this section, one of
the significant steps leading to an interface design is the
identification and modelling of processes within the organ-
isation. Process discovery can be done using one of the
automated process mining techniques [20], one of the common
approaches being identifying patterns based on log files [21].
Since the editorial board of the Students Information Bulletin
does not use any integrated IT system, automated process
mining has been excluded. In such a case, one of the possible
approaches is the visual identification of business process
elements [22]. In our case, we based our process discovery
on user interviews and manual document analysis, analogically
to our previous work, where business processes of a training
company were identified and discussed [23].

IV. BUSINESS PROCESSES OVERVIEW

This section presents the processes performed in the edito-
rial office, as identified through research. The processes were
modelled using BPMN 2.0 notation and described.

The basic structure of the newsletter consists of three de-
partments: journalism, graphic design, and promotion and col-
laboration. The entire editorial board includes more than thirty
members and interns. Each of the departments is run by one
managing person. The activities of the entire editorial office
are supervised by the Editor-in-Chief and his Deputy.

The main result of the editorial staff’s work is the periodic
publication of a magazine – a quarterly – in electronic and
printed form. All departments participate in the process of
creating the quarterly. The most effective form of distribution

of magazines during the pandemic has become BISdelivery –
sending out magazines ordered through a form on the website
throughout Poland, in cooperation with the Post Office of
AGH-UST. The Bulletin’s editorial staff also maintains a web-
site that publishes both electronic editions of the magazines
and self-contained articles.

An additional project carried out by BIS, in cooperation
with the editorial office of Radio1.7, is the BIScast – a podcast
in which audio versions of texts published in the magazines
are created.

In order to identify the processes carried out by the members
of the editorial team, the platforms for their mutual commu-
nication and the work tools they use were analysed. The most
important functions they play in the work of the editorial office
have also been identified.

A. Communication Platforms

1) Microsoft Teams
– organising online meetings,
– publishing meeting summaries.

2) Facebook
– publishing meeting summaries.

3) Facebook Messenger
– fast communication in private chats and group

conversations.

B. Working Tools

1) Facebook
– publishing marketing material.

2) Instagram
– publishing marketing material.
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3) Google Drive
– creating work schedules,
– creating publication schedules,
– storing files with article content and graphics.

4) Adobe Creative Cloud
– creating graphics,
– composing the bulletin and its parts.

5) Canva
– creating graphics for social media.

C. Quarterly Issue

Work on the quarterly begins with a meeting of the entire
editorial team, at which the team members, first of all, agree
on the theme and the leading color of the graphic design of
the latest issue. At this meeting, the key deadlines for the
submission of partial texts, their composition, and the deadline
for the composition of the entire magazine are also established.
After the meeting, all arrangements are written down in form
of a post on the Microsoft Teams platform. The first modelled
stage of the work is shown in Figure 2.

Figure 2. A BPMN model of the quarterly issue planning process

Next, the process of creating texts in the journalism section
begins. The head of the department creates a table on Google
Drive that will contain a list of texts for the latest issue. A
meeting of the journalism department is held, where the table
of topics is completed – each of the members and interns is
to propose a topic for at least one article, summarize what the
article is supposed to be about, specify the section to which
it will be assigned, and complete their name in the "Who
proposes?" column. The topics of the texts are free and they
are divided into several categories. After the meeting, everyone
has time to declare writing at least one of the proposed articles,
and then the head of the department assigns proofreaders to
specific texts.

The first step in the work of writing a text is to become
familiar with its subject matter and necessary sources. Once
the text is written, it should be uploaded to the appropriate
folder on Google Drive. Later, one should also uncheck the

text upload in the table with texts. The corresponding record
then turns red and the proofreader knows that the text is
awaiting correction.

The text correction process then begins. Proofreading in-
volves editing the document provided by the editor and giving
the editor suggestions on how to avoid further errors, such as
through the suggestion option in Google Documents. However,
this option is imperfect in that the text creator must manually
accept all corrections by the proofreader, or they will not
be saved. The proofreader is also obliged to change the file
name to "CORR_IN_title" (where IN are the first letters of
the proofreader’s first name and name) so that when one
goes to the "Texts per page" folder, they will know for sure
which texts have been corrected. After language proofreading,
the proofreader should also uncheck the checkbox in the
"Proofreading" column.

After defining all the activities and their sequence, the
identification of sub-processes has been conducted. For this
task, we used the method called Justified Aggregation of
Neighboring Activities, the idea of which is based on graph
models [24]. In order to declare a set of activities as a sub-
process, the following conditions must be met:

1) Activities are connected with a sequence flow.
2) There is one clear starting point of the candidate sub-

process.
3) Outside boundary activities are defined. In order to be

considered an outside boundary activity, task or sub-
process has to fulfill at least one of the three conditions:

• its meaning is not related to any of the tasks already
included in the candidate sub-process,

• its responsible function (represented by annotation
or a swimlane) is not present in the candidate sub-
process,

• in case of multi instance or recurring activities, its
instances do not match with the other activities in
the candidate sub-process

The modelled process can be found in Figure 3. One of
the identified sub-processes is "Write Text". In this case,
Assign Proofreaders has been defined as an outside boundary
activity, as it is executed by another process stakeholder and
is not a multi-instance activity, unlike the other tasks included
in the sub-process. The second outside boundary activity is
Proofread Text. Although it is also a multi-instance activity,
its instances involve different participants than those in the
case of proofreading.

When all the texts for the quarterly journal are ready, a
table is created by the head of the graphics department to
divide the further work. The titles and sections of the texts
are copied from the table of the journalistic department. For
convenience, links to specific documents from the journal
section folder are also pasted. The chief then distributes the
illustration and composition of the texts among the members
and staff.

The issue’s editorial cycle includes cover design, photo
pages, and cover art for later published podcasts. The cover
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Figure 3. The process model of planning, creating and correcting partial texts

photo and photos for the photo pages are obtained by the
editors from the Krakow Student Photo Agency. Usually, the
photos are also placed on Disk Google.

By the previously agreed date, illustrations for the text and
other materials, exported separately in Adobe Illustrator and
text filed in Adobe InDesign, should appear in the Google
Drive folder. No additional form of proof of submission ma-
terials is required.

The next step is the composition of the entire magazine,
which the Editor-in-Chief usually does. He then processes the
files obtained from all the graphic designers and creates one,
preparing the magazine for printing. The modelled process can
be seen in Figure 4.

When the quarterly magazine is ready for printing, the
preparation of a subpage with its content on the website
follows and the preparation of promotional materials begins.
In order to plan the work, the promotion and collaboration
department uses a spreadsheet, designed in the shape of
a calendar. The calendar schedules posts for the following
weeks. Often, however, the information in the spreadsheet
is inaccurate or selective. First, the type of material to be
published regarding the text is determined - a photo or a
graphic. This is followed by scheduling the publication of
material for specific days and assigning people to perform
specific tasks. Materials for posts are prepared in Canva, where

the promotion department works as a team. This means that
members can share projects with each other, create templates
or use a common content planner. There, posts are created
in their entirety because the service also gives the ability to
add images and descriptions to specific posts. The final step
in the development of the quarterly journal is its distribution.
The first form of distribution was direct delivery of printed
copies to university departments, student house receptions,
and dining facilities. Currently, the distribution consists mainly
in sending the magazines (in cooperation with the AGH-UST
Post Office) throughout Poland. Orders are collected using
a form on the internet website.

D. Website
Only those in charge have the ability to edit the editorial

page. Three times a week (on Monday, Wednesday, and Fri-
day), new articles are posted on the website and - once every
three months – a subpage with the new quarterly issue.

Each member and intern of the journalism department is
required to write at least two articles for the website per month.
Once a month, during a meeting, everyone completes their
proposed topics in the appropriate table on Google Drive.
Afterwards, the editors have time to commit to writing an
article (either their own or someone else’s). Then the head of
the department establishes the schedule for the publication of
the texts on the site, and according to this criterion, determines
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Figure 4. The process of planning, illustrating, and composing the issue and its parts

when the text should appear on the shared drive, and who is
responsible for its correction and publication.

Proofreading is a very important part of the process, without
which the text cannot be published on the site. Language
proofreading is done by three designated individuals in the de-
partment. When scheduling articles for publication, they are
also assigned to do proofreading of specific articles.

The article-writing process then begins, which is always
preceded by gathering information on the topic. After sub-
mitting an article to the disk (as in the table on texts for the
quarterly journal), editors check the checkbox located to the
left of the record with their text. The record then turns blue
and the person assigned to language proofreading knows that
the text is awaiting correction. After the linguistic correction,
the proofreader should also uncheck the checkbox in the
"Correction" column so that the person publishing the article
knows that it is ready for publication (after which they should
also check the appropriate checkbox indicating that the text
has been published).

It turns out that a characteristic system error is that editors
often forget to check boxes after the task is done, making
the system ineffective because it does not provide reliable
information. Therefore, all information must be independently
verified, both before proofreading texts and publishing them.
The modelled process can be seen in Figure 5.

The graphics department is not involved in the creation
of posts for the website; once published, the link to the
text is usually shared on Facebook and in Instagrams stories,
which are handled by members and interns of the promotions
and collaboration department. The posts usually appear on the
same days as the texts, namely on Mondays, Wednesdays,
and Fridays. The head of the promotion department distributes
the posts to the editors on a regular basis, usually by sending
them a private message on Facebook with a request to publish
on a given day.

The promotions department uses mostly the same spread-
sheet to organise their work as they do to create the pro-
motion strategy for the quarterly magazine. The spreadsheet,
however, shows only perfunctory information regarding what
type of material is published on what day. It lacks informa-
tion about who is responsible for publishing what materials
and when. The table is also not updated on an ongoing
basis, so many materials in it are not there and are published
spontaneously.

V. DESIGN OF THE SYSTEM INTERFACE

After creating the information architecture diagrams of the
panels of each role, their mock-ups and prototype of the
system with a medium level of detail were created. This
chapter presents a schematic design of the screens that are
key to carrying out the processes performed in the editorial
office and departments. The layout of each page, the placement
of action buttons, labels, and other elements are shown. The
prototype was made in grayscale with color coding in places
where the type of color indicates the status of the action.

A. Main Page and Task List

Figure 6 shows the screen that is visible after logging in to
the panel for users with the role , "Journalism Department". At
the very top of the side navigation bar, located on the left side
of the screen, are the user’s information - first name, last name,
department (this information is completed by the administrator
when creating a new account), and profile picture (which can
be added and changed by the user by clicking on their avatar).

B. Quarterly Issue

Once the theme and color of the quarterly layout have been
completed by the administrator, the screen shown in Figure
7 appears in the panel of the journalism department, under
the tab , "Quarterly".
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Figure 5. The process model of planning, creating and publishing texts on an editorial website

Figure 6. The view of the „Strona główna” (”Home”) tab in the user panel
with the role „Dział Dziennikarski” (”Journalism Department”)

Figure 7. The view of the „Kwartalnik” (”Quarterly”) tab in the user panel
of the „Dział Dziennikarski” (”Journalism Department”) role after adding a
new quarterly

In the upper left corner of the main part of the screen is a
banner with basic information about the upcoming quarterly.
Underneath it is a section that displays the texts to which the

Figure 8. The view of the „Teksty” (”Texts”) subpage in the „Strona
internetowa” (”Website”) tab in the user panel of the role „Administrator”)

Figure 9. The view of the „Strona internetowa” (”Website”) tab in the user
panel of a role „Dział Dziennikarski” (”Journalism Department”)

user has assigned himself as author. On the right side of the
screen there is a section called "All texts", in which all texts
for the upcoming quarterly to which an author has contributed
are displayed.
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C. Website

Figure 8 shows the „Website” tab of the admin panel.
The administrator, using the "Edit" button in the upper right

corner of the screen can not only edit record data, but also add
new ones according to the website’s text publication schedule.
By default, a new record will appear for every Monday,
Wednesday or Friday, but this can be freely modified by the
administrator.

Figure 9 shows the "Website" tab in the panel of the
journalism department. The tab is divided into two parts.

On the left side of the screen, there is information about
the nearest texts for the website to which the user is assigned
– planned publication date, title, who is publishing, and status.
Depending on the status of the assignment, there are also
buttons for , "Submit" or "View and edit".

On the right side of the screen, information about all
planned texts for the website is available, sorted by publication
date (from nearest to farthest).

If there are no editors assigned to a particular date, there is
a button next to it called "Submit", which the user can use to
declare writing a text for a particular date.

VI. CONCLUSIONS

The purpose of this paper was to present step by step
our case study of designing a system user interface that
greatly enhances and organises the flow of information among
members and collaborators of the editorial board of the AGH
Student News Bulletin. With the use of various research
methods such as observation, social research, and process
exploration methods, we analysed the activities executed by
the editorial board, communication platforms, and members’
working tools. Using knowledge of user interface design, we
designed a system interface that effectively reduces the need
to use many of these tools and provides a platform through
which most of the information needed by the editorial board
can be collected and transmitted.

In order to effectively accomplish the stated goal and
properly design the system interface, we focused on one of
the four editorial offices. This enabled accurate data analysis
and the elimination of errors. Using the lessons learned during
the research phase, it was possible to design an interface to
support the work of the entire organisation.

Further possible activities in the development of the project
might be focused on conducting usability tests of the prototype
with members of the Bulletin editorial staff. After testing
the designed solutions and making necessary corrections, it
would be necessary to develop the graphic layer of the project
and develop both the front-end (based on the designed user
interface) and the back-end for the presented system.
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Abstract4The article presents the scope of issues related to

knowledge management in models assuming the performance

of work outside workplaces and the tools used to disseminate

knowledge transfer. Knowledge management and transfer are

the cornerstones of any business. They are evidence of market

position and competitive advantage.  The approach to knowl-

edge transfer tools in remote work models is becoming crucial.

On this basis, a research issue was formulated, which concerns

knowledge management in hybrid work performance models

and ICT tools used. The research objective is to assess knowl-

edge transfer in businesses and identify the most effective ICT

tools used by employees to manage knowledge in businesses. In

order to solve the research problem, quantitative research was

conducted on a randomly selected sample of respondents. Stud-

ies have shown that respondents are aware of the importance of

knowledge sharing within organizations. They see the benefits

and  barriers  thereof.  Their  command  of  knowledge-sharing

tools, on the other hand, is moderate. The added value of the

article is linking the substantive approach to knowledge trans-

fer  itself,  taking  into  account  the  tools  used  in  the  hybrid

model. The article indicates the existing connections and per-

ception of the employees themselves.

Index  Terms4knowledge,  knowledge  management,  hybrid

work model, ICT tools.

I. INTRODUCTION

ODELS of performing work outside the employer's

headquarters  have  gained  importance  due  to  the

global coronavirus pandemic. This enabled the emergence of

a new reality that encompassed all possible employers. This

determined the definition - in accordance with the SWOT

analysis 3 of new opportunities, threats, as well as specifying

the strengths and weaknesses of this model. Many compa-

nies do not have clearly defined strategies for applying re-

mote working models. This raises many doubts among em-

ployees,  since  the  coronavirus  pandemic  has  shown  that

many tasks and duties can be performed in remote models.

This is also directly related to maintaining work-life balance,

which is becoming increasingly important. There is a grow-

ing attention being paid to creating a culture of knowledge

sharing by employees in businesses. A culture that is based

on openness, trust and a favourable atmosphere. Knowledge

is the primary resource of an organization, which testifies to

M

its market position and competitiveness. Resources, on the

other hand, are employees, and in particular their skills and

competences,  which have open or  secret  forms of  knowl-

edge. The objective of businesses is  to create such condi-

tions in which employees will want to exchange their experi-

ence and know-how. To make this possible, it is necessary to

use tools that will make it possible. These are primarily sys-

tems or knowledge bases that employees have access to. The

article aims to analyze the knowledge transfer tools used in

hybrid work models in businesses.

The article reviews the current literature on the subject,

presents the research process methodology and the charac-

teristics of the research sample, presents the research results,

refers to the latest report results, and finally summarizes the

conclusions.

The author's contribution to the article is as follows:

ý carrying out a critical analysis of the research topic,

ý referencing  the  subject  matter  of  the  article  in  the

literature overview,

ý conducting quantitative research on a random sample of

respondents,

ý research results  constitute  added value in  the field of

management  and  quality  sciences.  They  indicate  the

connections in the examined topic.

II.LITERATURE OVERVIEW

The concept of remote work or telework/telecommuting

dates  back  to  the  1970s.  This  was  a  response  to  many

changes in the processes within businesses. This resulted in

the  emergence  of  innovative  approaches  to  shaping  new

models of work performed outside the employer's headquar-

ters.  In  1973,  Jack  Nilles  conducted  an  experiment  that

proved  that  each  employee's  work  can  be  transmitted

through  computers  or  other  telecommunications  methods.

This, in consequence, meant limiting the movement of work-

ers who are required to perform work [1]. This was greatly

aided by technological development, which determined the

emergence of a new and flexible employment form for em-

ployees  who  could  carry  out  their  tasks  outside  the  em-

ployer's stationary offices. The approach aims to limit com-
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muting costs in addition to saving on commuting time [2].

The possibility of performing duties outside the workplace

has been intensified by the increased importance of  infor-

mation and knowledge in relation to goods or products. The

development of remote work is the development of informa-

tion technologies as well as computer science itself, which is

a tool in IT architecture [3]. 

There are many definitions of the term 8remote work9. It

is  very  difficult  to  cite  one  that  would  fully  reflect  the

essence of its meaning. In order to attempt to define remote

work, one should draw attention to existing synonyms such

as teleworking, virtual officing, remote work, networking, or

work from home. It seems that the terms can be used inter-

changeably, because they mean the same thing. The differ-

ence  may  exist  in  the  basis  of  employment  under  which

work is performed [4].

TABLE I

Selected definitions of the term of teleworking

A. Jeran (2016) "Work  carried  out  outside  the

employer's  offices,  depending  on

the form: in the employee's place

of  residence  or  another  location,

sometimes on the move" [5].

M. Hynes (2014) The possibility of using IT tools 

that allow one to perform their 

duties in a different geographical 

location than the workplace [6].

R. Blanpain (2013) "Work performed for an employer 

or client, mainly in a place other 

than the traditional workplace, 

using information 

technologies"[7].

Greenberg and A. Nilssen 

(2008)

Implementation of new 

information technologies through 

tools, including computers, in 

exchange for employees 

commuting to the workplace [8]. 

S. Ciupa (2009) "A new form of organizing and 

performing work (...), where the 

manner and conditions of 

performance as well as order and 

organization can be shaped 

through the use of advanced 

information and communication 

technologies" [9].

The Act of 26 June 1974, 

art. 67, § 1 and 2. Labour 

Code (1974)

"It may be performed regularly 

outside the workplace, using 

electronic means of 

communication in light of 

regulations on the rendering of 

electronic services (teleworking). 

The teleworker is an employee 

who performs work (...) and 

provides the employer with the 

results of said work, in particular 

using electronic means of 

communication" [10].

Source: Own study based on the cited literature

Remote work is a type of flexible work in the scope of di-

mensions such as:  time,  location,  permanence of  relation-

ships, and the type of contracts concluded between the em-

ployer and the employee [11].

According to S. Hogarty, the hybrid work model aims to

combine elements  characteristic  of  office-based  work  and

performing duties as part of remote work. The goal is to pro-

vide the employee with an opportunity to decide how they

will perform their work. The hybrid system of work is based

on  the  performance  of  tasks  by  employees  depending  on

their preferences and work style. Each employee must have

full comfort in performing their duties. There are the follow-

ing types of hybrid work: "remote first", which means that

employees perform their tasks remotely, but can come to the

office if  necessary. The rotation variant, which consists in

establishing a schedule and dividing employees into teams

performing work remotely and stationary [12]. 

The  advantages  of  using  a  hybrid  work  model  in-

clude [13]: 

ý the  possibility  of  saving  time  on  commuting  to  the

workplace,

ý growing importance of work-life balance for employees,

ý increase in KPIs in terms of employee satisfaction with

and engagement in the performed work,

ý greater  flexibility  in  the  recruitment  carried  out  by

companies, as well as reaching out to "talent",

ý ability of maintaining better contacts with clients.

Knowledge management is becoming increasingly impor-

tant in modern businesses as a foundation of the human re-

sources management strategy. As a result of the end of the

industrial era, some of the most important assets are knowl-

edge, information and intellectual capital [14]. The issue at

stake is the knowledge of employees itself, which is not the

property of the companies [15]. Intensified development of

the information society focusing on the knowledge manage-

ment and distribution plays a key role in all communication

progress. Telecommunications and all information technolo-

gies determine contacts  between people and have a direct

impact on teamwork in distributed structures [16]. 

The word "knowledge" has many definitions in subject lit-

erature. According to P. Ducker - knowledge is a type of ef-

fective  and  efficient  use  of  information  in  taking  actions

[17]. On the other hand, E. Turban believes that components

of knowledge include: truth, beliefs, expectations, ideas, and

know-how [18]. S. Galata argues that knowledge is an ex-

ceptional  and  unique  resource  of  an  organization  that  ac-

crues while in use [19].

One of the trends of innovative employee behaviors is the

use  of  creativity  based  on  three  competencies,  which  in-

clude: expertise, motivation and creative abilities [20].

Human and intellectual resources have a key impact on

building the innovation capacity of businesses where knowl-

edge is a key element. Knowledge management, then, is in-

fluenced by the following:

ý the education of employees hired by the business,

ý skills related to knowledge acquisition and processing,

ý openness of employees to improve their qualifications,

as well as acquire new knowledge,
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ý acquired knowledge and experience of the management

staff,

ý all  knowledge  regarding  the  needs  of  internal  and

external clients, as well as contractors,

ý competency opportunities to create new knowledge,

ý cumulative  knowledge  (codified  knowledge)

encompassing intellectual property rights,

ý possessing  competencies  related  to  knowledge

acquisition from the external environment [21].

A given organization's management staff will support the

knowledge management  process,  including the  knowledge

transfer  itself,  if  it  is  related  to  obtaining  potential  bene-

fits [22].

Knowledge management in the Japanese model consists

of a process that includes the following elements:

ý socialization  3  assumes  experience  sharing  between

employees.  Creating  hidden  knowledge,  as  well  as

generating new ideas.

ý externalization 3 that is, manifestation. It is a situation

in which hidden knowledge is presented as a metaphor,

a  hypothesis.  Afterwards,  it  is  converted  into  overt

knowledge.

ý combination 3 combining available knowledge through

various components. The result is the reaction of new

knowledge.

ý internalization  3  involves  the  permeation  of  available

knowledge into hidden knowledge. It primarily involves

education through taking action [23].

The  model  presented  above  is  the  beginning  of  the

SCRUM concepts, which concern the concept of managing

organizations in the perspective of project management. It is

an operational level based on planning, as opposed to a tradi-

tional concept based on control [24].

Hidden knowledge is a type of knowledge that is difficult

to articulate through colloquial language [25]. Overt knowl-

edge  is  created  on  the  foundations  of  hidden  knowledge,

which serves as the starting point [26].

In  the process model, knowledge management integrates

processes such as creating, organizing, collecting, and then

utilizing knowledge in the organization [27].

If knowledge management in the process approach consti-

tutes  a  process,  it  is  possible to  distinguish the  following

sub-processes:

ý creation of new knowledge (recognition of new and old

knowledge),

ý specification  of  knowledge  belonging  to  the

organization,

ý checking the knowledge resources,

ý ordination of knowledge,

ý the possibility of utilizing and promoting knowledge,

ý creation of knowledge based on resources [28].

The resource model is based primarily on resources as the

basic factor indicating a competitive advantage [29]. How-

ever  resources,  including  knowledge,  are  combined  when

creating the competitive advantage itself. This determines an

exchange of knowledge between employees [30].

Knowledge  transfer  support  tools  within  organizations

include:

ý a document circulation system (workflow) that allows

for circulation of documents from different sources, but

existing  within  one  system,  which  all  employees

involved in a given process have access to. The scope of

tasks includes: managing document flow, i.e. document

life, data import / export.

ý a  system  aimed  at  supporting  group  work,  which

enables  joint  performance  of  tasks  or  projects  in

distributed structures or in hybrid work models.

ý an  expert  system  that  enables  the  use  of  available

knowledge, and related decision-making. The scope of

this system includes: a user interface, a knowledge base,

a database, and a knowledge base editor.

ý an  e-learning  system  for  monitoring  and  reporting

progress results in the remote learning of employees. 

ý a  content  management  system  is  a  tool  intended  to

create websites in the HTML model [31].

The figure below shows the relationship between knowl-

edge  management,  which,  using  appropriate  tools,  affects

the work performance in a hybrid model.

Fig. 1 Relationships between knowledge management and the

hybrid work model

Source: Own study

For  the  purposes  of  the  article,  a  multi-variant  remote

work model has been developed, which has a direct impact

on knowledge management in businesses.  The model was

created on the  following models:  resource-based,  process-

based and Japanese.

The model's assumptions are as follows:

ý knowledge is the strategic and most important pillar of a

business,

ý knowledge  exchange  takes  place  among  employees

working in a hybrid model,

ý knowledge has a multifaceted dimension,

ý managing  knowledge  is  a  process  consisting  of  its

creation,  transfer,  implementation,  sharing,  and

transformation.

ý knowledge  is  not  only  information,  but  also  values,

emotions, views, and experience,

ý ICT tools  absolutely  affect  the  transfer  of  knowledge

between employees.
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III. METHODS AND MATERIALS

Based on the theoretical section, the following objectives

of the conducted research were formulated:

ý assessment  of  tools used by employees during hybrid

work,

ý assessment of the hybrid work model in businesses,

ý assessment of knowledge transfer in businesses.

The article puts forward the following research hypotheses:

H1:  Knowledge  sharing  has  a  significant  impact  on

employees of companies.

H2:  The  use  of  ICT  tools  positively  impacts  the  use  of

knowledge in businesses.

H3: Knowledge management depends on the multi-variant

model of remote work adopted in the article.

In order to achieve the research objectives, a critical anal-

ysis of the subject literature was conducted. Literature stud-

ies were conducted using the desk research method utilizing

secondary sources. Their objective was to prepare a research

tool  for  conducting  empirical  analyses.  The  research  was

quantitative in nature. A prepared online survey was used as

the  research  tool.  The  survey  was  conducted  on  08-

31.03.2022. Selection of the research sample was random.

The study was anonymous and participation in it was volun-

tary.

The questionnaire consisted of  20 substantive questions

and a metric. Some of the questions were open, asking the

employee to provide an individual answer, while others were

closed questions with the option of choosing one or several

answers. The survey was taken by 239 respondents.

TABLE II

Survey results – metric

No

.
Category

Respondents'

answers

Answers

In figures

Answers in

[%]

1 Gender
Female 150 62,8%

Male 89 37,2%

2 Age

Under 25 years

old
42 17,6%

25 - 40 90 37,7%

41 - 60 64 26,8%

Over 60 43 18%

3
Educatio

n

Primary 27 11,3%

Secondary 133 55,6%

Higher 79 33,1%

4
Company

size

Small 124 51,9%

Medium 59 24,7%

Large 56 23,4%

Source: Own study

It should be noted that the research was carried out after a

subsequent wave of the COVID-19 pandemic, which lasted

from January to February 2022. There is a return of employ-

ees to stationary or hybrid work observed in businesses.

IV. RESULTS OF THE CONDUCTED STUDY

The growing popularity of hybrid work requires compa-

nies to provide employees with the tools  to perform their

jobs outside the employer's offices. 

The answers to open question concerning the tools neces-

sary to perform duties in a hybrid model are presented in

Figure 2. Respondents stated that the computer is a priority

(38.3%). It's a basic tool that directly enables performance of

work regardless of the employees' geographic location. The

knowledge of internet tools enabling remote connection of

employees 3 MS Teams, ZOOM (24.8%) was highly rated.

Internet access (19.1%), as well as a mobile phone (5.3%),

headphones with a microphone (4.4%), or other electronic

devices (0.4%) are also considered necessary. A small num-

ber of respondents answered that this question did not apply

to them (2.7%).

Fig. 2 Tools necessary to perform duties in a hybrid work model

Source: Own study

Figure 3 presents the factors that respondents believe are

in favor of performing work in a stationary model. Over half

of the respondents consider contact with other colleagues to

be the most important (52.8%). For employees, another im-

portant  aspect  is  the  greater  control  they  have  at  work

(12.4%)  and  the  ability  to  focus  on  their  job  (6.8%).  An

equally important issue is access to all tools (8%) such as a

printer, scanner or documents, which are only available in

the workplace. Respondents also drew attention to the work-

place  atmosphere  (7.2%).  This  is  an  extremely  important

factor which shows that  employees feel  the need to be at

work  in  a  pleasant  atmosphere.  There  were  also  answers

concerning: greater discipline (4%) and willingness to help

others (3.2%).

Fig. 3 Factors affecting stationary office work

Source: Own study
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The next question in the survey questionnaire concerned

the ranking factors that affect job satisfaction in the hybrid

model from the most important to the least important. Ac-

cording  to  respondents,  the  most  important  is  flexibility,

which is closely related to performing tasks outside the em-

ployer's  headquarters  (48.1%).  In  line  with  the  theory  by

Jack Nills, respondents note a reduction in time associated

with commuting (38.5%). When working from home, an im-

portant factor turns out to be the employer's trust in the em-

ployee reliably and conscientiously performing their  work

(29.7%). The answer to this question is related to the follow-

ing answer of  respondents concerning the maintenance of

work-life  balance  (14.6%).  Limiting  the  commute  time,

along with the employer's full trust in the employee perform-

ing their tasks directly affects the ability to maintain work-

life balance. For workplaces with an open space, it is impor-

tant  that  working  from  home  allows  for  greater  focus

(19.7%).

Table  3  presents  the  results  of  respondents'  answers  to

questions  concerning  work  models  implemented  in  busi-

nesses. The distribution of answers to the question related to

the work mode's efficiency is very similar in terms of the

stationary  work  model  (36.8)  and the  hybrid work  model

(36%). The answers differ in the case of the work model ap-

plied in businesses. According to the respondents' answers,

organizations prefer to work in a stationary model (44.8%)

assuming that employees come to the employer's headquar-

ters to perform their duties. The research shows that hybrid

and remote work models are not popular among employers

of the randomly surveyed respondent sample. Over half of

the  respondents  (67.8%)  believe  that  meetings  with  col-

leagues are a key element of teamwork. Respondents believe

that the companies where are employed have provided them

with  appropriate  knowledge  and  ensured  corresponding

knowledge carriers to perform their duties.

TABLE III

Results of the survey concerning the performed work model

Source: Own study

Table  4  presents  the  respondents'  answers  to  questions

concerning knowledge transfer within employee relations in

businesses. A very important element here seems to be the

exchange of  knowledge between employees,  because  it  is

through their work and effort that organizations implement

business strategies and goals. The know-how of employees

forms the basis for maintaining business continuity as well

as company secrecy. The results presented below show that

knowledge transfers are moderate between all employees at

different levels in organizations. Most respondents (38.5%)

believe that the best knowledge flow occurs in the manager-

employee  relationship.  Top-down  communication  in  this

configuration  testifies  to  the  transfer  of  the  supervisor's

knowledge to their subordinates, including on what task to

perform, what data is required, and often these are conversa-

tions regarding organizational changes.  Communication in

the employee-employee relationship was also assessed by re-

spondents as moderate 3 33.9%. Respondents gave the worst

rating to bottom-up communication, i.e. the flow of knowl-

edge between the employee and the manager 3 31.8%. 

Knowledge transfer in hybrid work models is  primarily

the knowledge of digital tools enabling communication be-

tween colleagues and the transmission of work results. It is a

basic  skill  determining  the  digital  competencies  that  are

gaining so much importance. The majority of respondents

assess their knowledge of online tools at a moderate level

(30.5%). Only 11.3% assess their knowledge as very good,

while as many as 16.7% of respondents practically do not

deal with these types of tools.

TABLE IV

Results of the survey concerning knowledge transfer

Source: Own study

Table 5 presents  the correlation results of questions re-

garding knowledge transfer according to Spearman's ranks.

The correlation between the variables is at a very low level.
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TABLE V

Spearman's index for the survey results concerning

knowledge transfer

No. Question

Spearman's rank

correlation

coefficient - rs

1

How do you assess the flow of

knowledge in the employee-to-

employee relationship in the

hybrid model

-0,1

2

How do you assess the flow of

knowledge in the manager-

employee relationship in the

hybrid model

-0,1

3

How do you assess the flow of

knowledge in the employee-

manager relationship in the

hybrid model

-0,1

4

What is your knowledge of

digital tools, e.g. digital

platforms, including MS

Teams, ZOOM, ClickMeeting

-0,1

Source: Own study

Table  6  presents  the  results  of  respondents'  answers  to

questions concerning knowledge management in businesses.

The following questions are  multiple  choice.  The respon-

dents believe that the most important sources of knowledge

transfer are external training courses (47.7%) and knowledge

exchange between employees (44.8%). Respondents use re-

sources  such  as  knowledge  repositories  in  organizations

(10.9%) or market research reports (16.3%) the least. As the

most  important  factors  influencing  knowledge  sharing

within the organization one may consider:  employee trust

(46.9%) and respect towards employees (46.9%). It follows

that for employees the most as important fundamental  the

values that directly affect their openness in sharing knowl-

edge. Remuneration was also assessed very highly (39.7%)

as a financial motivator.  It  can be hypothetically assumed

that the higher the employees' remuneration, the greater their

willingness  to  share  knowledge.  The company's  organiza-

tional culture was rated the lowest 3 16.3%. In the subse-

quent question,  respondents had to choose statements that

describe their enterprises to the greatest extent, and above

all,  the  organization's  attitude  to  knowledge  management.

The  largest  number  of  respondents  (34.7%)  replied  that

knowledge transfer takes place mainly between employees

and the knowledge sharing and management within organi-

zations is a key process of the functioning of companies on

the market (32.2%). Employees are the greatest  source of

knowledge in companies, and knowledge exchange is a fun-

damental element of their business. It should be noted that

despite  the  awareness  that  the  knowledge  transfer-related

processes are very important and both the management and

employees know about it perfectly, simply promotion of a

knowledge  sharing  culture  is  imperceptible  which  is  evi-

denced by the respondents' answers in this regard 3 12.1%.

This implies that organizations devote insufficient efforts to

further intensify the dissemination of the knowledge sharing

culture at all organizational levels. In terms of tools used to

disseminate knowledge in enterprises, these are: interactive

platforms (including e-learning platforms) 3 30.1%, e-mails

(used by employees to send each other their know-how) 3

31%, internal employer tools (which, among others, include

TABLE VI

Results of the survey concerning knowledge management

knowledge transfer

Source: Own study
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intranet  websites)  3  28.5%,  and  communication  channels,

which include all social media 3 26.4%. Attention is drawn

to the number of respondents whose employing businesses

do not have knowledge dissemination tools implemented 3

10.9%.

Barriers  preventing  smooth  knowledge  management  in

businesses are a very important element. Over half of the re-

spondents believe that the lack of trust between employers

and employees creates a barrier to the knowledge exchange

3 45.2%. The lack of trust is also related to a lack of open-

ness of employees to the knowledge-sharing process itself 3

36%. In fact, one clearly results from the other. Trust and

openness are closely related and determine the employees'

attitudes.  The barriers  to  knowledge management  also  in-

clude a high employee turnover and rotation rate, which is

associated with the lack of knowledge transfer between em-

ployees  3  26.8%  and  a  widespread  reluctance  to  share

knowledge 3 22.2%. Only 7.9% of respondents believe that

there are no barriers affecting processes related to knowl-

edge management within organizations. In terms of benefits,

the  highest  scores  were  given  to:  better  information  and

knowledge flow between employees (28%) and commitment

and  job  satisfaction  (22.2%)  as  non-financial  motivators.

Learning from mistakes (14.6%), as well as better coopera-

tion between organizational units (15.1%) were also highly

rated by the respondents.

Figure 4 presents the results of the respondents' answers

to the question of  what knowledge management  model is

used in the businesses in which they are employed. The re-

source model, which assumes that the most important factor

in knowledge exchange in organizations is employees, is the

most popular among the respondents (38.1%). Slightly fewer

responses were obtained by the implemented process model

(36.4%), which is characterized by dissemination of knowl-

edge  by  the  company itself  serving  as  the  initiator.  Also

highly  rated  was  the  Japanese  model  (25.5%),  which  as-

sumes that each employee influences the company's state of

knowledge.

Fig. 4 Knowledge management models in businesses

Source: Own study

Figure 5 presents tools for knowledge development in en-

terprises. Most respondents take advantage of knowledge de-

velopment through participation in trainings (57.3%), cour-

ses  (37.2%) and conferences (20.5%).  It  seems that  these

forms of development are the most accessible to employees

and  can  be  easily  utilized.  Methods  such  as  coaching

(11.3%) or mentoring (7.9%) are much less used.        Figure

6, on the other hand, shows the frequency of participation in

selected forms of  development presented in Figure 5.  Ac-

cording to available data, in 2021-2022 almost 38.9% of re-

spondents did not participate in any of the above-mentioned

forms of development. Over 30% participated once or twice,

while 17.2% participated 3 or 4 times. A small percentage

(12.6%) is people, who actively sought ways of development

in 2021-2022.

Fig. 5 Methods of knowledge development in businesses

Source: Own study

Fig. 6 Participation in selected forms of development

Source: Own study

V. RESULTS AND DISCUSSION

The conducted research showed that  implementation  of

hybrid work models is still at an early stage. A significant

percentage of respondents, who took part in the survey con-

tinue to perform their work in stationary models. Knowledge

management in enterprises is a key process. A flexible and

continuous flow of information enables employees to effi-

ciently perform their tasks.  Respondents notice the impor-

tance and necessity of knowledge sharing in favorable con-

ditions. They pay particular attention to openness and trust

on the part of employers. They easily identify the benefits of

openness, as well as the barriers to knowledge transfers be-
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tween colleagues. Digital tools play an important role both

in the  hybrid work model as  well  as  knowledge manage-

ment, which enable knowledge transfer in the hybrid model.

Studies of this research sample proved that respondents no-

tice the importance of programs such as MS Teams, ZOOM,

or ClickMeeting as a basic tool used in performing their du-

ties outside the employer's premises. They state their knowl-

edge  of  the  software  at  a  moderately  good  level,  which

means that they use these tools only for occasional meetings.

On the other hand, in the global perspective, the tools used

to disseminate knowledge in organizations are primarily in-

teractive platforms, which include LMS (Learning Manage-

ment System) or e-learning platforms. Communication chan-

nels such as social media that are available to all employees

are very popular.  The tools used to popularize knowledge

are not only IT programs, but also forms such as training,

courses, conferences, studies, or more individualized forms,

which include coaching or mentoring generally available to

employees. 

The  results  of  the  research  conducted  related  to  the

adopted  multi-variant  remote  work  model  in  relation  to

knowledge management in businesses are as follows:

ý employees  use  ICT tools  to  perform remote  work  in

order to transfer knowledge. These include MS Teams,

ZOOM,  interactive  platforms,  social  media  and

electronic devices,

ý the respondents work in a stationary work model, while

they expect a hybrid model,

ý knowledge exchange between employees flows best in

the employee-employee relationship and the manager-

employee relationship,

ý respondents  notice  many  sources  of  knowledge

management  processes.  These  include:  acquiring

knowledge  through  training,  sharing  knowledge  or

acquiring it from customers,

ý sharing is the first step towards the implementation and

dissemination of a knowledge sharing culture.

According to a study by the House of Skills concerning

'Trends in human development for 2022' [32], the results in-

dicate the further development and future of hybrid work in

businesses. The challenge will lie in competent management

of the  dispersed team taking into account  employees per-

forming work from offices and homes in real time. However,

there is a lack of clear guidance from companies on the use

of hybrid work. According to the Gartner report [33], many

companies have not yet developed internal strategies for us-

ing hybrid work. A study conducted by the Future Business

Institute [34] shows that 75% of respondents believe that sta-

tionary work should be combined with remote work, i.e. a

hybrid model of tasks performance by employees should be

established. Merely 12% of respondents are of the opinion

that they can only do their work remotely. However, 51% of

respondents believe that performing work at home stimulates

their innovativeness.

According to a recent survey by The Voice of the Euro-

pean Workforce [35], results show that employees believe

that companies  that  have implemented knowledge transfer

are much more competitive in terms of customer satisfaction

and contentment, as well as revenue growth. Employees per-

ceive such companies as innovative and valuable. The future

in the dissemination of knowledge lies in tools such as artifi-

cial intelligence, databases or natural language processing.

Data from the Future of Jobs Report [36] indicate tech-

nologies that  can be implemented by businesses  by 2025.

These include:

ý 87% encryption and cybersecurity,

ý 86% artificial intelligence,

ý 80% the possibility of using cloud tools,

ý 73% extension of big data analytics,

ý 71% e-commerce,

ý 69% development of robotization (automation).

VI. CONCLUSION

In the 1960s, IT systems started being developed to sup-

port knowledge management processes in businesses. Their

goal was to quickly and easily transfer knowledge between

employees or  create  places  where  knowledge  can  be  col-

lected and processed. The larger the company's knowledge

repository  is,  the  greater  its  attractiveness  on  the  market.

This affects the number of  applications sent in by people

who want to be employed in a company with a well-estab-

lished market position. Knowledge determines the decisions

made by the management and directly influences strategic

actions.  Competent  knowledge  management  and  transfer

also affect the work models in which employees work. Re-

mote or hybrid work models, which combine remote and sta-

tionary  work,  are  becoming increasingly  common.  It  is  a

model that is expected by employees. It refers to maintaining

a balance between professional and private life, limiting fac-

tors such as the time for commuting to work.

The first research hypothesis (H1) was positively verified:

knowledge sharing significantly affects employees. The re-

spondents believe that the knowledge sharing process is  a

fundamental  element in establishing interpersonal relation-

ships, building trust and openness. It is a process that should

encourage companies to build a culture of knowledge shar-

ing among employees. Respondents see a direct link and in-

fluence on building a company's competitiveness and market

position.

The conducted research indicated that employees most of-

ten  use  the  tools  provided  by  their  employer  to  transfer

knowledge. They also use software intended for knowledge

exchange and communicate between employees. These in-

clude: MS Teams, ZOOM, ClickMeeting, and many others.

It is also worth noting that e-learning platforms or internal

employer  systems  such  as  the  intranet  (H2)  are  used  for

knowledge  exchange.  Most  respondents  believe  that  per-

forming tasks in a hybrid work model is an effective and ef-

ficient  solution,  while  44.8%  of  respondents  continue  to

work in a stationary model. The hybrid model allows for in-

dividual work, but also the opportunity to meet the team live

on days that  are scheduled for  presence at  the workplace.

The respondents have no objections to knowledge transfer
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that is implemented in their organizations. The best flow of

information is in the manager-employee relationship. This is

due to the fact that the manager contacts their employee re-

garding: tasks performed, delegation of duties or providing

organizational information. Employees also share informa-

tion, experience, or various other insights with each other.

Respondents value openness and trust on the part of the em-

ployer in terms of knowledge transfer. They consider this to

be one of the key processes functioning in businesses. There

are benefits such as: better information flow, increased en-

gagement,  and barriers:  lack of  trust  or  widespread reluc-

tance to share knowledge.

The third hypothesis (H3) regarding the relationship be-

tween knowledge management and the multi-variant model

of remote work adopted in the article was positively verified.

According to the conducted research, the model created for

the purposes of this article was reflected in the respondents'

answers to the survey questions. Both knowledge creation,

transfer  and transformation are basic processes  that  affect

the flexibility and reach of knowledge transfers. This is done

by matching appropriate ICT tools that will  correspond to

the needs of employees. The direction of the conducted re-

search indicates dissemination of a knowledge sharing cul-

ture in organizations. Knowledge is a multi-faceted element.

It is not possible to easily determine its components. It also

encompasses  emotions,  feelings,  values.  Important  con-

tributing  factors  include  the  workplace  atmosphere  and  a

sense of trust.

The study is limited by the fact of including a randomly

selected research sample working in companies of all sizes

and industries.  Therefore,  the study has  an illustrative di-

mension.

In the perspective of further research, they should be car-

ried out in specific companies in order to be able to analyze

how such companies approach the hybrid model and knowl-

edge  management.  Research  should  be  carried  out  taking

into account specific  industries  and professions performed

by the respondents. This will allow a clear reference to the

results of previous research.
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Abstract—The recent advancements in medical science have
caused a considerable acceleration in the rate at which new
information is being published. The MEDLINE database is
growing at 500,000 new citations each year. As a result of this
exponential increase, it is not easy to manually keep up with
this increasing swell of information. Thus, there is a need for
automatic information extraction systems to retrieve and organize
information in the biomedical domain. Biomedical Named Entity
Recognition is one such fundamental information extraction
task, leading to significant information management goals in the
biomedical domain. Due to the complex vocabulary (e.g., mRNA)
and free nomenclature (e.g., IL2), identifying named entities
in the biomedical domain is more challenging than any other
domain, hence requires special attention. In this paper, we deploy
two novel bi-directional encoder-based systems, viz., BioBERT
and RoBERTa to identify named entities in the biomedical
text. Due to the domain-specific training of BioBERT, it gives
reasonably good performance for the NER task in the biomedical
domain. However, the structure of RoBERTa makes it more
suitable for the task. We obtain a significant improvement in
F-score by RoBERTa over BioBERT. In addition, we present a
comparative study on training loss attained with ADAM and
LAMB optimizers.

I. INTRODUCTION

INFORMATION extraction in the biomedical domain in-
volves the identification of the independent pieces of infor-

mation, for example, cause-effect arguments, causal triggers,
adverse drug reaction, etc. Automated extraction of informa-
tion from the biomedical text is an essential facilitator of
clinical research and informed diagnosis [1], [2]. The presence
of many domain-specific terminologies in biomedical literature
makes information extraction a challenging task.

An entity is a word or a sequence of words in the text
with a physical existence with different properties. Named
entity recognition (NER) is a sub-task of information ex-
traction that seeks to identify and classify named entities as
predefined categories in unstructured text. NER always serves
as the foundation for many natural language applications
such as question answering, text summarization, and machine
translation. Biomedical Named Entity Recognition (BioNER)
is a task of identifying biomedical named entities such as
gene, disease, drug, species, etc., in the raw text. Because
of the complexity of biomedical nomenclature, BioNER is a
more challenging task than NER in general. A gene name
often contains a mix of alphabet, digits, hyphens, and other
characters, for example, HIV-1. The domain frequently uses

abbreviations (“IL2” for “Interleukin 2”). In addition, the same
biomedical named entities can be expressed in various forms.
For example, gene names often contain alphabets, digits,
hyphens, and other characters, thus having many variants (e.g.,
“HIV-1 enhancer” versus “HIV 1 enhancer”). Moreover, many
abbreviations (e.g., “IL2” for “Interleukin 2”) have been used
for biomedical named entities. Sometimes, the same entity can
have very different aliases (e.g., “PTEN” and “MMAC1” refer
to the same gene) [1]. Another challenge of BioNER is the
ambiguity problem. The same word or phrase can refer to
more than one type of entities or does not refer to an entity
depending on the context (e.g., “TNF alpha” can refer to a
protein or DNA).

Table I shows a few example sentences from the biomedical
domain with the named entities and their types. Named Entity
Recognition in the biomedical domain has been tried using
various available methodologies and continues to be an active
research topic due to the complexity and utility of the problem.
BioBERT [3] is a language model trained on biomedical data
to produce distributed representation of words. This paper
presents a deep neural system for named entity recognition
in the biomedical domain using BioBERT. Specifically, in
this paper, we deploy two novel bi-directional encoder-based
systems, viz., BioBERT and RoBERTa to identify named
entities in the biomedical text. Due to the domain-specific
training of BioBERT, it gives reasonably good performance
for the NER task in the biomedical domain. However, the
supportive structure of RoBERTa makes it more suitable for
the BioNER task than BioBERT.

II. RELATED WORK

Named Entity Recognition in the biomedical domain is a
fundamental text mining task. It has attracted a lot of attention
from researchers across different languages. Methodologies
applied to this problem range from the traditional rule-based
approaches to the most recent deep learning models. Due to
the non-standard use of abbreviations, synonyms, synchro-
nizations, ambiguities, and the frequent use of phrases to
describe the entities, NER in the biomedical domain is still
a challenging task [4].

Rule-based methods rely on hand-crafted rules to identify
and classify named entities in text. An exhaustive lexicon
almost always boosts the performance of these models. NER
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TABLE I
EXAMPLES OF SENTENCES WITH THE NAMED ENTITY ANNOTATIONS

S.No. Sentences with Annotations
1 Identification of APC2, a homologue of the {adenomatous polyposis coli tumour}_gene suppre-

sor.
2 {Methanoregula formicica}_species sp.nov., a methane-producing archaeon isolated from

methanogenic sludge.
3 {IL-2}_gene gene expression and {NF-kappa B}_protein activation through {CD2B}_antibody

requires reactive oxygen production by {5-lipoxygenase}_protein.
4 Assymetrical cell division was observed in rod-shaped cells.

tools in the Biomedical domain rely on specific features to
capture the characteristics of the different entity classes until
recently. For instance, the suffix -ase is more frequent in
protein names than in diseases; species names often consist of
two tokens and have Latin suffixes; chemicals often contain
specific syllabi like methyl or carboxyl [5]. However, hand-
crafted semantic and syntactic rules often make these models
data specific. Any change in the source of data will drop the
performance of the system [5], [6]. As a result, rule-based
approaches lead to a high precision but low recall.

Advancements in supervised machine learning were also
applied to generic NER. NER can be considered like a multi-
class classification or sequence labeling task. The correct
selection and engineering of features are vital to the model’s
performance based on them. Many machine learning models
have been tried and researched based on these features. These
include Hidden Markov Models (HMMs) [7], decision trees
[8], SVMs [9] and Conditional Random Fields(CRFs). A
major requirement for supervised machine learning models to
perform well is the presence of sufficient labeled/structured
data. However, the presence of labeled data is limited, leading
to the rise of unsupervised learning approaches. These models
tend to focus more on corpus statistics (e.g. IDF), terminolo-
gies, and syntactic knowledge KALM [10].

More recently, deep learning methods that can automatically
develop and extract features from the raw text are used end-
to-end for generic NER. These models generally use character
or word-level embeddings such as Word2Vec and GloVe as
their basic input. Various models based on CNNs and RNNs
have been researched. However, the BiLSTM-CRF model [11]
has been most commonly used. Transformer-based models
[12] have proven to be superior in quality and also take
less time to train. Based on transformers, several pre-trained
language models have been released, which on fine-tuning
give state-of-the-art performance on various end tasks. These
include Generative Pre-trained Transformer (GPT) [13] (left
to right architecture) and Bidirectional Encoder Representa-
tions from Transformers (BERT) [14] (takes both left and
right context). Bio-BERT shows that pre-training BERT on
biomedical data significantly improves its performance on end
tasks in the biomedical domain. This paper uses BioBERT for
named entity recognition in the biomedical domain. However,
BioBERT takes a significant amount of time to train; we
reduce the training time of BioBERT. We also modify the
pre-training settings of BioBERT, which enables us to achieve

TABLE II
STATISTICS OF BIOMEDICAL NER DATASETS

Dataset Entity Type No. of annotations
NCBI-Disease [16] Disease 6881

BC5CDR [17] Drug/Chem 15411
BC2GM [18] Gene/Protein 20703

Species-800 [19] Species 3708

better performance on the end task, that is, Named Entity
Recognition in the biomedical text.

III. DATASET

We preprocess the four datasets in the biomedical domain,
viz., NCBI-Disease, BC5CDR (drug/chem, disease), BC2GM,
and Species-800. The preprocessing of the NCBI-Disease
dataset results in fewer annotations than the original dataset
because duplicate articles are removed from its training set.
The Species-800 dataset was preprocessed and split as per
Pyysalo et al., [15]. The statistics of the biomedical NER
dataset are listed in Table II.

IV. METHODOLOGY

This paper presents a deep architecture for the named entity
recognition in the biomedical domain. Our system deploys the
representations of the words by a domain-specific language
model, that is, BioBERT. We further optimize the system for
the task using the LAMB optimizer. Furthermore, RoBERTa
model is built on top of the BERT model. The architecture
similarity with the BERT model makes RoBERTa model
suitable for the named entity recognition task. This section
describes the algorithm and its components.

A. BioBERT

Text documents in the biomedical domain contain a con-
siderable amount of domain-specific proper nouns, (e.g.,
BRACA1), which requires expertise in the domain to under-
stand named entities. The general-purpose language repre-
sentation models such as GloVe and Word2Vec give a poor
performance for biomedical texts [20], [21]. The distribution
of the words shifts from general domain corpora to biomedical
corpora; hence direct application of generic word embeddings
results in unsatisfactory performance [5], [15], [22]. BioBERT
(Bidirectional Encoder Representations from Transformers for
Biomedical Text Mining) is trained on the biomedical corpus.
First, BioBERT is initialized with weights from BERT; BERT
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was pre-trained on general domain corpus to overcome the data
sparsity problem and bring more coverage. The main advan-
tage of BERT over previous language model approaches like
combinations of LSTMs and CRF is that BERT has relatively
a simple architecture based on bidirectional transformers.
Based on its last layer representations, BERT computes only
token level probabilities in the BIO2 format (Begin, Inside,
Others). Then BioBERT is trained on biomedical corpora from
PubMed. BioBERT is the first domain-specific BERT model
which has been trained for biomedical-specific tasks [22].

B. RoBERTa
RoBERTa stands for Robustly Optimized BERT Pre-training

Approach. Most of the training procedure of BERT and
RoBERTa is common. However, there are a few fundamental
structural differences. This section presents the differences
between the two models.

1) Static Masking vs. Dynamic Masking: BERT relies on
randomly masking and predicting tokens. In the original BERT
model, each sequence was masked in only ten different ways
over 40 epochs. RoBERTa uses dynamic masking in which
different mask is generated every time a sequence is fed to
the model.

2) Model Input Format and Next Sentence Prediction:
The BERT model is also trained for the Next Sentence
Prediction (NSP) objective along with the masked language
modeling objective. The objective of auxiliary Next Sentence
Prediction loss is to determine whether the segments belong
to the same or different documents. It is equiprobable for
document segments to be sampled continuously from the
same or distinct documents. RoBERTa, on the other hand,
takes a different approach by ignoring the NSP loss. The
input representation can be seen as packed with full sentences
sampled contiguously from one or more than one documents.
The maximum input length is set to 512 tokens.

3) Training with Large Batches: The same computational
cost models can be made by increasing the batch size and
decreasing the number of steps. The original BERT was trained
with 256 sequence batch size for 1 million steps via gradient
accumulation. This computational cost can approximate the
training model for 125k steps with a batch size of 2k or 31k
steps for 8k. It can be inferred from previous works done
on neural networks that training the model with large mini-
batches improves end-to-end performance. RoBERTa uses a
batch size of 8k.

4) Text Encoding: The difference between the BPE vo-
cabulary of original BERT and RoBERTa lies in the sub-
word size, preprocessing of input, and tokenization rule.
BERT uses 30k, whereas RoBERTa uses a more extensive
vocabulary of 50k subwords. BERT does preprocess of input
while RoBERTa expands vocabulary size without additional
preprocessing. Roberta raises vocabulary size without other
tokenization rules.

C. LAMB Optimizer
This paper also shows the efficacy of the Large Batch

Optimization (LAMB) algorithm with BioBERT for NER in

TABLE III
BIOBERT TOKEN LEVEL EVALUATION WITH ADAM OPTIMIZER

Dataset Precision Recall F-score Loss
NCBI Disease 88.8 91.8 90.2 33.71
BC5CDR 89.2 90.5 89.9 37.56
BC2GM 88.7 89.4 89.0 37.56
Species-800 79.1 83.2 81.1 32.89

TABLE IV
BIOBERT TOKEN LEVEL EVALUATION WITH LAMB OPTIMIZER

Dataset Precision Recall F-score Loss
NCBI Disease 86.9 91.8 90.2 11.26
BC5CDR 89.2 90.5 89.9 10.74
BC2GM 88.7 89.4 88.88 17.17
Species-800 79.1 83.2 80.28 12.52

the biomedical domain. LAMB helps to reduce the training
time, and boost performance for text processing task [23].
Large batch training is the key to reducing deep neural
networks’ training time in a large distributed system. LAMB is
a layer-wise adaptive large batch optimization technique. The
generalization gap becomes a problem in the case of training
large batches models. If direct optimization is performed,
it may cause performance degradation. Devlin et al., [24]
implemented BERT with a variant of ADAM optimizer, which
uses ADAMs optimizer along with weight decay for training.
LARS is another successful adaptive optimizer that has been
used for large batch convolutional neural networks, but they
are not effective for text processing tasks [23]. LAMB has
shown superior performance across BERT and ResNet-50
training tasks with minimal hyperparameter tuning. Hence,
we train BioBERT with the LAMB optimizer to optimize
the training time. In addition, we show the superiority of the
LAMB optimizer over the ADAM optimizer for the BioNER
task (Section VI).

TABLE V
BIOBERT ENTITY LEVEL EVALUATION

Dataset Precision Recall F-score
NCBI
Disease

86.92 89.27 88.08

BC5CDR 92.74 92.79 92.77
BC2GM 83.59 83.39 83.74
Species-800 71.39 76.79 73.99

TABLE VI
ROBERTA ENTITY LEVEL EVALUATION

Dataset Precision Recall F-score
NCBI Disease 87.32 88.84 88.07
BC5CDR 93.59 92.95 93.27
BC2GM 93.41 92.16 92.78
Species-800 76.01 84.00 79.81
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V. EXPERIMENTAL SETUP

The overall process can be divided into pre-training
and fine-tuning BioBERT. The pre-training weights are
taken from Cohen and Hunter [2]. The fine-tuning step
is problem-specific. For example, the model needs to be
fine-tuned for named entity recognition, relation extraction,
question-answering, and tasks independently. We fine-tune the
BioBERT model for our dataset’s named entity recognition
task. A batch size of 8 was chosen for fine-tuning. The learning
rate was set to 1e−5, and the model was trained for 10 epochs.
F-score is computed at the token level, word level, and entity
level, that is, phrase level.

VI. RESULTS

Results are focused on two aspects: the optimizer’s per-
formance during training and the F-score for the task. We
compare the training Loss by ADAM optimizer and LAMB
optimizer. ADAM optimizer is a frequently used optimizer
for the classification task. Table III and Table IV present the
F-Score obtained with BioBERT at token level with ADAM
and LAMB respectively. The last column of Table III and
Table IV shows the Loss attained during training with ADAM
and LAMB, respectively. We observed a significant difference
in the training Loss value with the LAMB optimizer; hence
LAMB made the model converge in a significantly shorter time
than ADAM. However, there is no significant difference in the
F-score obtained with ADAM and LAMB. Table V and Table
VI show the comparison between BioBERT and RoBERTa for
NER across the four datasets from biomedical domain. We
fine-tune both the models on our dataset for the named-entity
recognition task. RoBERTa significantly improved the F-score
for the named-entity recognition in the biomedical domain.

VII. CONCLUSION

Named entity recognition in the biomedical domain is a
challenging task considering the unconstrained nomenclature
of the biomedical vocabulary. This paper presents a named-
entity recognition system for the biomedical domain. We
deploy two pre-trained language models for the task, viz.,
BioBERT and RoBERTa. Due to the domain-specific training
of BioBERT, it gives reasonably good performance for the
NER task in the biomedical domain. However, the structure
of RoBERTa makes it more suitable for the task. Simple
fine-tuning of RoBERTa on the dataset for BioNER boosts
the results significantly. Additionally, we show a comparison
between the training loss attained with ADAM and LAMB
optimizers.
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Abstract4 The Semantic Web concept is proposing a future

concept of  the WorldWideWeb (WWW) where both humans

and man-made systems are able to interconnect and exchange

knowledge.  One of  the challenges of  Semantic  Web is  smart

and trusted accommodation of knowledge in artificial systems

so it can be unified, enhanced, reused, shared, communicated

and distributed with added aptitude.  Our research represents

an important component of addressing the above challenge and

exciting, cutting-edge exploration trend in the general area of

developing tool for intelligence augmentation.

I. INTRODUCTION

OST experts agree that  intelligent non-natural system

is yet to be established.   The main issue that remains

a challenge is securing trust and explainability in such sys-

tems.  This  is  where  the  notion  of  augmented  intelligence

comes into play. It is an alternate insight of artificial intelli-

gence (AI) that focuses on AI's enhansing role [1]. Enhancing

role of intelligence amplification inspired our initial research

idea and vision to develop, expand, and extend an artificial

intelligence augmentation system, an architecture that would

support smart discovering, capture, adding, storing, improv-

ing and sharing information and knowledge among agents,

machines, and organizations through experience. Bio-inspi-

ration comes in this case from the fact that in nature experi-

ences  that  all  living  organisms  (including  humans)  go

through during their operating lives support sustainable de-

velopment,  evolution,  and add  smartness  to  all  associated

functionalities and practices. The significance of experience

in biological  development  cannot  be  overemphasized.  We

propose an original experience-based Knowledge Represen-

tation  (KR)  approach  in  which  experiential  knowledge  is

represented  by  Set  of  Experience  (SOE)  and  is  conveyed

into the upcoming by Decisional DNA (DDNA) [2,3]. 

M

   For the sake of completeness, SOE and DDNA are very

briefly introduced here. Set of Experience Knowledge Struc-

ture (SOEKS) is a knowledge portrayal structure created to

acquire and store formal decision events in a organized and

unambiguous  way.  It  is  composed  by  4  fundamental  ele-

ments: variables, functions, constraints, and rules. Variables

are commonly used to represent knowledge in an attribute-

value form, following the conventional approach for knowl-

edge  representation.  Functions,  Constraints,  and  Rules  of

SOEKS are  techniques of  associating variables.  Functions

define relationships between a set of input variables and a

dependent variable; thus, SOEKS uses functions as a way to

create  links  among  variables  and  to  build  multi-objective

purposes. Constraints are functions that act as a way to limit

options, limit the set of possible results, and manage the per-

formance of the system in relation to its aims. Lastly, rules

are relationships that operate in the world of variables and

express  the  condition-consequence  connection  as  <if-then-

else= and are used to represent inferences and partner actions

with the conditions under which they should be executed [3].

Rules  are  also  methods  of  recording  specialist-defined

knowledge into the system. The Decisional DNA is a edifice

capable of capturing decisional characteristics of an individ-

ual or organization and has the SOEKS as its  foundation.

Several Sets of Experience can be assembled, classified, or-

ganized  and  sorted  into  decisional  chromosomes,  which

mount up decisional policies for a specific region of deci-

sion-making occurrences. The set of chromosomes embrace,

lastly, what is called the Decisional DNA (DDNA) [4]. 

II.DDNA KNOWLEDGE MANAGEMENT IN PRACTICE 

   DDNA technology has been verified, tested, and applied

through  numerous  real  life  case  studies  and  implementa-

tions. Table I below lists some of the most successful DDNA

based real life applications with their references for possible

further reading. All of them use our advanced portable and

domain  independent  software  representation  for  SOE and

Decisional DNA embedded in DDNA Manager [4].
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   The Decisional DNA Manager is a software platform for 

experience administration. This tool supports collecting, 

storing, improving, and reusing experience from formal 

decision events.  It can be used as a tool to analyze, query, 

consolidate and administer semantic experience captured by 

the means of SOE and Decisional DNA [4]. With DDNA 

Manager in hand we will be able to develop in the next future 

step its hardware representation entering into the fully 

evolved  age of Semantic Web where machines and other 

man-made systems would have their <own DNA= allowing 
for the future  Artificial Evolution (AE). 

III. DDNA-BASED EXTENSIONS 

A. Human Activity Recognition (HAR) 

 

   Human Activity Recognition (HAR) is one of the most 

active research areas in computer vision for various social 

contexts like security, wellbeing, smart healthcare, and 

intelligent human computer interaction. We propose a novel 

approach that utilizes the convolutional neural networks 

(CNNs) using experience and the attention mechanism for 

HAR [18]. In the presented method, the activity recognition 

accuracy is improved by incorporating attention into multi-

head convolutional neural networks for enhanced feature 

mining and assortment. 

B.  Cognitive Vision Platform 

 

   This research is part of an attempt to advance of a 

Cognitive Vision Platform for Hazard Control (CVP-HC) 

for purposes in manufacturing workplaces, adjustable to a 

wide range of surroundings. We challenge the difficulty of 

cognitive vision classification with knowledge-based vision 

system using experience and Decisional DNA (see Fig 1) 

 

 
 

Fig. 1   DDNA-based Cognitive Vision Platform [19] 

 

C.  KREM Model 

 

   This DDNA extension is evolving collective intelligence 

structures to support and improve human actions in 

cognitive society. KREM design (Knowledge, Rules, 

Experience, Meta-Knowledge) is presented in [20].  The 

uniqueness of the representation comes from the inclusion of 

TABLE I. 

SOE-DDNA IMPLEMENTATIONS IN VARIOUS DOMAINS 

Application domain Reference 

Implementation of Decisional Trust and Reliability [4] 

Virtual Engineering [5] 

Geothermal Energy, Renewable Energy and Net Income [6] 

Workflow-Centered Experience Management [7] 

Embedded Systems/Robotics [8] 

Knowledge Quantification [9] 

E-Decisional Community [10] 

Business Experience Management [11] 

Continuous Improvement in Experience Feedback [12] 

Interactive/Smart TV [13] 

Decision Support Medical Diagnosis Systems [14] 

Cyber Physical Systems  for Industry 4.0 [15] 

Engineering Innovation Amplification [16] 

Cognitive Vision for Industrial Hazard Control [17] 
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the treatment of experience in the buildup of the system9s 

meta-knowledge.  

 

D.  Idream.Technology: From Individual to Collective 

Experiential Knowledge Management  

 

The new and the furthermost large-scale DDNA 

extension is the drimos® platform from Idream Technology 

Pty Ltd (www.drimos.ai) (Fig. 2). We have developed 

social digital platform using collective experience. This 

DDNA-based application, which commences in mid-2022 

after comprehensive one year long design, testing, and 

validation, projects personalized road-maps  to achieve 

purposes, goals, and aims taking into account individuals9 
personalities and circumstances. Specific areas of human 

activities covered within the platform include travel, 

education, acquisition, and well-being.  

 

 
 

Fig. 2   The AI  coaching platform to achieve your goals and dreams 3 

drimos.ai homepage screenshot (from Idream Technology) 

 

The popular existing social platforms personalize 

members9 profiles classifying them by purchasing patterns 
or consumption of web content. drimos® platform from  
Idream Technology goes further because it mixes human 

intelligence with artificial intelligence, identifying how 

people make decisions. It captures, integrates, stores and 

reuses thousands of experiences occurring during the 

process of achieving personal, individual dreams or goals. 

In other words, it uses collective decision-making 

experience and applies it to amplify the individual one. As 

the result, dreamer9s profile is presented with a systematic 

procedure to follow in order to achieve their personal dream 

or objective. 

In terms of augmenting the human intelligence, drimos® 
considers two important elements to achieve its purpose: (i) 

a goal setting technique developed by an international  

expert in this area Karina Sterling 

(https://www.ted.com/talks/karina_sterling_cumple_tu_sue

no_y_cambia_el_mundo) which strengthens the emotional 

attachment to goals, and (ii) the capture of day-to-day 

anonymous experience from dreams/goals achievers which 

is explicitly formalized into Sets of Experience and added 

to the drimos®  DDNA. 

The main technique behind the process of managing 

experiential knowledge stored in the DDNA, is the 

similarity concept based on mathematical distance between 

Sets of Experience [2,4]. This concept has been successfully 

used in all applications presented in Table I. In drimos® 
platform from Idream Technology the similarity notion is 

applied to the distance among users profiles of the drimos® 
community. The most similar profiles are chosen by the 

system to assist in the creation of successful path to reach 

the goals set up by others. Fig. 3 shows the similarity engine 

in action, and Fig.  4 presents the screenshot of gamification 

and set of tasks suggested to the user by the platform based 

on profiles9 similarity. 

Fig. 3   Similarity selection 

   

 

 

Fig. 4    Screenshot of goal steps with indicators and gamification 

model 

 

   Idream.Technology is a start-up hi-tech company to offer its 

smart enhancement of dedicated coaching services through 

drimos® application. It provides DDNA technology based 

tools to enhance peoples9 sustainable development. It 
addresses global societies by covering English and Spanish 

speaking regions of the world. 

IV. FUTURE OUTLOOK 

 

   Set of Experience (SOE) and Decisional DNA (DDNA) 

concepts are at the beginning of their advance but are already 

making a difference to knowledge management theory and 

practice. Future integration of various DDNA extensions 

would provide an intelligent and sustainable Internet 

application environment that would enable cybernetic 

positions (instruments that expediate interoperation among 

users, applications, and resources) to effectively capture, 

publish, share and manage explicit knowledge means and 
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sources.  It would also provide support for on-demand ser-

vices creating vast commercial potential for this technology.

Through our approach to knowledge representation and for-

malization embedded in the concept of Decisional DNA, the

future DDNA-based knowledge grid would incorporate epis-

temology and ontology to reflect human cognition character-

istics and adopt the techniques and standards developed dur-

ing work toward the next-generation, beyond-semantic web. 
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Software, System and Service Engineering

THE S3E track emphasizes the issues relevant to de-
veloping and maintaining software systems that behave

reliably, efficiently and effectively. This track investigates
both established traditional approaches and modern emerging
approaches to large software production and evolution.

For decades, it is still an open question in software in-
dustry, how to provide fast and effective software process
and software services, and how to come to the software
systems, embedded systems, autonomous systems, or cyber-
physical systems that will address the open issue of support-
ing information management process in many, particularly
complex organization systems. Even more, it is a hot issue
how to provide a synergy between systems in common and
software services as mandatory component of each modern
organization, particularly in terms of IoT, Big Data, and
Industry 4.0 paradigms.

In recent years, we are the witnesses of great movements
in the area of software, system and service engineering (S3E).
Such movements are both of technological and methodological
nature. By this, today we have a huge selection of various
technologies, tools, and methods in S3E as a discipline that
helps in a support of the whole information life cycle in
organization systems. Despite that, one of the hot issues in
practice is still how to effectively develop and maintain com-
plex systems from various aspects, particularly when software
components are crucial for addressing declared system goals,
and their successful operation. It seems that nowadays we have
great theoretical potentials for application of new and more
effective approaches in S3E. However, it is more likely that
real deployment of such approaches in industry practice is far
behind their theoretical potentials.

The main goal of Track 5 is to address open questions
and real potentials for various applications of modern ap-
proaches and technologies in S3E so as to develop and
implement effective software services in a support of in-
formation management and system engineering. We intend
to address interdisciplinary character of a set of theories,
methodologies, processes, architectures, and technologies in
disciplines such as: Software Engineering Methods, Tech-
niques, and Technologies, Cyber-Physical Systems, Lean and
Agile Software Development, Design of Multimedia and
Interaction Systems, Model Driven Approaches in System
Development, Development of Effective Software Services and
Intelligent Systems, as well as applications in various problem
domains. We invite researchers from all over the world who
will present their contributions, interdisciplinary approaches
or case studies related to modern approaches in S3E. We
express an interest in gathering scientists and practitioners
interested in applying these disciplines in industry sector, as
well as public and government sectors, such as healthcare,

education, or security services. Experts from all sectors are
welcomed.
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Advances in Software, System and Service
Engineering

THE S3E track emphasizes the issues relevant to de-
veloping and maintaining software systems that behave

reliably, efficiently and effectively. This track investigates
both established traditional approaches and modern emerging
approaches to large software production and evolution.

For decades, it is still an open question in software in-
dustry, how to provide fast and effective software process
and software services, and how to come to the software
systems, embedded systems, autonomous systems, or cyber-
physical systems that will address the open issue of support-
ing information management process in many, particularly
complex organization systems. Even more, it is a hot issue
how to provide a synergy between systems in common and
software services as mandatory component of each modern
organization, particularly in terms of IoT, Big Data, and
Industry 4.0 paradigms.

In recent years, we are the witnesses of great movements
in the area of software, system and service engineering (S3E).
Such movements are both of technological and methodological
nature. By this, today we have a huge selection of various
technologies, tools, and methods in S3E as a discipline that
helps in a support of the whole information life cycle in
organization systems. Despite that, one of the hot issues in
practice is still how to effectively develop and maintain com-
plex systems from various aspects, particularly when software
components are crucial for addressing declared system goals,
and their successful operation. It seems that nowadays we have
great theoretical potentials for application of new and more
effective approaches in S3E. However, it is more likely that
real deployment of such approaches in industry practice is far
behind their theoretical potentials.

The main goal of Track 5 is to address open questions and
real potentials for various applications of modern approaches
and technologies in S3E so as to develop and implement effec-
tive software services in a support of information management
and system engineering. We intend to address interdisciplinary
character of a set of theories, methodologies, processes, ar-
chitectures, and technologies in disciplines such as: Software
Engineering Methods, Techniques, and Technologies, Cyber-
Physical Systems, Lean and Agile Software Development,
Design of Multimedia and Interaction Systems, Model Driven
Approaches in System Development, Development of Effec-
tive Software Services and Intelligent Systems, as well as
applications in various problem domains. We invite researchers
from all over the world who will present their contributions,
interdisciplinary approaches or case studies related to modern
approaches in S3E. We express an interest in gathering scien-

tists and practitioners interested in applying these disciplines in
industry sector, as well as public and government sectors, such
as healthcare, education, or security services. Experts from all
sectors are welcomed.

TOPICS

Submissions to S3E are expected from, but not limited to
the following topics:
• Advanced methodology approaches in S3E – new re-

search and development issues
• Advanced S3E Process Models
• Applications of S3E in various problem domains – prob-

lems and lessons learned
• Applications of S3E in Lean Production and Lean Soft-
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• Artificial Intelligence and Machine Learning methods in
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• S3E for Information and Business Intelligence Systems
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Cyber-Physical Systems
• S3E for Design of Multimedia and Interaction Systems
• S3E with User Experience and Interaction Design Meth-

ods
• S3E with Big Data and Data Science methods
• S3E with Blockchain and IoT Systems
• S3E for Cloud and Service-Oriented Systems
• S3E for Smart Data, Smart Products, and Smart Services

World
• S3E in Digital Transformation
• Cyber-Physical Systems (9th Workshop IWCPS-9)
• Model Driven Approaches in System Development

(7th Workshop MDASD’22)
• Software Engineering (42th IEEE Workshop SEW-42)
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• Luković, Ivan, Unniversity of Belgrade, Serbia
• Kardas, , Geylani, Ege University International Com-

puter Institute, Turkey

PROGRAM CHAIRS

• Bowen, Jonathan, Museophile Ltd., United Kingdom
• Hinchey, Mike(Lead Chair), Lero-the Irish Software

Engineering Research Centre, Ireland
• Szmuc, Tomasz, AGH University of Science and Tech-

nology, Poland



• Zalewski, Janusz, Florida Gulf Coast University, United
States

• Seyed Hossein Haeri, , IOG and University of Bergen,
Norway

PROGRAM COMMITTEE

• Ahmad, Muhammad Ovais, Karlstad University, Swe-
den

• Challenger, Moharram, University of Antwerp, Bel-
gium
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• Milašinović, Boris, Faculty of Electrical Engineering,

University of Zagreb, Croatia
• Milosavljevic, Gordana, Faculty of Technical Sciences,

University of Novi Sad, Serbia
• Misra, Sanjay, Ostfold University, Norway
• Morales Trujillo, Miguel Ehécatl, University of Can-

terbury, New Zealand
• Ozkan, Necmettin, Kuveyt Turk Participation Bank
• Ozkaya, Mert, Istanbul Kemerburgaz University, Turkey
• Ristic, Sonja, Faculty of Technical Sciences, University

of Novi Sad, Serbia
• Rossi, Bruno, Masaryk University, Czech Republic
• Sanden, Bo, Colorado Technical University, USA
• Sierra, Jose Luis, Universidad Complutense de Madrid,

Spain
• Torrecilla-Salinas, Carlos, IWT2
• Varanda Pereira, Maria João, Instituto Politécnico de

Bragança, Portugal
• Vescoukis, Vassilios, National Technical University of

Athens, Greece



Extensible Conflict-Free Replicated Datatypes
for Real-time Collaborative Software Engineering

Istvan David, Eugene Syriani, Constantin Masson
Department of Computer Science and Operations Research (DIRO) – Université de Montréal, Canada

Email: istvan.david@umontral.ca, syriani@iro.umontreal.ca

Abstract—Real-time collaboration has become a prominent
feature of nowadays’ software engineering practices. Conflict-
free replicated data types (CRDT) offer efficient mechanisms for
implementing real-time collaborative environments. However, the
lack of extensibility of CRDT limits their applicability. This is a
particularly important problem in settings relying on complex,
non-linear data types. In this paper, we report our results in
augmenting primitive CRDT with extension mechanisms. We
demonstrate our technique through an example from the realm
of model-driven engineering, where graph types are prevalent.

Index Terms—CRDT, Collaborative software engineering,
Strong eventual consistency, Concurrency control

I. INTRODUCTION

TODAY’S software engineering is often carried out in
distributed settings [1], necessitating advanced coordi-

nation mechanisms, such as real-time collaboration. A key
challenge in real-time collaboration is to guarantee the con-
vergence of the stakeholders’ local replicas while ensuring
timely execution and smooth user experience [2]. Traditional
mechanisms that implement locking [3] fall short of addressing
this challenge. A more appropriate consistency model for real-
time collaboration is strong eventual consistency (SEC) [4].
SEC ensures that (i) the updates will eventually be observed
by each stakeholder, and (ii) the local replicas that received
the same updates will be in the same state.

Conflict-free replicated Data Types (CRDT) [5] provide an
efficient implementation of the SEC model. While CRDT
have been successful in supporting real-time collaboration over
linear data types, such as text and source code, some appli-
cations require more complex data types. For example, graph
models are frequently employed in Model-Driven Software
Engineering (MDSE) [6]. However, the lack of appropriate
extension mechanisms in current CRDT frameworks renders
the definition of more complex data types a challenging task.

In this paper, we report on our experiments with extensible
CRDT using our prototype framework, CollabServer1. The
contributions include (i) a collection of CRDT primitives; (ii)
an extension mechanism for the customization of CRDT; and
(iii) performance assessment of the approach. We demonstrate
our approach on an illustrative case for Mind map editors,
which represents typical modeling environments that require
graph semantics to represent models.

C. Masson is currently with Ubisoft, Paris.
1https://github.com/geodes-sms/collabserver-framework

II. BACKGROUND

Collaborative Model-Driven Software Engineering: The
challenges of distributed software engineering are substan-
tially exacerbated by the complexity of the engineered sys-
tem that necessitates collaboration between stakeholders of
highly diverse expertise. Model-driven software engineering
(MDSE) [6] allows stakeholders to reason at higher levels of
abstraction and by that, enables aligning the work of diverse
stakeholders. Combining the benefits of collaborative software
engineering with MDSE, collaborative MDSE [7] has become
a prominent paradigm in software engineering practice. Due
to the often disparate vocabularies of stakeholders, identifying
overlaps between the stakeholders’ concerns is not trivial [8].
This, in turn, renders the detection of conflicts a challenging
task. Recent studies [9], [10] show that only one-third of real-
time collaborative MDSE solutions provide explicit conflict
resolution mechanisms. State-of-the-art tools mostly rely on
version control systems to facilitate collaborative MDSE [11].
Other approaches define consistency in terms of bijective cor-
respondence, e.g., by linking elements through correspondence
graphs [12], processes [13], or semantic links [14]. However,
these techniques do not support real-time collaboration.

Real-time collaboration and CRDT: Sun et al. [2] define
four requirements for effective real-time collaboration: (i)
convergence of replicas; (ii) user intention preservation; (iii)
causality preservation of updates; and (iv) timely execution of
updates. CRDT support real-time collaboration by eliminat-
ing conflicts between the distributed stakeholders’ operations,
without the need for a costly consensus mechanism, while
showcasing excellent fault tolerance and reliability proper-
ties. Notable open-source CRDT frameworks include Au-
tomerge2 and Yjs3. Automerge enables real-time collaboration
in JavaScript-based systems, based on the JSON format. Yjs
uses linked lists as its foundational data type, but the internal
representation can be extended to achieve collaboration over
complex data types. However, this extension is not trivial.

III. THE COLLABSERVER FRAMEWORK

A. Design principles

1) Operation-based CRDT: There are two equivalent ap-
proaches to implementing CRDT. State-based CRDT are

2https://github.com/automerge/automerge
3https://github.com/yjs/yjs
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Fig. 1. Total order of updates in the LWW paradigm.

structured in a way that they adhere to a monotonic semi-
lattice. Operation-based CRDT require that concurrent opera-
tions commute, i.e., irrespective of the order of operations,
local replicas converge. We have opted for the operation-
based CRDT scheme. This approach, as opposed to state-
based CRDT, requires less network bandwidth, because only
operations have to be sent through the network. In addition, an
operation-based approach is more suitable for integration with
external components, such as databases and user interfaces.

2) Last-Writer-Wins (LWW): Automated reconciliation be-
tween replicas can be achieved at the application level or at
the data level [15]. The LWW paradigm [16] implements the
latter and has been widely adopted for operation-based conflict
resolution. In LWW, conflicted operations are resolved by
timestamps; the data with the more recent timestamp prevails.
Fig. 1 shows an example resolution scenario under LWW. User
A and User B initially have their local replicas in consistent
states. At t = 1, User A executes the update x = 15. The
updated value and the timestamp are propagated to User B.
However, before the message arrives, User A executes another
update: x = 20, at time t = 2. The update is propagated to
User B. Networks usually do not guarantee order preservation.
Thus, the second update may arrive at User B earlier than the
first. Upon receiving the update, User B will reconcile this new
value with his local replica. User B has x = 10 timestamped
with t = 0; and an update that says x = 20 timestamped with
t = 2. Under the LWW paradigm, the latter value is accepted.
Eventually, the first update reaches User B. User B has x = 20
timestamped with t = 2; and an update of x = 15 timestamped
with t = 1. Under the LWW paradigm, the former value is
accepted, leaving the replicas in consistent states.

3) CRDT tombstone metadata: To ensure that operations
commute, data is never deleted, only flagged as removed (i.e.,
soft delete). This information is captured in the tombstone
metadata with boolean semantics. In an alternative approach
by Shapiro et al. [5], dedicated partitions of the specific
datatypes are reserved for storing deleted elements (LWW-
element-Set). The benefit of our approach is that it reduces
the number of elementary data operations upon changes.

4) Commutativity and idempotence: Operation-based
CRDT assume that operations commute (i.e., x ç y = y ç x)
and are idempotent (i.e., x ç x = x). Traditionally, these
properties are ensured by the communication protocol [5].
We have implemented the base type system of CollabServer
in a way that commutativity and idempotence are guaranteed
by design. As a consequence, CRDT that extend base

TABLE I
COLLABSERVER BASIC TYPES AND THEIR METHODS

Data type Methods

LWWRegister query()
update(value, timestamp)

LWWSet
query(key)
add(key, timestamp)
clear(timestamp)
remove(key, timestamp)

LWWMap
query(key)
add(key, value, timestamp)
clear(timestamp)
remove(key, timestamp)

LWWGraph

queryVertex(vertexID)
addVertex(vertexID, timestamp)
removeVertex(vertexID, timestamp)
addEdge(source, target, timestamp)
removeEdge(source, target, timestamp)
clearVertices(timestamp)

CollabServer types are expected to satisfy these properties
without further development effort. Commutativity and
idempotence are achieved by the combination of timestamps
and tombstones. Timestamps ensure that each replica will
order the update operations in the same way. Tombstone
metadata ensures that no information is lost.

B. CollabServer CRDT primitives

Table I summarizes the CRDT provided by CollabServer.
Every CRDT is equipped with atomic create, read, update,
and delete (CRUD) operations. More complex operations
can be implemented in specific applications. CollabServer is
implemented in C++, using the Standard Template Library
(STL) [17]. At the source code level, CollabServer CRDT are
implemented as C++ templates, allowing easy extensibility and
customization. More information is available in [18] and from
the GitHub repository of the project1. In the following, we
briefly discuss the CRDT provided by CollabServer.

1) LWWRegister: The LWWRegister is the simplest prim-
itive implemented in the CollabServer framework. It stores an
atomic value, its timestamp ts, and its tombstone metadata.
The query method returns the value stored in the register. The
update method changes this value, as shown in Algorithm 1.

2) LWWSet: The LWWSet is a monotonically increasing
data structure with the usual set semantics. That is, a value
can exist in the set only once. The LWWSet is implemented
as a C++ HashMap, with the values stored in the key set,
and the associated value set storing the metadata (timestamp
and tombstone). The query method (Algorithm 2) returns
the respective key of the hashmap if it exists and is not
marked as removed. The add method (Algorithm 3) inserts
an element into the set. If the element already exists in the
set, its timestamp is updated. If the element does not exist in
the set, it is added to the set, along with the required metadata.
The remove method (Algorithm 4) flags an element as deleted
if its timestamp is higher than the current timestamp. In case
the element is already deleted, its timestamp is updated, and
a false value is returned. If the requested element is not
present in the set, it is added with tombstone metadata that
designates a deleted state. The clear method executes the
remove method on every element in the set.

850 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Algorithm 1: lwwregister_update(value, ts)
if value, ts > current_timestamp then

current_value = value
current_timestamp = value, ts
return true

else
return false

Algorithm 2: lwwset_query(key)
element = hashmap[key]
if element is not None AND is not element.value.isRemoved then

return element.key
else

return None

3) LWWMap: The LWWMap stores key-value pairs of data
with the keys being stored in an LWWSet and the associated
value being stored in an LWWRegister. By reusing the pre-
viously defined LWW types, the API methods of the LWWMap

can be reduced to the ones defined in Algorithms 1–4.

IV. CUSTOMIZING CRDT

In this section, we demonstrate the extensibility of Collab-
Server CRDT by (i) constructing a custom physical CRDT,
the LWWGraph (Section IV-A); and (ii) based on this custom
type, constructing a domain-specific type (Section IV-B). For
the latter, we use the example of a Mind map editor, providing
domain-specific operations for constructing and manipulating
a Mind map, such as adding and removing topics; and placing
a marker on a topic. Fig. 2 show the extended type system.

CollabData

LWWRegister

keys

vertexIDs
MindMap

values

* *

outEdges

**

LWWMapLWWSet

LWWGraph

Fig. 2. Type system with the customized types highlighted

A. Constructing custom CRDT: LWWGraph

The LWWGraph is a directed graph, represented by its adja-
cency list, stored in an LWWMap. Vertex IDs are stored as keys
and the vertices are stored as values. There are no restrictions
on the type of the vertex ID, it only depends on the specific
implementation, and its typing is deferred to the developer. A
vertex is defined as a tuple (content, edges), describing the
content of the vertex and an LWWSet of the outgoing edges
from this vertex. Each key is the ID of the target vertex.
The queryVertex method invokes the query method on the
LWWMap storing the adjacency list of vertices, and returns the
vertex if exists. Similarly, the addVertex method invokes the

Algorithm 3: lwwset_add(key, ts)
element = hashmap[key]
if element is not None then

if ts > element.value.timestamp then
element.value.timestamp = ts
if element.value.isRemoved then

element.value.isRemoved = false
return true

return false
else

element = {key, {ts, false}}
hashmap.add(element)
if element.value.timestamp <= lastclear_timestamp then

element.value.timestamp = lastclear_timestamp
element.value.isRemoved = true
return false

else
return true

Algorithm 4: lwwset_remove(key, ts)
element = hashmap[key]
if element is not None then

if ts > element.value.timestamp then
element.value.timestamp = ts
if not element.value.isRemoved then

element.value.isRemoved = true
return true

return false
else

element = {key, {ts, true}}
hashmap.add(element)
return false

add method on the LWWMap storing the adjacency list. The
removeVertex method (Algorithm 5) removes a vertex from
the graph, and all edges connected to it. If the vertex does not
exist yet, it is added in the adjacency list, and the remove

method of the LWWMap is invoked. The addEdge method
(Algorithm 6) creates a new edge connecting the source vertex
with the target vertex. We distinguish between three scenarios.
First, we apply addEdge on two existing vertices. In this
case, the edge is added to the underlying graph; or if the
edge already exists, its timestamp is updated. Second, we
apply addEdge when one or two vertices do not exist. This
case occurs when the addEdge operation is observed before
the addVertex operation. To ensure the commutativity of
operations, CollabServer implements the addEdge method in
a way that it also applies addVertex on the source and target
vertices. Missing vertices are then simply added along with
the edge. Receiving a later addVertex operation will simply
update the timestamps. Third, we apply addEdge with the
source and/or the target vertex that has already been deleted.
This case occurs when the addEdge operation is received with
the source and/or the target vertex already deleted. The case
where removeVertex is older than addEdge is a trivial one,
since addEdge also applies addVertex as seen earlier. The
opposite case (removeVertex older than addEdge) requires
additional steps. First, the edge is created as discussed before.
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Algorithm 5: lwwgraph_removeVertex(vertexID,ts)
removed = adj.remove(vertexID, ts)

vertex = adj.queryCRDT(vertexID)
vertex.edges.clear(ts)

for vertex in adj.iteratorCRDT do
if vertex.edges.has(vertedID) then

vertex.edges.remove(vertexID, ts)

return removed

Algorithm 6: lwwgraph_addEdge(src, trgt, ts)
info = {’srcAdded’: false, ’trgtAdded’: false, ’edgeAdded’: false}

info[’srcAdded’] = adj.add(src, ts)
info[’trgtAdded’] = adj.add(trgt, ts)

vertexSrc = adj.queryCRDT(src)
info[’edgeAdded’] = vertexSrc.edges.add(trgt, ts)

if not vertexSrc.edges.queryCRDT(trgt).isRemoved then
vertexTrgt = adj.queryCRDT(trgt)

if vertexSrc.isRemoved OR vertexTrgt.isRemoved then
t = max(vertexSrc.ts, vertexTrgt.ts)
vertexSrc.edges.remove(trgt, t)
info.edgeAdded = false

return info

return info

Then, we check if the newly created edge is dangling and
remove it. This way, addEdge is commutative. Note that, as
shown in Algorithm 6, this operation returns more information
since additional actions can be performed on the edge or the
vertices. The removeEdge method (Algorithm 7) removes
an edge from the graph. This operation may encounter a
situation where the source vertex does not exist yet in the
graph. Since all operations are required to be commutative, the
source vertex is created with the smallest timestamp and the
isRemoved flag is set to true. The clearVertices method
removes all vertices and their associated edges from the graph.

B. Constructing domain-specific CRDT

The construction of custom CRDT is achieved by extending
the CollabData base type and defining custom operations
while ensuring their commutative and idempotent properties.
We demonstrate the extensibility of primitive CollabServer
data types by constructing the MindMap CRDT for the
MindmapEditor application. The MindMap type is a graph;
each topic and marker of the MindMap is a vertex of the
graph; edges of the graph connect topics to their parent
topic, and markers to the topics they mark. Constructing the
MindMap requires extending the LWWGraph primitive type
and augmenting it with domain-specific methods that are
commutative and idempotent. The outline of the MindMap
CRDT is shown in Listing 1. The full implementation is
available from the GitHub repository of the project.1

The methods in Listing 1 reuse the API of the LWWGraph;
thus, they inherit CRDT properties. The MindMap type ex-
tends the LWWGraph by introducing the notion of attributes,
for example, for storing the name of the MindMap. As shown

Algorithm 7: lwwgraph_removeEdge(src, trgt, ts)
adj.remove(src, Timestamp.MIN)
if src ! = trgt then

adj.remove(trgt, Timestamp.MIN)

vertex = adj.queryCRDT(src)
return vertex.edges.remove(trgt, ts)

in Listing 2, attributes are added to LWWGraph-derivatives by
invoking the add method of the LWWMap that allows storing
key-value pairs. The built-in CRDT can be readily reused to
construct custom data types. This has been demonstrated in
this example, and also in the definition of the LWWMap and
LWWGraph that reuse more primitive CollabServer CRDT.

Listing 1. MindMap CRDT with domain-specific operations
class Topic: Vertex{...}
class Marker: Vertex{...}

class MindMap: LWWGraph{
void addTopic(const UUID& topicId){
LWWGraph::addVertex(topicId,Timestamp::now())
notifyOperationBroadcaster()

}
void removeTopic(const UUID& id){}
void addMarker(const UUID& id){}
void removeMarker(const UUID& id){}
void connectTopics(const UUID& t1,const UUID& t2){
LWWGraph::addEdge(t1, t2, Timestamp::now())
notifyOperationBroadcaster()

}
void putMarker(const UUID& m, const UUID& t){}
...

}

Listing 2. API for adding attributes to the MindMap
class MindMap: LWWGraph{
void addAttribute(
const UUID& id,
const std::string& name,
const std::string& value) {
//calls the LWWMap super class
LWWGraph::add(name, value, Timestamp::now())
notifyOperationBroadcaster()

}
}

V. PERFORMANCE EVALUATION

Although performance was not our primary concern in this
exploratory project, we provide a performance evaluation of
the framework. As the performance of CRDT is determined
by the number of objects present in the application [19], we
assess the performance by simulating a scenario in which new
vertices and edges are added to a shared model.

Experimental setup: We used the following se-
quence as a test scenario: add topici → add topicj →
connectTopics topici, topicj The scenario was exe-
cuted 50.000 times. That is, 100.000 topics (graph vertices)
and 50.000 relationships (edges) were generated. We have
executed the test scenario with one, two, and four parallel
users, and measured the change in response times. In the case
of two and four parallel simulated users, each user carried out
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TABLE II
RESPONSE TIMES OF THE 1/2/4 USER CASES

Response times
Users Min [ms] µ [ms] σ Max [ms]
1 0.11 0.94 0.22 17.4
2 0.13 2.06 0.33 17.4
4 0.37 5.92 0.49 17.4

this sequence, adding topics (vertices) and connecting them
(by adding edges) to the same shared mind map (graph).
The measurements have been executed on a VMWare virtual
machine running a 64-bit Ubuntu 20.04.1. OS, with 4GB of
memory, and with 4 CPU cores allocated, checked at 2.6 GHz.

Results: To assess the scalability of the framework,
response times were measured at the local replicas, defined as
the time difference between issuing a command in the editor
and getting a response. To filter noise, we clipped the sample
at µ ± 3σ (0.2% of the cases). The mean response time in
the one-user case shows linear scaling with the number of
objects. (Linear regression statistic: p = 22E 2 17.) We have
observed the same linear increase in response times in the
two and four-user cases. We have also observed increasing
response times with the increasing number of users. Table II
shows the mean response time in one, two, and four user cases.
The mean response time increased by a factor of 2.2 and 2.8
as the number of users doubled from one to two, and from
two to four, respectively. A statistically significant difference
is observed in the mean response time of the three cases, as
confirmed by a t-test (α = 0.05, p =2e-11).

We observed a linear increase in the memory heap. The
majority of memory consumption is due to C++ node iterators
and hashtable objects the LWWGraph relies on.

Discussion: We observe a linearly increasing response
time and a linearly increasing memory footprint. This is in
line with the observation of Sun et al. [20]. We conclude
that this performance profile is characteristic of CRDT imple-
mentations, and can be effectively treated by suitable garbage
collection mechanisms [21]. We consider these results ade-
quate (i) considering the benefits in extensibility CollabServer
CRDT provide; and (ii) considering that performance was not
the primary objective of the current solution.

VI. CONCLUSION

In this paper, we presented an approach for augmenting
CRDT with extension mechanisms and demonstrated that the
performance repercussions of extensibility are manageable.
We provided a family of concurrency control algorithms,
ensuring strong eventual consistency and allowing for efficient
real-time collaboration. Our algorithms and data types show
linear scaling of response time and memory footprint with
the number of objects in memory and with users. This is
a characteristic performance profile of CRDT. Our results
suggest that CRDT can be used in disciplines where cus-
tomizability is a key factor, such as collaborative modeling
using domain-specific modeling languages. In future work, we
will investigate garbage collection mechanisms to achieve the

scalability collaborative engineering tools require. We used the
takeaways of this exploratory project in the development of our
real-time collaborative modeling framework lowkey [22].
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Abstract—Cyber-Physical Systems (CPS) have a physical part
that can interact with sensors and actuators. The data that is
read from sensors and the one generated to drive actuators is
crucial for the correct operation of this class of devices. Most
implementations trust the data being read from sensors and the
outputted data to actuators. Real-time validation of the input
and output of data for any system is crucial for the safety of
its operation. This paper proposes an architecture for handling
this issue through smart data guards detached from sensors
and controllers and acting solely on the data. This mitigates
potential issues of malfunctioning sensors and intentional sensor
and controller attacks. The data guards understand the expected
data, can detect anomalies and can correct them in real-time.
This approach adds more guarantees for fault-tolerant behavior
in the presence of attacks and sensor failures.

Index Terms—CPS, robots, software architecture, fault toler-
ance, resilience, ROS

I. INTRODUCTION

IT IS not always possible to trust sensor data because of
reliability issues in sensors, intentional sensor attacks, and

issues like EMI interference [1]. Since sensor data are used in
control loops, it is better if we could make sure that the data
is not compromised and has not deviated from an acceptable
range. This problem is very pertinent for control algorithms.
In the era of AI solutions, the data streams can determine the
success or failure of neural networks or other machine learning
algorithms used in the device. Therefore the issue applies to
ML solutions.

Using data guards exploits a separation of concerns ap-
proach, applicable to off-the-shelf controllers or AI solutions
that are complex and hard to understand. Data guards are much
more straightforward in their operation and focus on guarding
the validity of the data, independently of how complex the
controllers or sensors are. Tuning such complex components is
difficult and guaranteeing that they will work in all conditions
is sometimes impossible. Therefore using data guards before
data is fed to the controller is a security and reliability
guarantee which enables safer system operation. A further
benefit of separating data guards from the rest of the system
is that they can be validated separately, as they tend not to
contain too much code and complexity. In this respect, they
can be similar to the enforcers presented in the literature [2]
but are focused on data instead of behavior.

The paper’s main contribution is the proposal of dedicated
smart data guards that take care of sensor data in real-time.

The definition of data contracts is another contribution. The
enforcement of such contracts in an existing architecture is
a way to enhance systems and enforce security and safety
properties. The contribution related to this is that we propose
to use separation of concerns through data-centric components
that abide by the data contracts we define, depending on the
data.

The paper starts with analyzing what data protection means
and why we need it. Then the next section discusses data
contracts and provides formal presentation examples. The
following section discusses how they can improve an existing
control architecture. A data guard implementation is also
discussed. A reference implementation in PX4 is next. The
paper ends with future directions and a conclusion section.

II. DATA PROTECTION ANALYSIS

Sensor data requires attention since it is used for control
decisions and can affect the safety of a CPS and is therefore
critical. Controllers and observers operate by using sensor
data, trusting it is correct. Most of the controllers are designed
with the assumption of data correctness. In reality, possible
attacks and noise in the data, as well as sensor degradation and
failure, are facts that cannot be ignored. Both sources of sensor
data incorrectness can be dealt with if we take precautions to
validate the data in real-time.

A. Sensor Attacks

If we consider a Cyber-Physical System such as an au-
tonomous vehicle or a UAV, there are generally many sensors
used by such a system. Some sensors, such as cameras and
other object detection sensors, may need to be processed by
complex machine learning algorithms to integrate them into
the system. Many other sensors, though, are simpler and can
generate fewer data per unit of time. The main issue with
trusting sensor data is that there is no way to know if the
data are valid since there is usually no authentication and
encryption of the data sent from the sensors to the controller.
There is also no guarantee that the measured physical value is
not affected by an attack. A class of attacks can affect physical
values without coming into contact with the sensors using EMI
or acoustic waves, for example, [3].

An example of a possible attack is an EMI burst that disrupts
a sensor ( [4]). The other likely attack can happen when the
measured data are transferred to the controller, for example,
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through CAN bus [5]. Flipping bits or controlling the sensor
data bus can be even an easier way to perform an attack.
Sensor buses can be in many different forms and can be, for
example, i2c or Spi or a dedicated Ethernet and even a wireless
connection in some cases [6]. Given that the attack surface is
large, we cannot and should not trust sensor data for safety-
critical systems. There is a need to add a mechanism to detect
and remedy the effects of an attack that manipulates sensor
data.

The data coming from sensors could also be encrypted
as a security measure, but this is a pretty resource-intensive
operation and can severely affect the timing of transporting
the data and using it [7]. Controllers are sensitive to delays,
and this approach may become impractical for resource-
constrained CPS [8]. There are also hardware solutions that
enable encryption ,but it is unlikely that all the sensors in an
AV can be equipped with such capabilities. Therefore, for this
study, we can assume that sensor data travels in the open and
can be vulnerable to attacks.

B. Data Guard Components
A sensor typically sends a digital stream of bytes repre-

senting a physical parameter, for example, position, velocity,
or acceleration in the case of UAVs. In the event of a sensor
attack or sensor malfunctioning, we can have data that is
not physically realistic at a particular moment, based on the
system’s state. A data guard can use sensor-specific parameters
to guarantee the sensor data [9]. For example, the following
parameters can be used in a simple universal approach to
sensor validation:

• MAX value - The maximum allowed value for all cases
• MIN value - The minimum allowed value for all cases
• MAX delta - The maximum change in unit time
• MIN delta - The minimum change in unit time
• MAX time for stale data - The maximum time when data

can stay the same.
• DEFAULT safe value - When the input value is out of

bounds or stale, this value can be fed to the controller.
Note that in addition to static default values, we can cal-
culate a default based on historical data when we consider
that the system operates under normal conditions.

C. Sensor Data
As one possible example we can have a look at a GPS

message in the PX4 autopilot which has the following message
abbreviated format in Listing 1:

Listing 1 GPS message details
uint64 timestamp
int32 lat
int32 lon
int32 alt
...

The individual fields of the GPS message are either integers
or real numbers. They can be validated as each message

arrives in a software component as part of the system. Such an
approach takes care of each message instance but does not help
check data deviations between successive message instances.
We need an algorithm that contains meta parameters used for
all messages, such as delta max, delta min, stale timer values,
and default values. All these parameters can be considered as
data contract parameters. Each data guard expects the sensor
to provide data that is within the data contract parameters [10].
Defining and enforcing such contracts is the main contribution
of the paper.

D. Data Guard Utilization

Data guard components can work independently from other
components in separate threads. The goal is to provide minimal
overhead and be transparent to the rest of the control system.
The main goal is to have the guards provide reasonable values
when the data stream contains unexpected values. In other
words, this is not just filtering specific values but actively
reconstructing the sensor data when deemed incorrect. This
takes care of spikes or short attacks and can even be used to
detect a persistent sensor attack. For example, if the data guard
keeps a default value for a certain period, it can then generate
a signal indicating that something has gone wrong with that
sensor. This is a relatively simple implementation but general
enough to be used with many different sensors.

III. DATA CONTRACTS

Software contracts have been used in many aspects of
software engineering, especially in designing object-oriented
systems [11], [12]. In this work, we extend the software con-
tract concepts to be used for the specification of data guards,
used to guarantee specific properties in the sensor data and
the data sent to actuators. Contracts are based on assumptions
and guarantees and can be applied to software interfaces. The
general representation is given through equation 1 [11], [12]:

C = A,G (1)

Where C is the contract, A is the set of assumptions, and G
is the set of guarantees. The contract definition can happen
during design time since the sensor and actuator data are
usually known to the designer. This allows for a thorough
analysis of the data and the associated data contract. We start
by defining the assumptions A of our data guard contract can
be different for different cases and can be expressed as a set
according to 2.

A = {Ai} (2)

The data set of each data source by the following set in 3:

D = {Di} (3)

, where each data member can have a different type.
Some common assumptions for the data in the set D are:
• expected data should have no overflow or underflow for

these data types.
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• Another assumption can be that new data will be received
with a certain minimum frequency.

The guarantees G can include a different set for different
data. According to our running example, the guarantees G can
be composed through a set of rules 4:

G = {Gi} (4)

An example set of guarantees based on our example follows:
• No data item will exceed its expected maximum value
• No data item will become less than its expected minimum

value
• No two successive values will exceed the maximum

allowed delta for that data item. The delta is the difference
between two consecutive readings.

• A data item will not be stale longer than the maximum
allowed number of readings

• Any reading should not deviate from the average of the
last N readings by a certain delta value.

• When any of the above rules are violated, a default value
will be provided for each data item

Some examples from the set of guarantees G can be
represented mathematically in the following way:

G1 : Di <= Dimax,

G2 : Di >= Dimin,

G3 : Di2 2Di1 <= Diδ

G4 : Di 2Dj ;= 0 , where j = i+ k over k time periods
G5 : Di * Du ó Di = Dd

where Du is unacceptable value and Dd is default value

IV. ATTACK RESISTANT CONTROL ARCHITECTURE

Using our defined data contract from the previous section,
we can show the proposed control architecture in figure 1. This
type of control architecture is typical for a variety of CPS,
including UAVs [13]. It is very similar to the classic control
loop architecture with the addition of data guard components
for each sensor and a data guard for the controller output.
Having a data guard for each sensor makes handling each
sensor data stream’s timing and specific data characteristics
easier. This also allows for the sensor fusion to be done
separately. The approach assumes that all data guards will be
running in parallel so that the streams coming from sensors
and the controller can work independently. It is also possible
to place data guards after the fusion block; in some situations,
this may be a better approach.

Figure 2 shows a possible architecture of a generic data
guard. There are two independent timers for calculating the
deltas and for the detection of stale data. Stale data means
a faulty sensor or a sensor under constant attack. These
parameters can be part of the data contract established for each
sensor data stream in the system. The data guard component
checks for range violations in each message as well as jumps

in data readings between messages that are not realistic, given
the characteristics of a particular sensor. For example, an
accelerometer cannot generate impossible values given the
abilities of a UAV or UGV.

Fig. 1. Control architecture

Fig. 2. Data Guard Component

A. Implementation of a Data Guard

Data guards can be implemented in a separate module using
a variety of programming languages. For existing systems,
they will most likely be in the programming language used
to develop the system. Our implementation of a data guard
follows the generic approach shown in figure 2. An example
algorithm for a data guard is written in pseudo-code in Listing
2. This algorithm utilizes two timers and works continuously
on incoming data. The implementation can protect against
sudden changes that are not physically expected and can
detect if a sensor is faulty and does not function anymore.
Generating a signal to the system can be used to make a
higher-level decision to enter a different fail-safe mode of
control. In that respect, the data guard can be the first level in
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Listing 2 Pseudo-code example of a data guard
read_value()
if data > max or data < min then
data = default_data
endif
if delta_timer_expiration()
check_delta_max()
check_delta_min()
endif
if delta > delta_max
or delta < delta-min then
data = default_data
endif
if stale_time_expired()
check_for_stale_data()
endif
if stale_data() then
send_stale_alarm()
endif

the decision-making when implementing fault-tolerant system-
wide behavior.

B. PX4 autopilot as a prototyping platform

PX4 can be used within a Software in the Loop (SITL)
environment with Jmavsim, or the Gazebo flight simulator
[14]. In either case, the sensors of the drone are part of the
simulator, and the data from them is sent periodically to PX4,
where the data is analyzed and dispatched to other modules.
This is done via the Mavlink protocol, which is a standard
protocol for messaging in UAVs [15]. Adding a new custom
module and intercepting the data stream from one or more
sensors is relatively easy, and this is the chosen approach for
the experiments. Similarly, defining new messages and writing
code for them is very well supported, and we took advantage
of it in this work.

V. REFERENCE IMPLEMENTATION OF DATA GUARDS

Figure 3 demonstrates the reference implementation with
the Gazebo simulator and PX4. Gazebo is a physical simulator
used to perform robotic vehicle simulations. One excellent
characteristic of Gazebo is that it has plugins, which are
essentially software modules that the user can add or mod-
ify. This allows for easy additions and modifications of the
simulator. There are several types of plugins, among which
are sensor plugins. There is one sensor plugin for each sensor
as part of the PX4 integration with Gazebo. For the purposes
of this implementation, the GPS plugin was chosen so that
perturbations for the GPS signal could be introduced. A simple
scheme such as randomly generating a spike in the altitude by
generating a random number every ten readings or so is a
simple way to perturb the GPS data stream. This emulates
a GPS sensor attack or a malfunction in the GPS module.
Gazebo sends all sensor data to PX4 through the Mavlink
protocol, including the periodic GPS message.

Fig. 3. Reference architecture

The reference implementation is a representative example
of the approach based on a popular platform for UAVs and
the fact that GPS spoofing is such a common GPS attack.
The results show that it is fairly straightforward to introduce a
data guard component in a publish-subscriber architecture such
as PX4. The same can be done for similar architectures, for
example ROS and ROS2 [16], [17]. The performance penalty
is minimal if we perform just simple checks. This may not be
the case if the data is fairly complex. In this case, our data
guard may need to use some ML algorithm or fuzzy logic
to achieve its goals. Our experiments showed no degradation
of the autopilot’s performance, and we expect that in many
cases, some spare CPU cycles can be utilized to provide the
necessary data protection controllers need.

VI. FUTURE DIRECTIONS

The data guards that we discussed were mainly static as their
behavior was specified at design time. However, there may
be situations when data fluctuations may require adaptable
data guards with more changeable behavior based on ML
algorithms. This direction is pretty exciting and also more
ambitious. Still, in the era of the ever-increasing use of better
hardware and pervasive AI solutions, it is not something that
is far from reality. Adaptive behavior has been used in control
for a long time, as well as in digital filters. Some of the already
established ideas can be applied to complex and variable
sensor data with the goal of their online sanitation.

Another possibility is to have an automatic code generator
of data guards based on a custom language defining the rules
that govern them. This kind of approach can make their
implementation even more straightforward and widespread.
Automatic code generation can be done from a modeling
language or from a data flow language such as Lustre [18].
The objective is to capture the relationships in data processing
at a higher level in a fairly representative way and then
generate code for the target system. This future direction can
be achieved by developing unique tools for the task.
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VII. CONCLUSION

This paper demonstrated a flexible architecture for simulat-
ing sensor and controller attacks and a mechanism to react
to them by introducing data guards. The data guard can be
as complex as needed but still be practical for maintaining
the real-time response of the system. The approach applies to
any sensor and actuator and any controller or module which
consumes sensor data. This can include complicated sensors
such as image and Lidar sensors. The approach minimizes
or eliminates the possibility of affecting the system’s stability
and normal operation due to sensor data issues. The method
is a complementary run-time strategy to data sanitation used
during the training of machine learning systems. It makes
sensor data more important as part of the set of concerns
for robotic systems. Furthermore, the approach applies to the
reliability of sensors and malicious modifications of sensor
and controller behavior.
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Abstract4Application logs record the behavior of a system

during  its  runtime  and  their  analysis  can  provide  useful

information. In this article, we propose a method of automated

log  analysis  to  discover  interactions  taking  place  between

applications  in  an  enterprise.  We  believe  that  such  an

automated approach can greatly support enterprise architects

in  building  an  up-to-date  view  of  a  governed  system  in  a

modern,  fast-paced  development  environment.  Our

contribution is the following: we propose a new method for log

template  generation  called  SLT  (Simple  Log  Template),  we

propose a method of extracting knowledge about application

interactions from logs, and we validate the proposed methods

on a  real  system running at  Nordea Bank.  Additionally,  we

collect statistical information about application logs from the

real-life  system,  based  on  which  we  formulate  some

observations that support our method.

I. INTRODUCTION

NE  of  the  challenges  faced  by  enterprise  architect

teams in large organizations is to ensure an up-to-date

overview of the systems they are governing. Traditionally,

the governance process relies on manual updates to the sys-

tem  representation  stored  in  the  architecture  repository.

However,  in  the  age  of  microservices  and  cloud  deploy-

ments,  where  significant  changes  to  architecture  can  take

place  overnight,  this  is  barely  sufficient.  There  is  a  clear

need  for  a  better,  more  automated  way  of  maintaining

knowledge about systems across an enterprise. 

O

Automation of system knowledge discovery is a big help

for  enterprise  architects,  especially  in  recent  times,  when

new applications are created at an increasing pace and their

architecture changes rapidly. Manually updated architecture

repositories no longer keep up with the reality of systems de-

ployed to a production environment. This problem is further

emphasized by long, heavy, and manual processes of intro-

ducing changes to architecture repositories, which do not fit

the time-to-market expectations of the business stakeholders.

Having a decent representation of current production deploy-

ment allows for reasoning about the architecture,  detecting

non-compliance  with  internal  or  external  regulations,  and

helps  the  development  of  the  enterprise  architecture  in  a

planned direction. It also improves building always up-to-

date overview of the enterprise system which is beneficial

ðThis work was supported by GdaEsk University of Technology

not  only  for  architects  but  for  developers,  analysts,  and

testers for building a mental model of the system they are

working with. One of the potential approaches is to utilize

application logs which provide a common, always up-to-date

view of applications during their runtime.

Application logs have several  compelling advantages as

compared to other sources of knowledge about the system

(e.g., documentation or source code). Firstly, logging is the

most  widespread  way of  tracking  system behavior  that  is

present in software development since its beginning. Thanks

to that  we can assume that  nearly  every software  system,

even legacy, implements some form of logging. In the reality

of many enterprises, logs may prove to be the only common

source of knowledge about systems still  running on main-

frame  platforms.  Secondly,  logs  (which  traditionally  are

stored as text files) are usually human-readable and therefore

are suitable for processing by text tools. Additionally, they

are a mixture of technical information and narrative. Lastly,

logs usually follow the changes in the source code of appli-

cations, so they contain the historical aspect of software evo-

lution. All of that  makes application logs a rich source of

data for various analyses. Because of our focus on automa-

tion of knowledge discovery about systems, we are only in-

terested in automated log analysis. According to [1], auto-

mated analysis of application logs is a widely studied disci-

pline  with  growing  interest  among  researchers  in  recent

years. The most obvious usage of log analysis lies in the op-

erations area (intrusion detection, monitoring) but its poten-

tial in reasoning about the business domain or the design of

the software is also explored.

In this paper, we try to derive knowledge about enterprise

systems  (specifically  about  interactions  between  applica-

tions)  from application logs.  Our work  fits  in  the  design/

component  dependency  inference area  of  the landscape of

automated log analysis proposed by the authors of [1]. We

perform experiments on a real-life system from the banking

industry, hosted at Nordea Bank. We contribute to the body

of knowledge in the following ways:

" we perform statistical analysis of log files of a subset of

logs from a real-life system deployed at Nordea Bank,

" we formulate some general observations about the way

logs are typically created by developers,
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" based on the defined observations, we propose a new

method for log template extraction called SLT (Simple Log

Template),

" we propose a workflow for automated discovery of ap-

plication interactions from their logs,

" we verify our method with logs from a real-life system

deployed at Nordea Bank.

The remainder of this paper is organized as follows. Sec-

tion II discusses related work. In Section III, we present a

formal definition of the problem. In Section IV, we perform

a statistical analysis of application logs from a subset of ap-

plications deployed at Nordea Bank and we formulate obser-

vations related to how developers place their log statements

in  enterprise  systems.  In  Section  V,  we  describe  our  ap-

proach for  component dependency inference  based on log

analysis,  while  in  Section  VI,  we  evaluate  this  method

against the real-life system deployed at Nordea Bank. Sec-

tion VII presents conclusions from our experiments and out-

lines the future work.

II. RELATED WORK

Component  dependency  inference  using  automated  log

analysis is rather a niche topic, but some notable recent work

is worth mentioning. [2] analyzes web service interactions

and tries to correlate web service invocations using IP ad-

dresses and invocation statuses found in logs. The authors

identify two specific types of interactions: composition (one

service orchestrates a series of calls to other services) and

substitution (service  is  called  as  part  of  an error-handling

scenario after a failed call to another service). The authors

assume the availability of IP address information in service

logs, which (according to [1]) is true mostly for access logs

and network logs that may not be available for applications

other than web services. Additionally, basing the analysis on

IP  address  correlation  may  be  very  challenging  in  cloud-

hosted applications, where services are replicated, and IP ad-

dresses  can  change  dynamically.  In  contrast,  our  method

puts  minimum assumptions  on  log  content  and  bases  the

analysis on log messages. The authors of [3] perform a sta-

tistical analysis of web service logs to identify a correlation

between web services.  The analysis includes time correla-

tion, call frequency correlation, and analysis of service re-

sponse times. The authors define three types of web service

interactions:  dependency on the data source (multiple web

services try to access the same shared resource), hierarchical

dependency (one service is invoked by another), and serial

execution dependency (one service orchestrates  a series of

invocations).  Similarly,  as  in  the  previously  mentioned

work, the focus is on web services and other types of appli-

cations are not considered. [4] describes a Bayesian Decision

Theory-based  approach  to  the identification of  component

dependencies. The authors describe each log message with a

key and a set of parameters which are determined by some

empirical knowledge and common string extraction. The au-

thors  also  identify  some  observations  related  to  logging

practices that form the foundation for their algorithm: co-oc-

currence observation (logs of dependent services are time-

correlated) and correspondence observation (logs of depen-

dent services often contain some identical parameter).  The

proposed method is validated using the Hadoop dataset. In

our work, we take these ideas further by removing any em-

pirical knowledge needed to extract parameters. We also em-

pirically  confirm and further  extend  the authors9  observa-

tions regarding logging practices based on application logs

from a  real-life  system at  Nordea  Bank.  Furthermore,  we

validate  our  method using a  dataset  of  logs from Nordea

Bank, which is expected to be less homogeneous than logs

of any shared service platform like Hadoop.

Workflow discovery is a similar research area that aims in

recovering whole processes from logs. Although it is not in

the scope of this paper, workflow discovery is part of our fu-

ture work and therefore notable work on this related topic is

worth  mentioning.  [8]  uses  a  process  mining  approach  to

discover recursive processes from event logs. The authors of

[9]  propose a method for  triaging production failures  that

analyses  service  interactions  to  identify  the  failed  work-

flows. The authors of [10] present a method for recovery of

Communicating Finite State Machine model that represents

service interactions. The proposed approach requires, how-

ever, users to input knowledge about the structure of a log

file for it to be able to be processed. 

Our work also aims to identify real-life logging practices

applied  by  software  developers.  Similar  efforts  were  pre-

sented  in  [5]  where  different  categories  of  logging  state-

ments used by developers are defined. The authors take the

source-code  perspective  analyzing  logging  practices  from

the point of view of a single application. [6] presents a statis-

tical  analysis  of  logging  practices  in  open-source  projects

and  [7]  repeats  this  study  for  java-based  open-source

projects.  The authors  analyze  factors  such  as  log  density,

how meaningful log extracts are for bug-fixing, what are the

typical changes to logging code, and how often they occur.

In our work, we use logs from a real-life system at Nordea

Bank to identify higher-level observations regarding logging

statements that represent the intent to specifically track inter-

actions between different applications and thus are useful for

analyzing application dependencies.

Log template generation is another area of research, re-

lated strictly to log analysis, which aims in discovering tem-

plates that describe individual lines in log files. Being able to

identify static and variable parts of log entries allows for bet-

ter reasoning about the log content and is considered the ba-

sis  of  any log analysis  task.  [14]  performs a comparative

analysis of various log template generation algorithms. Log-

Cluster [11] and DRAIN [12] are two of these algorithms

that, according to [14], present respectively the lowest accu-

racy span and the top accuracy levels over the sample data

sets.  We picked  these  algorithms as  a  benchmark  for  the

method proposed by us.
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III. PROBLEM STATEMENT

We aim at inferring knowledge about enterprise systems

from application logs. The goal is to provide enterprise ar-

chitects with a good enough representation of the system that

reflects the reality of the production environment. The de-

rived model of the enterprise system needs to support archi-

tects9 activities related to reasoning about the architecture.

An example of such activities is data governance which con-

centrates on aspects like usage of proper data sources by ap-

plications, understanding the semantic relationships between

data stored and exchanged between applications, or ensuring

assumed data flow. Apart  from data governance,  common

enterprise architects9 activities concentrate also on ensuring

that processes implemented inside the system fulfill both in-

ternal and external regulations. These may include measur-

ing process performance or ensuring certain regulatory con-

straints are obeyed. 

We can assume that the set of applications in the enter-

prise system is known with a high level of confidence. On

the other hand, knowledge of application inter-connections

(interactions between applications) from the enterprise per-

spective is where the confidence decreases. Having hundreds

of applications deployed in a bank, this confidence is only as

good as the diligence of teams in updating a common archi-

tecture repository. Furthermore, basing decisions related to

the  architecture  of  an  enterprise  on  human  declarations,

rather than facts, can lead to false conclusions and not-opti-

mal choices. We consider the problem of increasing the con-

fidence of knowledge about the actual  application interac-

tions as the core problem in architecture reverse-engineer-

ing.

Let G (S )=( A ,C) be an undirected  graph representing a

real system S, where A is a set of applications constituting S

and C is a set of edges representing interactions between the

applications. We say that applications A1 and A2 are interact-

ing with each other if some data exchange takes place be-

tween  them.  Let L(S )={l
1
, l

2
, ... ,ln} be  a  log  of  activities

collected within system S consisting of n messages. We de-

scribe each line of the log by a tuple (t , a ,m) where  t de-

notes the date and time of log message creation, a represents

the application that created the message, m is the actual log

message text.

We define the problem of application interaction discov-

ery  from  logs  as  finding  an  approximate  graph

G' (S )=( A ,C ') , where C' is an approximation of C, based

on the system9s log L(S ). G' (S ) is a graph representing an

approximation of system S.

The presented problem definition is extendable and allows

inference of other architecture properties on top of the appli-

cations9  interaction  graph.  For  any  property  of  enterprise

system P (S) , the problem of architecture property discov-

ery from logs can be defined as finding a function F, such

that P ' (S )=F (G'(S ), L(S )) approximates P (S) . In this pa-

per, we do not cover solutions to the extensions of the core

problems, leaving this for further work.

IV. NORDEA  BANK DATA SET

Our work presents an experience of applying log analysis

to one of the systems at Nordea Bank, which we will further

refer  to  as  NDEASYS.  For  our  experiment  and  proposed

method to be as generally applicable as possible, we picked

an application with a relatively big integration part, such that

logs created by interacting applications are the most repre-

sentative. We applied the following criteria:

" team diversity 3 applications built by teams of different

sizes, experiences, locations,

" application diversity 3 we included both dedicated busi-

ness applications and shared service platforms (e.g., storage

or communication services),

" time diversity 3 applications built in different periods,

" integration diversity 3 applications communicating us-

ing different interfaces and exchange formats.

Nordea Bank does not enforce any strict, centralized rules

on how applications should create their logs (for non-regula-

tory  logging),  which  additionally  removes  any  accidental

correlation between logs because of applications being cre-

ated in the same company.

The NDEASYS1 dataset consists of logs of six applica-

tions whose properties are summarized in Table I. The logs

were collected over 12 hours of operation on a random busi-

ness day in an integrated test environment.

We distinguish between three types of  applications that

output logs in our data set:

" dedicated 3 application implementing logic specific to a

single business domain,

" technical  3  application  with  a  minimum  amount  of

business  logic,  usually  providing  a  support  function,  e.g.,

data or interface adaptation,

" shared service 3 application deployed on a shared plat-

form, following a typical workflow for the platform.

We characterized team diversity by the number of devel-

opers  and  number  of  locations,  they  were  working  from.

Time diversity was represented by the development period

and the duration of application development. The diversity

of  integration  was  characterized  by  the  integration  styles

used by each application (messaging or remote procedure in-

vocation) and message formats used to exchange data with

other applications.

We  performed  an  initial  analysis  of  the  NDEASYS1

dataset. Fig. 1 presents a histogram of tokens that are present

in the logs of each application. The histogram was created

using 1000 bins representing the frequency of token occur-

rence in a log. We made the following observations with re-

gards to all log files:

" in all the logs there is a clear split between a few very

common tokens and a lot of very rare tokens (the histogram

is right-skewed, see Fig. 1),

" at  integration  points,  application  input  is  commonly

logged,

" shared services tend to log only inputs while dedicated

and technical applications 3 both inputs and outputs.
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We interpret these observations from the point of view of

the primary reason for logging, which is failure diagnosis. In

the case of application integration, a popular practice is to

log  identifiers  of  data  exchanged  between  applications.

These identifiers are (to large extent) unique values, which

explains the big number of very rare tokens appearing in the

log as compared to the few frequent tokens that represent the

static part of log messages.

V. PROPOSED METHOD

Taking the observations presented in Section IV, we pro-

pose  a  method for  detecting  application  interactions  from

logs leveraging the concept of rare and frequent tokens ap-

pearing in log files. Fig. 2. describes the proposed workflow

and subsequent sections describe its steps in detail.

A. Log preprocessing

For log files from each application, we perform a minimal

level of log preprocessing, which ensures a common view of

each log. We introduce minimal assumptions for the content

of log files. Each line should contain a timestamp and mes-

sage attributes. Additionally, the source (the application that

created a given line in the log) is determined based on which

application the log file belongs to. The process of extraction

of the minimum set of information from logs is called log

formatting and an example of its output is shown in Fig. 3.

In the case of some logs, we also unify data encoding to en-

sure that logs are comparable between applications. In this

step, we perform preprocessing of the  message attribute by

splitting it into individual tokens using a regular expression

[:.A-Za-z0-9_-]+. Apart from log formatting, we do not ap-

ply  any  application-specific  logic  requiring  expert  knowl-

edge. As a result of the log preprocessing step, each log line

is described by attributes:  source,  timestamp, and set of to-

kens. Example tokens are shown in Table II.

TABLE I.

CHARACTERISTICS OF THE NDEASYS1 DATASET

App Log

size

[MB]

Application diversity Team diversity Time diversity Integration diversity

Type Size No

locations

Dev. period Dev. duration

[months]

Integration

style

Format

A 730 dedicated 3 2 2020-2022 24 Messaging,

RPI

Swift

(ISO15022,

ISO 20022),

JSON

B 40 technical 1 2 2020 1 Messaging Swift

(ISO15022)

C 100 shared service 2 2 2016-2020 48 RPI JSON

D 0.2 technical 1 2 2020 6 Messaging Swift

(ISO15022)

E 1600 shared service 3 2 2016-2022 72 RPI JSON

F 3 shared service 3 2 2016-2022 72 RPI JSON

Fig 1. The histogram of token distribution. The horizontal axis repre-

sents 1000 bins showing the frequency of token occurrence in each log.

The vertical axis is presented on a logarithmic scale and its values de-

scribe the number of tokens in each bin.

Fig 2. The workflow of log analysis for identification of application in-

teractions.

Log 
preprocessing

Template
generation

Identification 
of application
interactions

Log unification
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B. Template generation

Template generation is the process of determining some

sort  of  pattern  for  each  log  line,  which  distinguishes  the

static part of the message from the variable parts. Tradition-

ally, this process  aims at  providing as precise template as

possible, which describes the position of each variable ele-

ment in a log message. We found such an approach not nec-

essary and giving worse results than the relaxed approach

proposed  in  this  paper.  A more  detailed  comparison  with

commonly used template generation methods is provided in

Section V.C.

We introduce the SLT (Simple Log Template) method of

template generation, which is a relaxed variant of the Log-

Cluster approach described in [11]. As compared to the orig-

inal method, we do not extract the exact pattern but rather

focus on splitting the  message into a  key (which represents

the static part) and identifiers (representing the variable part)

while entirely disregarding the position of tokens in the mes-

sage. Such an approach serves two purposes. Firstly, it mini-

mizes the number of templates. Secondly, it is better suited

for generating templates for log statements with a variable

number of repeated tokens. A typical example is logging of

service input/output values which are documents exchanged

between applications. Such documents, usually expressed in

the XML or JSON format, very often are built on top of data

schema with repeated occurrences of data items. Moreover,

XML or JSON documents cannot be treated as a regular text

because, depending on the schema, the order of appearance

of their elements can also be variable. In such cases, extrac-

tion of  the exact  pattern would result  in a  potentially big

number of complex patterns being generated, depending on

the data sample.

Our algorithm consists of two phases. In the first one, we

cluster log lines using the  set of tokens.  We 1-hot encode

[13] each token and then 1-hot encode each log line using

the encoding of the tokens it contains and then run the K-

means clustering algorithm. An example of token encoding

is presented in Table II. The encoding of the sample log line

from Fig. 3. is presented in Fig. 4. The optimal number of

clusters is determined by using the silhouette method. The

idea is,  based  on the observations in  Section IV,  that  the

same 1-hot encoded log lines would differ from one another

only on a few positions, which should cause them to be as-

sembled to the same cluster. The clustering process is per-

formed separately for each source. This is to ensure that we

do not find by accident common templates across different

applications. Additionally, it reduces the clustering problem

significantly.

TABLE II.

EXAMPLE OF 1-HOT ENCODING OF THE IDENTIFIED TOKENS

Identified token Word index

in dictionary

1-hot encoding

logger 0 [1, 0, ..., 0]

c.n.t.i.r.q.querycallstats

observer

1 [0, 1, 0, &, 0]

operation 2 [0, 0, 1, 0, &, 0]

query_latest_in_group 38 [0, &, 0, 1, 0, &, 0]

clientid 4 [0, 0, 0, 0, 1, 0, &, 0]

x 39 [0, &, 0, 1, 0, &, 0]

clientlibrary 6 [0, 0, 0, 0, 0, 0, 1, 0, &, 0]

The outcome of the clustering phase is a set of clusters

containing specific  log lines for  each  source.  Each cluster

represents  a separate logging statement (log template) and

the lines that belong to the cluster 3 instances of that tem-

plate. During the second phase, we process each cluster indi-

vidually and extract  identifiers from the  message attribute.

We count  the  frequency  of  each  token  appearance  in  the

cluster. We then apply a frequency threshold 3 tokens ap-

pearing less frequently than the threshold are considered the

identifiers. This is a direct utilization of the observation pre-

sented in Fig. 1. Both key and identifiers are represented as a

set of tokens 3 their order is not considered. An example of

such a template is presented in Fig. 4. Although this might

result  in  different  templates  receiving  the  same  key,  we

rarely found that to be a case in practice. Usually, logging

statements are significantly different from one another which

ensures the possibility of precisely locating such a logging

statement in the source code of the application during failure

diagnosis.

In the end, we combine the identifiers from all the clusters

into a single set.  The outcome of  the template generation

process is a mapping of log lines to clusters and a set of to-

kens that are considered identifiers in each application log.

Fig 3. The outcome  of the log formatting phase. Colors denote the re-

spective fragments in the raw and the formatted log.

Raw log
timestamp=2022-03-15T08:50:50.030+0100 thread=grpc-
default-executor-441 level=INFO  
logger=c.n.t.i.r.q.QueryCallStatsObserver, 
operation=QUERY_LATEST_IN_GROUP, 
clientId=X, clientLibrary=null, clientVersion=null, 
hostName=a01.com, correlationId=4528e974-857c-4623-ab8b-
fe5e45742c41, action=query_start, , 
domain=Y/Z, requestCondition={""extracted.id"": 
""0122318714085000""}, 
condition={""extracted.id"": ""0122318714085000""}, 
groupByFields=[Id], sortFields=[timestamp], limit=0, 
payload=true

After formatting
1647330650034,E,"logger=c.n.t.i.r.q.QueryCallStatsObserver, 
operation=QUERY_LATEST_IN_GROUP, clientId=X, 
clientLibrary=null, clientVersion=null, 
hostName=a01.com, correlationId=969a81d3-8ad8-4a5f-84e8-
0868bfd65ddb, action=query_start, , domain=Y/Z, 
requestCondition={""extracted.id"": ""0122318714085000""}, 
condition={""extracted.id"": ""0122318714085000""}, 
groupByFields=[Id], sortFields=[timestamp], limit=0, 
payload=true"
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C. Log unification

The goal of this step is to provide a unified view of the

log across all applications. We merge all logs and order ac-

cording to timestamp. For each log line, we identify the clus-

ter it belongs to. The cluster identifier becomes a key of the

log line. From the message attribute, we select only these to-

kens that are considered identifiers for a given cluster. These

tokens form the set of identifiers for the log line.

D. Identification of application interactions

We identify interactions between applications by tracing

the  same  identifiers  appearing  in  different  sources.  This

leverages the observation related to how developers log in-

puts and outputs to/from the applications they integrate with.

We seek reoccurring identifiers within time windows. The

size of the time window is expressed in the number of mil-

liseconds and is configurable. That allows searching for both

direct  and  indirect  (distant)  interactions  between  applica-

tions.

For  a  given  time  window  size,  we  slide  the  window

through  the  unified  log  with  a  configurable  increment.

Within a given time window, for each identifier, we record

the applications (sources),  for  which it  appears  in  the log

line. In that way, we collect the sets of applications sharing

the same identifier. We consider these sets as probable appli-

cation  interactions.  This  approach  is  continued  while  the

time window slides through the log. We collect the number

of occurrences of each interaction during that process.

In the end, we apply a threshold to filter out interactions

that  are  not  very  common in  the  log.  Choosing  a  proper

threshold appears to be challenging as we both want to filter

out the accidental correlation of identifiers and do not want

to dispose of true but rare interactions. We noticed that usu-

ally the problem with the identification of accidental occur-

rences of identifiers is related to the common occurrence of

short tokens which are falsely classified as identifiers during

the template generation phase. An example of such a situa-

tion is when processing time is printed in a log as a numeric

value. These values tend to be small numbers with a high

probability of reoccurring in the log. As a countermeasure,

we apply the token length criterion to determine what can be

considered a valid identifier. We find this optimization sim-

ple but very effective in filtering out false-positively identi-

fied interactions.

We start the process of application interaction discovery

using short time windows. This is intended to identify short,

direct interactions in the first place. We then continually in-

crease the time window size to identify distant interactions

which can represent scenarios other than real-time process-

ing (e.g.,  batches of data delivery, followed by batches of

data processing).

VI. METHOD EVALUATION

We evaluated our method using a real system deployed at

Nordea Bank and a set of logs described as the NDEASYS1

dataset in Section IV. The subsequent sections describe in

more detail the test environment and our approach to method

evaluation.

A. Experiment setup

The system we used for evaluation consists of six applica-

tions, which were used to capture NDEASYS1 dataset. For

the sake of anonymization, in this paper the applications are

called with the letters A-F and this naming is consistent with

Table I. Fig. 5 presents the high-level architecture of the sys-

tem.

Applications B and D are responsible for data delivery.

Application A is the main application in the system, which

performs  business  logic  and  coordinates  interactions  be-

tween applications C, E, and F by fetching data from them.

Applications C, E, and F are common services in the bank,

exposed via a shared platform. Each of them exposes its do-

main data internally in Nordea Bank using standard inter-

faces.

The business  processes  of application A that  are  in  the

scope of this paper can be divided into three categories:

Fig 5. Architecture of the system used for evaluation. Lines denote

pairs of applications interacting with one another, arrows denote the di-

rection of data flow.

A

D

C

E

FB

Fig 4. Example outcome of a log line encoding and the generated tem-

plate

1-hot encoding of a log line
[1,1,1,0,1,0,1,1,1,1,0,1,0,1,0,0,0,0,1,0,0,0,1,1,0,0,0,1,0,1,0,0,0,1,1,1,1,0,1,
1,1,1,1,1,1,1,1,1,1,1,1,1,...]

Generated template
Key: 'logger', 'c.n.t.i.r.q.querycallstatsobserver', 'operation', 
'query_latest_in_group', 'clientid', 'x', 'clientlibrary', 'null', 
'clientversion', 'null', 'hostname', 'a01.com', 'correlationid', 'action', 'query_start', 
'domain', 'y', 'z', 'requestcondition', 'extracted.id', ':',  'condition', 'extracted.id', ':', 
'groupbyfields', 'y', 'id', 'sortfields', 

'timestamp', 'limit', '0', 'payload', 'true'
Identifiers: '969a81d3-8ad8-4a5f-84e8-0868bfd65ddb', '0122318714085000'
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" data loading 3 an asynchronous process of delivering

data to the system; once data is loaded, it is stored for further

processing,

" data processing 3 a scheduled synchronous process oc-

curring every 15 minutes that performs processing of previ-

ously delivered data,

" daily reporting 3 a scheduled synchronous process exe-

cuted once per day which aggregates the processed data and

delivers them to downstream applications.

Although  this  paper  focuses  on  direct  interactions  be-

tween applications, awareness of the processes helps in con-

figuring our algorithm to find interactions that appear in logs

in distant lines.

B. Evaluation method

We use this knowledge about the system to validate our

method. As a main measure of accuracy of our method we

chose the F1 score and use it to compare the set of edges

identified by our algorithm with the reference set of edges

presented  in  Fig.  5.  We do  not  consider  the  direction  of

edges.

C. Template generation algorithm performance

A part of our algorithm is a proposal of a new template

generation system, focusing specifically on the detection of

identifiers in log files. We evaluate our algorithm by com-

paring  its  efficiency  to  popular  template  generation  algo-

rithms: LogCluster [11] and DRAIN [12]. Table III presents

the outcome of this comparison for different types of logs:

the time of algorithm execution for each data set, the number

of identified clusters, precision, recall and F1 score.

Since both LogCluster and DRAIN are more generic algo-

rithms than ours,  we need  to  define objective comparison

criteria. For the sake of algorithm comparison, we decided to

consider the number of identified templates, the F1 score of

identifier  detection  and  the  speed  of  the  algorithm.  Both

LogCluster and DRAIN produce a set of templates as an out-

put. We unify these templates as regular expressions, where

variable parts of each template are transformed into captur-

ing groups. We then process each line of the log file with all

the regular expressions and extract the tokens that were cap-

tured.  LogCluster  and  DRAIN  are  not  very  consistent  in

what they consider as a token with our algorithm. To reme-

diate  that,  we  post-process  each  captured  group  with  the

same regular expression that is used in our algorithm for to-

ken  identification.  In  the  end,  we apply  the  same length-

based criterion to decide if a token is a valid identifier. The

outcome of this post-processing is, for each log file and a set

of templates, a list of identifiers found in the file. The list of

identifiers is compared to the ground truth derived from the

log dataset using our domain knowledge.

Since all the algorithms can be tuned with hyper-parame-

ters, we measured a wide range of parameter values but for

the brevity of presentation, we mention only the best score

for each of the algorithms.

To extract the ground truth, for each log file, we collected

the list of all tokens and the number of their occurrences. We

then traversed the list of tokens from the most to the least

frequent applying our domain knowledge to remove all to-

kens which were not valid identifiers.  Part  of this process

was performed automatically. In this phase, we removed to-

kens based on their length or type (e.g., dates, IP addresses,

or cash amounts were not considered valid identifiers,  but

are easy to filter out using regular expressions). In the sec-

ond phase, we performed manual filtering by removing to-

TABLE III.

COMPARISON OF TEMPLATE GENERATION METHODS

Algorithm Log Time [s] Clusters Precision Recall F1 Score

DRAIN A 95.0 31 0.96 1.0 0.98

B 10.0 335 0.99 0.94 0.96

C 39.0 6 0.99 1.0 0.99

D 1.0 82 n/a n/a n/a

E 342 97 1.0 0.86 0.92

F 1.0 13 0.97 0.99 0.98

LogCluster A 20.0 6 1.0 0.93 0.96

B 1.0 28 2.0 0.018 0.03

C 8.0 2 1.0 0.79 0.88

D 0.1 3 0.66 1.0 0.79

E 34.0 5 1.0 0.85 0.91

F 0.1 3 1.0 0.95 0.97

SLT A 185.0 17 0.95 1.0 0.97

B 1.0 2 0.71 0.99 0.83

C 46.0 19 0.94 0.99 0.97

D 0.1 3 0.6 1.0 0.75

E 380 19 1.0 1.0 1.0

F 2.0 2 0.76 1.0 0.86
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kens that were valid domain-related words. This process was

performed for the most frequent tokens (with the number of

occurrences higher than 1).

LogCluster  is  the  fastest  algorithm among the  three.  It

outperforms the rest by an order of magnitude. It also notes

the lowest F1 score, especially for log B. It tends to keep the

precision very high with lower recall values. Further analysis

of false positives returned by this algorithm shows that it of-

ten includes frequent tokens, which are business terms ap-

pearing  in  the  log.  LogCluster  returns  fewer  and  more

generic clusters than others. 

DRAIN shows the best overall results in terms of F1 score

with by far the highest number of clusters returned. The high

number of clusters is a result of two aspects: DRAIN not be-

ing designed for processing multi-line log entries (similar as

LogCluster) and not coping well with log entries of variable

length. While the first deficiency is easy to overcome, the

second poses a challenge for general use for enterprise-wide

log analysis. A typical case for log entries with variable con-

tent is logging system inputs, which often come in the form

of XML/JSON documents with repeated elements. In such

cases, DRAIN extracts each log entry with a given length to

a separate template. For long log entries, templates are often

very big and hard to process. This finding is in line with the

conclusions from the real-life DRAIN application presented

in [14].

The SLT approach proposed by us is not far from DRAIN

in terms of F1 score,  with similar timing performance but

outputting the number of clusters that is much more on par

with the reality.  It copes well  with log entries of variable

length.  One  deficiency,  that  results  in  lowered  precision

rates, is falsely identifying rare numbers (e.g., cash amounts)

as identifiers. With the approach we have taken, they cannot

be  distinguished  from  the  true  identifiers.  This  problem

needs to be handled in the subsequent processing steps that

utilize our algorithm. Overall, we think SLT is a reasonable

all-around approach for identifying identifiers in log files of

diverse format and content.

D. Results

We ran a series of experiments with our approach using

different time windows. For each run of the algorithm, we

collected  the  discovered  application  interactions,  together

with the set of identifiers that are found in the logs of both

interacting applications within the time window. An exam-

ple of such output is presented in Table IV, and the respec-

tive approximate graph G'(S) is shown in Fig. 6. In Table IV,

falsely identified interactions are marked in red.

TABLE IV.

EXAMPLE OF DISCOVERED APPLICATION INTERACTIONS

Interaction Number of

occurrences

Example identifier

(E, A) 47828 5435ab2142314bsw

(C, A) 2156 43543612124

(F, A) 1314 2353518

(F, C) 874 200.0000

(D, A) 77 abhgswe0053

(D, E) 14 2022-01-21

(B, A) 7 basdewe2xyz

In some cases, it is hard to distinguish between an acci-

dental correlation of token values and actual but rare interac-

tions. For example, the (F, C) interaction has a higher num-

ber of occurrences than (D, A) but the discovered identifiers

actually denote the number of records per second processed

by services F and C. Such an accidental correlation of tokens

representing  data  of  low  variety  (e.g.  small  numbers  or

dates)  is  the  main  source  of  score  deterioration  in  our

method.

We found that applying a proper identifier length criterion

allows for maximizing the F1 score of the result. Table V

shows the maximum scores  achieved  for  each size of  the

time window. The maximum overall F1 score of our algo-

rithm was 83%, reached for a time window of 20 minutes

which was long enough to detect the interaction between the

asynchronous data loading process and the scheduled data

processing process. Longer time windows allow us to iden-

tify distant correlations at the cost of the decrease in preci-

sion (the longer the time window, the higher chance of acci-

dental correlation occurring).  At the current stage, our ap-

proach  tends  to  discover  short-time-distance  interactions

with high precision. The confidence of interaction detection

decreases  when  searching  for  distant  correlations.  This  is

one of the aspects that are subject to improvement in our fu-

ture work.

TABLE V.

RESULTS OF OUR METHOD FOR DIFFERENT WINDOW SIZES

Window

size [ms]

Number of

discovered

interactions

Precision Recall F1

Score

200 3 1 0.6 0.75

1000 3 1 0.6 0.75

Fig 6. An example of graph G´ output that represents the approximation

of the system, at a window size equal to 20 minutes. Edges marked

with red represent falsely discovered application interactions.
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5000 4 0.75 0.6 0.67

10000 4 0.75 0.6 0.67

60000 5 0.8 0.8 0.8

1200000 7 0.71 1 0.83

VII. CONCLUSIONS

In this paper, we presented an approach to discovering the

interactions between applications in enterprise systems. We

validated our approach with a real-life system deployed at

Nordea Bank. Our method could achieve the 83% F1 score

of the identified interactions and is a good base for further

extension. The biggest challenge is distinguishing rare, ac-

tual interactions from accidental data correlation, which we

will address in our further study.

As part of our approach, we proposed the SLT method for

discovering  templates  for  log  entries.  We  compared  this

method with  other  common approaches  and  found  that  it

provides good-enough F1 score while being able to handle

variable log entries, which is one of the main deficiencies of

the other methods. We find SLT a good candidate for a tem-

plate generation method in a general use case when we do

not know the exact profile of the logs we are analyzing.

Working on a real-life system allowed us also to provide

statistics and conclusions about logs from various types of

applications. We found some common patterns of logging

activities performed by developers when working with inte-

grated systems which stem from the practical need of devel-

opers to be able to perform failure diagnosis. The main con-

clusion in this area is that logging data identifiers is a com-

mon practice in the industry. These observations allow intro-

duction of simplifying assumptions for the general problem

of discovering system properties from application logs and

help better focus our future work on the problem.

Our future work will focus on two areas: 1) improvement

of the current method and 2) working on its extensions to ex-

tract other properties of enterprise systems. We see increas-

ing the precision of the identifier detection as the main im-

provement that would positively influence the F1 score of

the overall method. This requires the development of a better

way to check if an identifier is valid to decrease the level of

accidental correlation of non-identifier tokens. Another area

of focus is the performance of our method, improvement of

which would allow for  the analysis of  larger  log samples

covering longer periods. That would open the possibility to

identify very distant interactions (e.g., related to monthly-re-

porting processes), or validate the method using a larger sys-

tem.

As for the method extensions, our goal is to discover the

fragments of UML diagrams describing the working system.

That requires providing means of discovering the system9s

properties such as: 

" processes the system is running (control flow) 3 scenar-

ios of interactions between applications with their frequency

and timing,

" data flow 3 how data is passed across applications and

what are their origins,

" semantic relationships between data 3 the mapping of

data processed by different applications to find a common

data dictionary (or even the data model).

We believe that such an overview of the running system

would provide enterprise architects with the necessary tools

to  centrally  validate  various  properties  of  the  system and

plan respective actions accordingly.
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Abstract—Sentiment Analysis in the Software Engineering
community aims to make the development and maintenance
of software a better experience by helping provide code and
library suggestions, defect-related comments for source code, etc.
The manual finding of sentiment-based comments may be an
inaccurate prediction and a time-consuming process. Automating
the sentiment analysis process by leveraging Machine Learning
models can benefit software professionals by giving them insights
into other developers and feelings about software products,
libraries, development, and maintenance tasks at a glance. This
study aims to develop software sentiment prediction models based
on comments by (1) identifying the best embedding techniques
to represent the word of the comments, not just as a number
but as a vector in n-dimensional space (2) finding the best sets of
vectors using different features selection techniques (3) finding the
best methods to handle the class imbalance nature of the data,
and (4) finding the best architecture of deep-learning for the
training of models. The developed models are validated using 5-
fold cross-validation with four different performance parameters:
accuracy, AUC, recall, and precision on three different datasets.
The experimental finding shows that the models developed
using the word embeddings with feature selection using Deep
Learning classifiers on balanced data can significantly predict
the underlying sentiments of textual comments.

Keywords—Sentiment Analysis, Software Engineering Tasks,
Word Embedding, Feature Selection, Data Imbalance, SMOTE,
Deep Learning classifiers

I. INTRODUCTION

SENTIMENT Analysis can be used to gather the opinions
and feelings of the consumers regarding social and political

opinions, brand loyalty, etc. Sentiment Analysis utilizes natural
language processing and machine learning algorithms to draw
out textual data’s mood, opinions, and feelings. The texts can
be product reviews, posts on social media, messages on chat
boards, answers to questions on a question-answering website,
commit messages by developers, etc [1]. Software developers
can utilize the benefits of sentiment analysis to assist them in
their development and maintenance activities. They can be well
informed about whether a particular software, technology, or
tutorial is appropriate for their purposes. Sentiment Analysis
can distinguish feedback as being either positive or negative,
which helps in development decisions. The application of

sentiment analysis is to find Software professionals’ sentiments
and mindsets, and it can be approached in two different ways:
The first and most straightforward way is to sit down face
to face with the software developers, glean insights into their
mindset, and evaluate their mood and feelings. Unfortunately,
this is a very time-intensive and tedious process to incorporate.
So, the other approach is preferred. The other approach uses
sentiment analysis to discern the mood and feelings of software
developers, from the product reviews, feedback forms, commit
messages, etc. An effort is made to identify the positive and
negative sentiments of developers. So, we have worked to cre-
ate a predictive model leveraging natural language processing
techniques and machine learning algorithms, to predict and
detect the exhibited sentiments, moods, and feelings effectively
and efficiently. The datasets are obtained from user’s App
Reviews, and issues tracked and managed using JIRA, and
user’s comments and messages on the Stack Overflow platform
[1]. For the machine to better understand and analyze the
text to improve the predictive model’s performance, we must
represent words as vectors [2][3].

Word embedding techniques do this by representing words
as vectors in an n-dimensional space. This provides a numeric
representation to the words, which allows them to be used as
input to Machine Learning Models, and it also preserves its
syntactic and semantic integrity so that words that are used
similarly have similar vector representations. In this study,
we use six Word Embedding Techniques to vectorize the
textual data, which are Term Frequency and Inverse Document
Frequency (TF-IDF), Skip-Gram (SKG), Continuous Bag of
Words (CBOW), Global Vectors for Word Representations
(GLOVE), Fast Text (FST) and Google News Word to Vector
(GW2V) [3]. After applying the word embeddings, we obtain
a multitude of features for the data, many of which will be
ineffective in the predictive model. To obtain the subset of
important features that are to be used as input to the model,
we apply six Feature Selection Techniques, namely Principal
Components Analysis, Gain Ratio Attribute Eval, Classifier
Attribute Eval, Info Gain Attribute Eval, OneR Attribute Eval,
and Analysis of Variance (ANOVA) [4]. Analyzing the data
after applying the Feature Selection Techniques, it is clear
that the data suffer from the class imbalance problem, which
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occurs when the number of samples in each class is not the
same. If not corrected, this can negatively affect the predictive
performance of the model. So, the Synthetic Minority Over-
sampling Technique (SMOTE) and the Borderline Synthetic
Minority Oversampling Technique (Borderline-SMOTE) are
applied to balance the data. After we balance the data, we need
to compare and evaluate the performance of the different tech-
niques we have applied. To achieve this, we use eight different
deep learning classifiers, which are applied by varying the
number of Hidden Layers and Dropout Layers. The application
of Deep Learning Classifiers to the models developed using
different Word Embedding Techniques can help determine
the models that can accurately and effectively predict the
underlying sentiment in textual data, which can be convenient
for a broad scope of Software Development and Maintenance
activities. This study also aims to find the Word Embeddings,
Feature Selection, and Data Sampling Techniques that provide
the most optimal results.

The remainder of the paper is laid out as follows: Section 2
presents a literature review on software sentiment analysis
and various word embedding approaches. Section 3 describes
the experimental dataset collection as well as the various
machine learning algorithms used. The research methodology
is described in Section 4 using an architecture framework. In
Section 5, the results of the experiments, along with their
analysis, are presented. Section 6 shows a comparison of
models created using various word-embedding approaches,
sets of features, and machine learning models. Finally, Section
7 summarizes the information provided and offers directions
for further research.

II. RELATED WORK

There are many methods to acquire features from textual
data. Term Frequency and Inverse Document Frequency (TF-
IDF) have been used by Rajni Jindal et al. to obtain features
from defect descriptions. They’ve used a Radial Basis function
of the Neural Network to classify the defect reports. Based on
tangible evidence, they’ve established that the model predicted
high severity defects with significant accuracy and efficiency
[5]. Sari and Siahaan have also leveraged Term Frequency
and Inverse Document Frequency (TF-IDF) to extract features
from defect descriptions. They’ve applied the InfoGain Feature
Selection technique to obtain the set of relevant features.
They’ve built severities prediction models with the assistance
of Support Vector Machine to predict severity levels of defects
[6]. Sentiment Analysis of Software Engineering Tasks has
tremendous potential, but pre-trained models don’t accurately
predict sentiments in Software Engineering Tasks. Bin Lin et
al. applied Deep Learning techniques to an enormous dataset
consisting of 40k manually labeled sentences, which were
sourced from Stack Overflow. Despite determining all the text’s
sentiments, it resulted in low accuracy levels and, ultimately,
poor results. In a comparison between Stanford CoreNLP and
Stanford CoreNLP SO, it was determined that the Stanford
CoreNLP SO was a better influence on Sentiment Analysis
tools than the Stanford CoreNLP. Another conclusion reached
by Bin Lin et al. was that Sentiment Analysis tools that are
not specifically trained for Software Engineering data yield
disappointing results on Software Engineering datasets [1].

Biswas et al. used software domain-specific Word Embed-

ding learned from Stack Overflow in an attempt to improve
the performance of the predictive model. The impact on
the performance of Sentiment Analysis tools using Domain-
specific Word Embedding and Generic Word Embedding,
trained using Google news, were compared. The conclusion
reached was that the Generic Word Embedding was better
than the Domain-specific Word embedding. Biswas et al. also
found that oversampling or a combination of oversampling and
undersampling achieves a jump in performance in the handling
of compact Software Engineering datasets[2]. R Malhotra et al.
have attempted to develop Software Bug Classification (SBC)
models that can identify “low”, “moderate,” and “high” impact
levels on Software Bugs. The levels were indicated based on
Maintenance Effort (ME), Change Impact (CI), or a product
of both. The data is sourced from the changelogs in Google’s
GIT Repository. Data preprocessing is performed, and the SBC
models are developed using six classification techniques. The
study assessed three predictors, which were obtained from text
mining. After evaluation, it was found that the performance of
the combined SBC model showed higher accuracy than the ME
or CI SBC models. They also found that the accuracy of the
“high” category was superior to that of the other categories [7].

R Malhotra et al. have worked to find out if resampling
methods applied to software defect data improve performance.
They have used datasets sourced from the Defect Collection
and Reporting tool (DCRS) and performed data preprocessing
and applied three different resampling methods, and evaluated
their performance. The performance of the developed models
is evaluated using seven performance measures, accuracy,
precision, sensitivity, specificity, G-Mean, and AUC. They
have concluded that the application of resampling methods
to the maintainability prediction models can accurately predict
the minority class [5]. R Malhotra et al. have also attempted to
find the effects on the performance of Software Defect Predic-
tion Models after applying resampling techniques. They have
applied six oversampling and four undersampling methods to
rectify the class imbalance problem. Examining the evaluators,
which are: Sensitivity, GMean, Balance, and AUC values, it
was found that there was an evident improvement in the values
of the evaluators when data resampling methods were applied
to the Software Defect Prediction models [8].

Dr. Lov Kumar et al. have worked to automate the process
of determining the severity level of a defect in the software.
Defect descriptions in the form of text have been tokenized
using seven different word embedding techniques. The ob-
tained features are further pruned to achieve an optimal set
of relevant features using three different Feature Selection
techniques. These features, plagued by the Class Imbalance
Problem, have been rid of it by using the Synthetic Minority
Oversampling Technique (SMOTE). The performance of the
Word Embedding is evaluated using eleven different classifiers.
Dr. Lov Kumar et al. have successfully used Word Embed-
dings, Feature Selection, and Synthetic Minority Oversam-
pling Technique (SMOTE) to assemble a predictive model
capable of assigning a severity level to defect descriptions
[9]. SentiStrength-SE, which was proposed by Islam et al.,
achieved 73.85% precision and 85% recall. They call attention
to issues commonly faced by Sentiment Analysis Tools, some
of which are: Domain-specific meaning of words, Context-
sensitive variations in meanings of words, Difficulties in deal-
ing with negation, Sentimental words in copy-pasted content,
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Difficulty in dealing with irony and sarcasm, and Wrong
detection of proper nouns [3].

III. STUDY DESIGN

This section presents the details regarding various design
settings used for this research.

A. Experimental Dataset

The study uses three different experiential datasets to
validate our proposed framework. These datasets are used by
many software researchers for sentiment analysis [1][2]. The
primary objective is to explore different types of embedding,
feature selection, data sampling, and different variants of deep-
learning on these datasets to predict the sentiments of software
engineers. Figure 2 shows the number of positive and negative
sentiments for the considered datasets. From Figure 2, we
observed that the number of positive sentiments for stack
overflow is much higher than negative sentiments. The unequal
distribution of data leads to a class imbalance problem.
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Fig. 2: Data-Sets

B. Training of Models from Imbalanced Data Set:

After analysis of the data, it becomes quite evident that
the data is suffering from a class imbalance problem, i.e.,
the number of samples in each class is not the same. So, the
balancing of data is required to improve the predictive ability
of the developed Sentiment Analysis Models. We have per-
formed Synthetic Minority Oversampling Technique (SMOTE)
and Borderline Synthetic Minority Oversampling Technique
(Borderline-SMOTE) on each dataset to balance the data [10].

C. Word Embedding:

The textual data of the dataset is to be expressed as
vectors in relation to each other. Six different word embedding
techniques including Term Frequency and Inverse Document
Frequency (TF-IDF), Continuous Bag of Words (CBOW),
Skip-Gram (SKG), Global Vectors for Word Representation
(GLOVE), Google news Word to Vector (GW2V), fasttext
(FST) have been applied on the dataset. These techniques
were used to represent the textual data as a vector in an
n-dimensional space. We have also removed any and all
stopwords, bad symbols, and spaces before applying the word
embedding techniques. These will now be used to develop
models to determine the sentiment of Software Engineering
Tasks [9][2].

D. Feature Selection Techniques

The features vectors extracted from word-embedding are
used as an input, so, the performance also depends upon the
optimization of important features. To extract the important
features from the existing set of vectors, we have used six
different Feature Selection Techniques such as: Analysis of
Variance (ANOVA) is used to find feature having capability
to differentiate positive and negative sentiment, correlation
attribute evaluation (CORR_ATR) is used to remove highly
correlated features, Principal Components Analysis (PCA) is
used to find new value of uncorrelated features, Gain ratio,
information gain, and OneR are used to rank the features and
select best features for sentiment analysis [4][11].

E. Classification Technique:

In this study, we have used eight deep learning models,
which use K-Fold Cross-Validation with a k value of 5. We
have separated the data into training and testing data subsets.
An input layer with a number of neurons equal in quantity to
the number of features of the input data is present in every
single deep learning model. The models are all constituted of
Dense and Dropout layers. The Dense layer’s neurons receive
inputs from all the neurons present in the previous layer. The
Dropout layer’s neurons are randomly selected. The dropout
value used in this study is 0.2. The output layer has a single
neuron that corresponds to the binary classification of either
functional or non-functional requirements, and it uses a sig-
moid activation function, unlike the other layers, which use the

(1.1) DL1 (1.2) DL2 (1.3) DL3 (1.4) DL4

Fig. 1: Deep Learning Architecture
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Rectified Linear Activation function (ReLU) as the activation
function. Adam is the optimizer used to train the models, with
the loss function being the Binary Cross entropy. The number
of hidden layers is increased for the other four models. Figure
1 demonstrates the architectures of the models (DL1, DL2,
DL3, and DL4). The parameters used to validate the models
are: batch size = 30, Dropout = 0.2, and epochs = 100.

IV. RESEARCH METHODOLOGY

The pictorial representation of the proposed framework is
provided in Figure 3. We first extract the textual documents
from three different SE repositories, i.e., issue trackers, i.e.,
JIRA issue comments, Stack Overflow discussions contain
questions and answers and user reviews on mobile apps using
app stores so that their corresponding data may be analyzed.
After finding these textual documents, six different types
of word-embedding techniques have been used to represent
text documents as numerical vectors. Each embedding uses a
different way to represent words for text documents with a
real-valued vector. The values of these vectors are closer in
the vector space for similar words. Next, we have used two
different types of sampling techniques, such as: SMOTE and
BLSMOTE to handle the class imbalanced nature of datasets.
In the next step, we have applied different feature selection
techniques to select the best combination of relevant features.
The ANOVA test is used to remove insignificant features, PCA
is used to remove high correlation between features and find
new values of features, gain ratio, information gain, and OneR
is used to rank features and select the top best features, and
finally, correlation analysis is used to remove highly correlated
features. After finding the right sets of features, we have
used different variants of deep-learning techniques to train
software sentiment, and analysis models. The trained models
are validated with a 5-fold cross-validation method, and the
performance of these models is compared with the help of four
different performance parameters: accuracy, precision, recall,
and AUC.

V. EMPIRICAL RESULTS AND ANALYSIS

The primary objective of this work is to analyze the per-
formance of the developed software sentiment analysis models
using different variants of deep-learning, word-embedding
techniques, features selection techniques, and data sampling
techniques with the purpose of investigating how different
contexts can impact their effectiveness. The proposed models
are validated with three software-related datasets, namely
mobile app reviews, Stack Overflow discussions, and JIRA
issue comments. Finally, the predictive ability of these models
is evaluated using different performance parameters such as
accuracy, AUC, precision, and recall. AUC is considered the
primary parameter for the model’s performance because of
its capability to provide good findings in case of imbalanced
nature of data. Tables I and II show the performance of models
in terms of Precision, Recall, accuracy, and AUC for the
AppReview dataset using different variants of deep-learning
and feature selection techniques with original data and sampled
data. The results for other combinations are similar. The high
value of AUC (≥ 0.7) in Tables I and II suggested that the
proposed models have the capability to predict the current state
of sentiment analysis for software engineering. In the majority
of cases, the precision, recall, and AUC values are higher than
0.8. Also, the information present in Tables I and II suggest
that the models trained on sampled data have a better ability to
predict sentiment as compared to original data. Another finding
from Tables I and II is that the models trained on selected sets
of features have a high value of precision, recall, and AUC as
compared to all features.

VI. COMPARATIVE ANALYSIS

In this section, we have compared the performance of
different word embedding techniques, class balancing ap-
proaches, feature selection strategies, and deep-learning tech-
niques, which are used for developing sentiment prediction
models using Box-plot diagrams and descriptive statistics. We
have also performed the Friedman test to find statistical signifi-
cance differences between different techniques. The hypothesis
used to achieve our objective is mentioned below:
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INFO_GAIN
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Performance
Analysis

Data Set
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Fig. 3: Framework of proposed work
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TABLE I: AppReviews :Precision and Recall

Precision Recall
DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8 DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8

ORGDATA(OD)
TFIDF 0.85 0.84 0.84 0.84 0.85 0.83 0.83 0.84 0.90 0.87 0.85 0.87 0.87 0.87 0.88 0.88
CBOW 0.64 0.72 0.76 0.68 0.67 0.76 0.64 0.64 0.95 0.86 0.63 0.80 0.90 0.81 0.92 0.98
SKG 0.81 0.82 0.83 0.8 0.83 0.85 0.82 0.81 0.7 0.86 0.81 0.86 0.87 0.75 0.77 0.83
GLOVE 0.86 0.86 0.85 0.85 0.88 0.84 0.85 0.87 0.88 0.85 0.86 0.88 0.87 0.84 0.88 0.84
GW2V 0.84 0.83 0.85 0.85 0.87 0.85 0.86 0.85 0.87 0.88 0.87 0.89 0.79 0.86 0.88 0.85
FASTXT 0.74 0.77 0.77 0.76 0.73 0.73 0.73 0.76 0.73 0.68 0.73 0.69 0.82 0.72 0.66 0.69

ORGDATA(ANOVA)
TFIDF 0.87 0.87 0.86 0.87 0.87 0.84 0.87 0.84 0.89 0.91 0.91 0.91 0.88 0.92 0.89 0.91
CBOW 0.62 0.62 0.71 0.68 0.66 0.66 0.62 0.64 1.00 1.00 0.88 0.89 0.96 0.90 1.00 0.98
SKG 0.81 0.83 0.8 0.86 0.85 0.85 0.82 0.83 0.82 0.83 0.82 0.68 0.83 0.80 0.83 0.83
GLOVE 0.87 0.85 0.84 0.87 0.84 0.88 0.88 0.88 0.84 0.84 0.86 0.83 0.85 0.83 0.8 0.83
GW2V 0.89 0.86 0.87 0.86 0.89 0.87 0.84 0.87 0.86 0.89 0.88 0.85 0.88 0.87 0.87 0.88
FASTXT 0.74 0.76 0.76 0.76 0.76 0.75 0.76 0.75 0.84 0.86 0.77 0.82 0.80 0.80 0.75 0.72

ORGDATA(OneR_ATR)
TFIDF 0.82 0.82 0.83 0.83 0.78 0.73 0.72 0.62 0.93 0.93 0.93 0.94 0.97 0.97 0.97 1.00
CBOW 0.62 0.62 0.64 0.66 0.64 0.70 0.62 0.62 1.00 1.00 0.99 0.96 0.98 0.91 1.00 1.00
SKG 0.71 0.71 0.71 0.70 0.73 0.73 0.62 0.68 0.84 0.91 0.87 0.87 0.82 0.84 1.00 0.90
GLOVE 0.84 0.82 0.83 0.82 0.83 0.74 0.80 0.64 0.85 0.85 0.82 0.82 0.85 0.89 0.87 0.95
GW2V 0.85 0.86 0.85 0.83 0.83 0.7 0.82 0.79 0.83 0.84 0.84 0.86 0.87 0.91 0.84 0.87
FASTXT 0.63 0.69 0.71 0.69 0.68 0.67 0.63 0.64 0.88 0.82 0.81 0.78 0.77 0.83 0.99 0.81

SMOTE(OD)
TFIDF 0.87 0.92 0.90 0.92 0.92 0.90 0.92 0.91 0.94 0.94 0.93 0.94 0.94 0.94 0.93 0.94
CBOW 0.66 0.68 0.78 0.71 0.68 0.81 0.67 0.73 0.8 0.98 0.92 0.97 0.98 0.90 1.00 0.96
SKG 0.81 0.86 0.89 0.84 0.84 0.91 0.86 0.84 0.66 0.94 0.90 0.91 0.91 0.85 0.91 0.91
GLOVE 0.88 0.92 0.93 0.93 0.93 0.93 0.92 0.93 0.87 0.94 0.90 0.91 0.94 0.93 0.90 0.92
GW2V 0.94 0.95 0.93 0.92 0.93 0.94 0.93 0.94 0.96 0.94 0.95 0.92 0.95 0.95 0.95 0.95
FASTXT 0.79 0.77 0.81 0.75 0.77 0.78 0.73 0.77 0.87 0.87 0.85 0.90 0.89 0.90 0.92 0.85

SMOTE(ANOVA)
TFIDF 0.88 0.92 0.89 0.91 0.90 0.89 0.92 0.89 0.97 0.96 0.97 0.96 0.97 0.97 0.97 0.96
CBOW 0.67 0.67 0.68 0.67 0.67 0.67 0.67 0.68 1.00 1.00 0.94 1.00 1.00 0.99 1.00 0.95
SKG 0.78 0.85 0.90 0.85 0.85 0.88 0.82 0.87 0.95 0.90 0.88 0.92 0.91 0.90 0.92 0.90
GLOVE 0.87 0.93 0.93 0.93 0.92 0.93 0.92 0.94 0.94 0.94 0.93 0.92 0.92 0.92 0.95 0.94
GW2V 0.92 0.92 0.93 0.93 0.92 0.94 0.93 0.94 0.96 0.95 0.96 0.95 0.95 0.95 0.93 0.96
FASTXT 0.79 0.78 0.81 0.78 0.80 0.83 0.83 0.84 0.84 0.92 0.87 0.92 0.91 0.88 0.89 0.87

SMOTE(OneR_ATR)
TFIDF 0.83 0.84 0.85 0.83 0.83 0.73 0.77 0.72 0.94 0.96 0.95 0.94 0.94 0.97 0.96 0.97
CBOW 0.67 0.67 0.68 0.69 0.73 0.67 0.67 0.68 1.00 0.99 0.95 0.97 0.95 1.00 1.00 0.96
SKG 0.70 0.70 0.71 0.70 0.68 0.69 0.67 0.68 0.97 0.98 0.95 0.97 0.98 0.98 1.00 0.93
GLOVE 0.80 0.79 0.83 0.83 0.79 0.71 0.7 0.72 0.89 0.90 0.86 0.89 0.90 0.95 0.99 0.97
GW2V 0.78 0.79 0.79 0.80 0.80 0.83 0.79 0.74 0.88 0.88 0.86 0.90 0.90 0.88 0.88 0.90
FASTXT 0.68 0.71 0.74 0.72 0.69 0.75 0.67 0.73 0.98 0.97 0.87 0.95 0.98 0.87 0.99 0.90

BLSMOTE(OD)
TFIDF 0.89 0.92 0.92 0.94 0.93 0.92 0.93 0.92 0.92 0.92 0.91 0.93 0.93 0.9 0.94 0.92
CBOW 0.66 0.67 0.80 0.73 0.67 0.76 0.67 0.76 0.8 0.99 0.92 0.96 1.00 0.93 1.00 0.95
SKG 0.79 0.80 0.87 0.83 0.87 0.88 0.82 0.86 0.75 0.94 0.92 0.91 0.84 0.90 0.84 0.90
GLOVE 0.9 0.93 0.92 0.93 0.93 0.93 0.91 0.92 0.93 0.93 0.92 0.94 0.92 0.93 0.94 0.93
GW2V 0.95 0.95 0.95 0.89 0.96 0.95 0.87 0.95 0.95 0.94 0.95 0.95 0.94 0.94 0.95 0.94
FASTXT 0.77 0.74 0.76 0.72 0.73 0.75 0.69 0.73 0.87 0.90 0.85 0.84 0.83 0.84 0.91 0.87

BLSMOTE(ANOVA)
TFIDF 0.87 0.92 0.89 0.91 0.91 0.89 0.91 0.90 0.94 0.95 0.95 0.95 0.95 0.95 0.95 0.96
CBOW 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.69 1.00 1.00 0.95 1.00 1.00 0.98 1.00 0.98
SKG 0.74 0.83 0.89 0.83 0.79 0.85 0.83 0.90 0.97 0.90 0.90 0.89 0.92 0.91 0.88 0.87
GLOVE 0.87 0.93 0.95 0.95 0.93 0.95 0.92 0.92 0.94 0.94 0.92 0.93 0.92 0.91 0.94 0.93
GW2V 0.94 0.95 0.95 0.94 0.94 0.96 0.93 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.96 0.95
FASTXT 0.74 0.74 0.83 0.78 0.77 0.86 0.73 0.81 0.90 0.92 0.83 0.85 0.91 0.78 0.94 0.86

BLSMOTE(OneR_ATR)
TFIDF 0.80 0.81 0.79 0.81 0.81 0.75 0.76 0.73 0.94 0.95 0.95 0.95 0.95 0.97 0.98 0.98
CBOW 0.67 0.67 0.73 0.70 0.67 0.68 0.67 0.67 1.00 0.99 0.94 0.97 1.00 0.99 1.00 0.99
SKG 0.70 0.69 0.69 0.68 0.69 0.69 0.67 0.68 0.95 0.97 0.95 0.97 0.95 0.97 1.00 0.98
GLOVE 0.77 0.75 0.80 0.76 0.74 0.70 0.69 0.75 0.92 0.96 0.9 0.95 0.97 0.95 0.98 0.91
GW2V 0.74 0.76 0.75 0.78 0.76 0.78 0.73 0.77 0.89 0.88 0.89 0.90 0.90 0.90 0.94 0.87
FASTXT 0.67 0.67 0.70 0.70 0.67 0.69 0.67 0.68 0.98 0.98 0.95 0.94 0.99 0.96 0.99 0.98

• Word-Embedding Techniques: Null Hypothesis:
There is no significant difference between the models
trained by using features extracted by different em-
bedding techniques.

• Feature Selection Techniques: Null Hypothesis:
There is no significant difference between the mod-
els trained by using selected sets of features using

different feature selection techniques and all features.

• Data Sampling Techniques: Null Hypothesis: There
is no significant difference between the models trained
on sampled data and original data.

• Deep-Learning Techniques: Null Hypothesis: There
is no significant difference between the models trained
using different variants of deep-learning techniques.
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TABLE II: AppReviews: Accuracy and AUC

Accuracy AUC
DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8 DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8

ORGDATA(OD)
TFIDF 83.87 81.52 80.65 82.11 82.11 80.94 81.82 82.4 0.89 0.85 0.85 0.85 0.84 0.83 0.84 0.82
CBOW 64.22 70.67 64.81 64.52 65.69 72.43 62.46 64.52 0.63 0.7 0.73 0.69 0.71 0.78 0.64 0.67
SKG 71.55 79.77 77.42 77.71 80.65 76.54 75.07 77.13 0.81 0.87 0.85 0.85 0.88 0.86 0.83 0.86
GLOVE 83.58 81.82 82.11 82.7 84.16 80.65 83.28 82.4 0.91 0.9 0.89 0.9 0.91 0.89 0.9 0.89
GW2V 81.82 81.52 82.7 83.58 79.77 82.4 83.28 81.52 0.91 0.91 0.89 0.91 0.9 0.87 0.91 0.87
FASTXT 67.45 67.45 69.21 67.16 69.5 66.28 63.64 66.86 0.76 0.77 0.75 0.75 0.74 0.74 0.71 0.77

ORGDATA(ANOVA)
TFIDF 84.46 86.22 85.63 85.92 84.75 84.75 85.04 84.16 0.91 0.9 0.87 0.89 0.88 0.85 0.88 0.85
CBOW 61.88 62.46 70.38 67.74 67.45 64.52 62.17 64.52 0.59 0.75 0.73 0.74 0.74 0.65 0.69 0.52
SKG 77.13 78.59 75.95 73.61 80.35 78.59 78.01 78.59 0.84 0.86 0.84 0.85 0.85 0.86 0.84 0.85
GLOVE 82.4 81.23 81.52 81.82 80.35 82.7 80.65 82.4 0.89 0.88 0.88 0.88 0.88 0.89 0.88 0.88
GW2V 84.46 84.16 84.16 81.82 85.92 84.16 81.52 84.46 0.92 0.92 0.9 0.91 0.92 0.9 0.9 0.89
FASTXT 71.85 75.07 70.97 72.73 71.85 71.55 70.09 67.74 0.73 0.82 0.78 0.79 0.79 0.77 0.78 0.75

ORGDATA(OneR_ATR)
TFIDF 83.58 83.58 84.16 84.75 80.94 76.25 75.07 61.88 0.85 0.84 0.83 0.84 0.81 0.77 0.76 0.47
CBOW 61.88 61.58 64.81 67.45 64.22 70.38 61.88 61.88 0.68 0.79 0.71 0.78 0.77 0.78 0.75 0.48
SKG 68.92 71.26 69.5 68.62 70.38 70.97 61.88 67.45 0.74 0.75 0.72 0.71 0.73 0.76 0.6 0.67
GLOVE 80.65 79.47 78.59 78.01 79.77 73.61 78.3 64.52 0.88 0.88 0.86 0.88 0.85 0.77 0.85 0.55
GW2V 80.65 81.52 80.65 80.65 80.65 70.67 78.3 77.71 0.88 0.88 0.86 0.87 0.87 0.75 0.85 0.85
FASTXT 61 65.98 68.04 64.52 63.64 63.93 63.64 59.53 0.64 0.71 0.71 0.69 0.69 0.64 0.69 0.54

SMOTE(OD)
TFIDF 86.2 90.14 88.17 90.14 90.86 89.25 90.14 89.43 0.92 0.92 0.89 0.92 0.91 0.9 0.92 0.9
CBOW 58.96 68.28 77.6 71.68 67.74 79.21 66.67 73.66 0.62 0.74 0.79 0.82 0.74 0.81 0.66 0.81
SKG 66.67 85.3 85.66 82.62 82.62 84.41 83.69 82.26 0.77 0.9 0.91 0.87 0.88 0.91 0.89 0.86
GLOVE 83.51 90.68 89.25 89.43 91.4 90.86 87.81 90.14 0.9 0.94 0.95 0.94 0.96 0.93 0.94 0.93
GW2V 92.83 92.47 91.94 89.96 91.58 92.47 92.11 92.29 0.97 0.97 0.95 0.95 0.94 0.94 0.94 0.94
FASTXT 75.81 74.01 76.52 73.12 74.55 76.34 72.4 73.3 0.81 0.77 0.82 0.76 0.77 0.79 0.73 0.78

SMOTE(ANOVA)
TFIDF 88.53 91.22 90.14 91.04 91.04 90.5 92.11 88.89 0.92 0.94 0.91 0.94 0.94 0.91 0.94 0.9
CBOW 66.67 66.67 67.03 66.67 66.67 66.31 66.67 67.38 0.57 0.65 0.68 0.68 0.7 0.57 0.67 0.59
SKG 78.49 82.8 85.13 83.69 82.97 85.66 81.36 84.77 0.84 0.88 0.92 0.88 0.88 0.9 0.86 0.9
GLOVE 86.38 91.4 90.86 90.14 89.07 90.68 91.22 92.11 0.92 0.95 0.95 0.94 0.94 0.95 0.96 0.95
GW2V 91.94 91.58 92.65 92.29 91.76 92.83 90.86 93.01 0.97 0.97 0.96 0.97 0.96 0.97 0.96 0.94
FASTXT 73.84 77.42 77.96 77.06 78.32 79.39 80.29 80.11 0.73 0.79 0.83 0.81 0.81 0.81 0.82 0.83

SMOTE(OneR_ATR)
TFIDF 82.8 84.95 84.95 83.69 83.15 74.01 78.67 72.76 0.83 0.82 0.84 0.83 0.82 0.7 0.79 0.69
CBOW 66.67 66.67 67.03 68.28 72.94 66.67 66.67 66.85 0.49 0.63 0.75 0.78 0.78 0.49 0.4 0.5
SKG 70.07 70.43 70.79 69.89 67.74 69.89 66.67 65.77 0.69 0.71 0.7 0.71 0.71 0.61 0.69 0.55
GLOVE 77.42 77.6 78.49 80.29 77.42 70.43 70.43 73.48 0.83 0.83 0.84 0.85 0.83 0.62 0.59 0.69
GW2V 75.63 76.16 75.81 78.49 78.67 79.57 76.52 72.4 0.81 0.83 0.81 0.83 0.83 0.84 0.82 0.74
FASTXT 68.1 70.97 71.15 72.58 69.71 72.22 67.2 70.97 0.64 0.7 0.71 0.72 0.67 0.72 0.69 0.69

BLSMOTE(OD)
TFIDF 87.28 89.78 88.17 91.22 90.86 88.53 91.22 89.25 0.92 0.92 0.91 0.93 0.93 0.91 0.92 0.91
CBOW 58.6 67.56 79.21 73.12 67.03 75.45 66.67 76.52 0.6 0.72 0.82 0.77 0.71 0.77 0.54 0.8
SKG 70.07 80.65 85.3 81.9 81.54 84.95 76.7 83.69 0.78 0.9 0.91 0.88 0.88 0.9 0.86 0.89
GLOVE 87.99 90.68 89.25 91.22 90.14 90.5 89.78 89.96 0.93 0.94 0.93 0.94 0.95 0.94 0.92 0.93
GW2V 93.55 92.83 93.55 89.25 93.01 92.65 87.28 92.83 0.97 0.97 0.97 0.94 0.97 0.96 0.92 0.95
FASTXT 73.84 71.51 72.4 67.74 68.64 70.79 67.03 70.25 0.77 0.74 0.75 0.73 0.71 0.74 0.69 0.74

BLSMOTE(ANOVA)
TFIDF 86.92 91.22 89.25 90.68 90.86 89.25 91.04 90.14 0.91 0.93 0.9 0.93 0.92 0.89 0.92 0.91
CBOW 66.67 66.49 66.31 66.85 66.67 67.03 66.67 69 0.58 0.67 0.67 0.68 0.64 0.56 0.65 0.66
SKG 75.63 81.36 86.02 80.65 78.49 83.87 79.93 84.59 0.84 0.88 0.91 0.88 0.87 0.89 0.85 0.91
GLOVE 86.92 90.86 91.04 92.47 90.5 90.68 90.86 89.78 0.93 0.95 0.94 0.95 0.94 0.93 0.94 0.94
GW2V 92.47 93.19 93.73 92.47 92.65 93.91 92.83 93.55 0.97 0.97 0.97 0.96 0.96 0.97 0.97 0.95
FASTXT 72.22 73.3 77.6 74.55 76.16 76.88 73.12 77.06 0.73 0.8 0.83 0.81 0.79 0.82 0.8 0.81

BLSMOTE(OneR_ATR)
TFIDF 80.65 82.26 79.75 82.08 81.72 76.7 78.32 74.37 0.75 0.75 0.75 0.76 0.76 0.72 0.76 0.63
CBOW 66.67 66.31 73.12 70.25 66.67 68.82 66.67 67.38 0.53 0.64 0.71 0.75 0.72 0.53 0.58 0.54
SKG 69.18 69 68.64 67.74 68.82 68.82 66.67 67.56 0.64 0.64 0.65 0.62 0.71 0.63 0.56 0.55
GLOVE 76.7 75.63 78.67 76.88 75.27 69 69.35 73.84 0.79 0.79 0.8 0.82 0.8 0.6 0.74 0.74
GW2V 71.86 74.01 72.94 75.99 74.73 76.34 73.12 74.19 0.78 0.79 0.78 0.8 0.8 0.8 0.77 0.77
FASTXT 67.2 66.67 70.07 68.64 66.49 68.28 66.49 68.28 0.58 0.66 0.67 0.66 0.67 0.57 0.58 0.51

A. Word-Embedding

In this work, six different types of word embedding ap-
proaches such as TFIDF, CBOW, GLOVE, GW2V, SKG, and
FASTXT have been used to find the numerical vectors of
software text comments. To find the best embedding approach,
we exploited performance evaluators- Accuracy, Precision,
AUC, and Recall, which are computed for models trained

by taking the above embedding techniques as input and
trained using different variants of deep-learning with 5-fold
cross-validation techniques on sampled as well as original
data. Figure 4 visually depicts the model’s ability to predict
sentiments using different word-embedding techniques, and
Table III depicts descriptive statistics of different embedding in
terms of accuracy, AUC, precision, and Recall. From Figure
4, it is visible that the models trained by taking numerical
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Fig. 4: Performance Box-Plot Diagram: Performance of Different Word Embedding

vectors computed using google word to vector (GW2V) have
better capability to predict sentiment as compared to other
embeddings. The models trained using GW2V achieved 0.86
average AUC, 0.89 average Recall, 0.85 average precision,
and 84.03 average accuracy. Similarly, From Table III, we
observed that the models trained using CBOW have the worst
performance with 0.60 average AUC, 0.78 average Recall, 0.66
average precision, and 67.49 average accuracy.

TABLE III: Descriptive Statistics: Different Word Embedding

Min Max Mean Q2 Q1 Q3
Accuracy

TFIDF 47.72 95.83 80.39 83.51 71.58 88.20
CBOW 11.87 88.13 67.49 66.67 65.73 69.05
SKG 46.86 92.66 75.30 72.22 66.67 85.26
GLOVE 45.60 96.62 81.46 82.70 72.63 89.71
GW2V 63.29 98.11 84.03 85.02 76.92 90.38
FASTXT 58.06 89.78 74.66 71.96 68.00 82.59

Precision
TFIDF 0.00 1.00 0.82 0.84 0.72 0.93
CBOW 0.00 1.00 0.66 0.67 0.64 0.72
SKG 0.00 0.98 0.77 0.75 0.67 0.88
GLOVE 0.00 0.99 0.82 0.85 0.74 0.90
GW2V 0.61 0.99 0.85 0.86 0.80 0.91
FASTXT 0.57 0.94 0.76 0.74 0.69 0.84

Recall
TFIDF 0.00 1.00 0.87 0.94 0.82 0.98
CBOW 0.00 1.00 0.78 0.99 0.59 1.00
SKG 0.00 1.00 0.87 0.93 0.78 1.00
GLOVE 0.00 1.00 0.89 0.92 0.87 0.96
GW2V 0.43 1.00 0.89 0.90 0.87 0.95
FASTXT 0.22 1.00 0.84 0.89 0.73 0.96

AUC
TFIDF 0.43 0.98 0.78 0.80 0.65 0.89
CBOW 0.40 0.91 0.60 0.56 0.50 0.70
SKG 0.43 0.97 0.70 0.70 0.55 0.86
GLOVE 0.43 0.99 0.82 0.83 0.73 0.95
GW2V 0.52 1.00 0.86 0.87 0.80 0.96
FASTXT 0.45 0.96 0.74 0.73 0.66 0.83

Table IV shows the mean ranks using the Freidman test for
the various word embedding techniques. We have evaluated

the considered null hypothesis at 0.05 with five degrees of
freedom on four different performance parameters such as
accuracy, recall, precision, and AUC. The lower value of
mean rank represents the best word-embedding techniques
for sentiment analysis of software engineering comments.
According to information present in Table IV, the models
trained using different embedding techniques are significantly
different. Similarly, according to information present in Table
IV, the models trained using GW2V have a lower mean rank,
i.e., 1.91 for accuracy, 1.92 precision, 3.61 recall, and 1.37
AUC representing that the developed models have better pre-
diction capability as compared to other embedding techniques.

B. Feature Selection

In this work, six different types of features selection
techniques: significant features calculation using ANOVA
test, un-correlated sets of features using PCA, best sets
of features using the gain ratio(GAIN_RAT), information
gain(INFO_GAIN), oneR attribute evaluation (OneR_ATR),
correlation attribute selection (CORR_ATR) have been used
to find the best combination of relevant features for software
engineering sentiment analysis. We exploited performance
evaluators- Accuracy, Precision, AUC, and Recall to find the
best feature selection technique that gives us the best sets of
features for models trained using different variants of deep-
learning with 5-fold cross-validation techniques on sampled
as well as original data. Figure 5 visually depicts the model’s
ability to predict sentiments using different feature selection
techniques and Table V depicts descriptive statistics of differ-
ent feature selection techniques in terms of accuracy, AUC,
precision, and Recall. From Figure 4, it is quite evident that
the models trained by taking significant sets of features using
the ANOVA test have better capability to predict sentiment as
compared to other feature selection techniques. The models
trained using ANOVA features achieved 0.85 average AUC,
0.88 average recall, 0.84 average precision, and 83.21 average
accuracy. Similarly, From Table V, we observed that the
models trained using features selection from OneR_ATR have
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TABLE IV: Friedman test : Mean Rank

Accuracy AUC Precision Recall
DL

DL1 4.69 4.48 4.60 4.80
DL2 3.83 3.20 4.03 4.27
DL3 3.49 3.15 3.39 5.17
DL4 3.46 3.07 3.68 4.69
DL5 4.12 3.70 4.32 4.04
DL6 5.01 5.62 4.79 4.78
DL7 5.62 6.03 5.67 3.65
DL8 5.78 6.75 5.51 4.60

P≤0.05 P≤0.05 P≤0.05 P≤0.05
Word-Embedding

TFIDF 2.74 3.25 2.43 3.52
CBOW 5.27 5.58 5.39 3.07
SKG 4.17 4.49 4.16 3.15
GLOVE 2.60 2.23 2.74 3.46
GW2V 1.91 1.37 1.92 3.61
FASTXT 4.32 4.07 4.37 4.19

P≤0.05 P≤0.05 P≤0.05 P≤0.05
Feature Sets

OD 2.44 2.09 2.39 4.02
ANOVA 2.27 1.72 2.21 3.77
PCA 4.49 4.72 4.74 3.59
GAIN_RAT 4.83 4.93 4.80 4.10
INFO_GAIN 4.56 4.46 4.48 4.15
OneR_ATR 4.91 5.35 4.90 4.10
CORR_ATR 4.50 4.73 4.48 4.28

P≤0.05 P≤0.05 P≤0.05 P≤0.05
OD and SMOTE

ORGDATA 1.69 2.28 1.83 2.34
SMOTE 2.02 1.73 1.88 1.87
BLSMOTE 2.29 1.98 2.29 1.79

P≤0.05 P≤0.05 P≤0.05 P≤0.05

the worst performance with 0.70 average AUC, 0.84 average
Recall, 0.75 average precision, and 74.39 average accuracy.
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Fig. 5: Performance Box-Plot Diagram: Performance of Dif-
ferent Sets of Features

Table IV shows the mean ranks using the Freidman test for
the various feature selection techniques. We have evaluated the
considered null hypothesis at 0.05 with six degrees of freedom
on four different performance parameters such as accuracy,
recall, precision, and AUC. According to information present
in Table IV, the models trained using different feature selection
techniques are significantly different. Similarly, information

TABLE V: Descriptive Statistics: Different Sets of Features

Min Max Mean Q2 Q1 Q3
Accuracy

OD 48.66 98.11 83.40 87.24 74.69 91.96
ANOVA 11.87 97.64 83.21 86.80 78.16 92.17
PCA 48.43 94.60 74.83 73.67 66.67 84.63
GAIN_RAT 48.11 90.93 74.51 72.91 66.67 82.54
INFO_GAIN 46.54 90.28 75.08 72.85 67.62 84.16
OneR_ATR 47.25 91.36 74.39 72.10 67.14 83.61
CORR_ATR 45.60 90.50 75.12 73.05 67.37 85.06

Precision
OD 0.37 0.99 0.85 0.88 0.79 0.93
ANOVA 0.00 0.99 0.84 0.88 0.80 0.93
PCA 0.00 1.00 0.75 0.74 0.67 0.88
GAIN_RAT 0.00 0.98 0.76 0.75 0.67 0.85
INFO_GAIN 0.00 1.00 0.76 0.75 0.68 0.87
OneR_ATR 0.00 0.98 0.75 0.73 0.67 0.86
CORR_ATR 0.00 1.00 0.76 0.75 0.68 0.86

Recall
OD 0.01 1.00 0.88 0.92 0.86 0.96
ANOVA 0.00 1.00 0.88 0.92 0.87 0.96
PCA 0.00 1.00 0.86 0.93 0.84 1.00
GAIN_RAT 0.00 1.00 0.84 0.91 0.76 1.00
INFO_GAIN 0.00 1.00 0.85 0.92 0.78 0.99
OneR_ATR 0.00 1.00 0.84 0.93 0.78 0.99
CORR_ATR 0.00 1.00 0.84 0.91 0.78 0.99

AUC
OD 0.47 1.00 0.83 0.91 0.74 0.96
ANOVA 0.44 1.00 0.85 0.90 0.78 0.96
PCA 0.43 0.98 0.71 0.71 0.55 0.85
GAIN_RAT 0.43 0.96 0.71 0.73 0.59 0.82
INFO_GAIN 0.43 0.96 0.73 0.74 0.63 0.83
OneR_ATR 0.40 0.96 0.70 0.71 0.58 0.83
CORR_ATR 0.43 0.96 0.72 0.72 0.61 0.83

present in Table IV shows that the models trained by taking
selected significant features using ANOVA as an input have a
lower mean rank, i.e., 2.27 for accuracy, 2.21 precision, 3.77
recall, and 1.72 AUC, represent that the developed models
have better prediction capability as compared to other features
selection techniques.

C. Classification Techniques

The sentiment prediction models for software engineering
comments are trained using different variants of deep-learning
techniques with a 5-fold cross-validation approach. These
trained models’ capability is compared using performance
parameters such as accuracy, precision, recall, and AUC. Fig-
ure 6 depicts the box-plot diagrams of different performance
parameters for the models trained using different variants of
deep learning. Table VI shows the descriptive statistics in terms
of Mean, Median, Min, Max, Q1, and Q3 for different deep-
learning techniques. It can be seen from Figure 6 and Table
VI that the models trained using DL2, DL3, DL4, and DL5
have similar average values of AUC, i.e., 0.78. Similarly, the
DL8 classifier produces models with a minimum average AUC
of 0.67.

In this paper, we have also compared the effectiveness of
different variants of deep learning using the Friedman test
with a significance level of 0.05 and six degrees of freedom
on four different performance parameters such as accuracy,
recall, precision, and AUC. Table IV shows the mean ranks
using the Freidman test for different variants of deep learning.
According to the results of the Friedman test, we observed
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Fig. 6: Performance Box-Plot Diagram: Different Variants of Deep Learning

TABLE VI: Descriptive Statistics: Different Variants of DL

Min Max Mean Q2 Q1 Q3
Accuracy

DL1 49.61 98.11 77.97 78.81 68.09 87.93
DL2 49.29 97.88 78.96 79.53 68.79 88.09
DL3 48.82 97.64 79.19 79.62 70.07 88.07
DL4 49.21 97.17 79.07 79.66 69.89 88.09
DL5 48.66 98.11 78.69 79.32 68.40 88.09
DL6 11.87 97.64 75.30 73.82 67.00 86.07
DL7 11.87 97.25 75.41 74.37 66.67 87.28
DL8 11.87 97.41 73.15 70.25 66.67 84.77

Precision
DL1 0.00 1.00 0.79 0.81 0.69 0.88
DL2 0.40 0.99 0.80 0.82 0.70 0.88
DL3 0.48 0.99 0.81 0.83 0.73 0.88
DL4 0.49 1.00 0.81 0.82 0.72 0.88
DL5 0.00 0.99 0.80 0.82 0.69 0.88
DL6 0.00 0.98 0.76 0.75 0.67 0.88
DL7 0.00 0.99 0.76 0.75 0.67 0.88
DL8 0.00 1.00 0.73 0.71 0.67 0.88

Recall
DL1 0.00 1.00 0.86 0.91 0.83 0.98
DL2 0.01 1.00 0.88 0.93 0.85 0.99
DL3 0.01 1.00 0.86 0.90 0.83 0.96
DL4 0.00 1.00 0.87 0.91 0.83 0.97
DL5 0.00 1.00 0.88 0.92 0.84 0.99
DL6 0.00 1.00 0.83 0.92 0.78 0.98
DL7 0.00 1.00 0.85 0.95 0.82 1.00
DL8 0.00 1.00 0.81 0.93 0.75 0.99

AUC
DL1 0.43 1.00 0.76 0.78 0.63 0.90
DL2 0.43 1.00 0.78 0.80 0.68 0.90
DL3 0.44 1.00 0.78 0.80 0.69 0.90
DL4 0.44 1.00 0.78 0.80 0.69 0.90
DL5 0.43 0.99 0.78 0.80 0.68 0.89
DL6 0.43 0.99 0.72 0.71 0.59 0.85
DL7 0.40 1.00 0.73 0.74 0.58 0.86
DL8 0.43 0.99 0.67 0.63 0.51 0.80

that the performance of software sentiment prediction models
significantly depends on the architecture of the deep-learning

models. Similarly, the models trained using DL4 have better
capability to predict sentiment as compared to other deep-
learning techniques.

D. SMOTE

In this study, we have used two different variants of
SMOTE techniques to handle the class imbalance nature of
data. We have used box-plot and descriptive statistics of
performance parameters to find the impact of data sampling
techniques on sentiment analysis for software engineering
comments. Figure 7 presents a visual representation of the
predictive capability of models trained on a balanced dataset
versus models learned on an imbalanced dataset. Table VII
shows the descriptive statistics in terms of min, max, Mean,
Median, Q1, and Q3 for models trained on sampled data
and original data. From Figure 7, and Table VI, it can be
seen that the models trained on sampled data have better
performance as compared to the original data. The trained
prediction models on sampled data have 0.76 average AUC,
0.88 average recall, 0.78 average precision, and 76 average
accuracies. While, models trained on original data have 0.73
average AUC, 0.81 average recall, 0.82 average precision, and
81.51 average accuracy.

In this paper, the Friedman test with a significance level of
0.05 and two degrees of freedom has been considered to find
the significant impact of sampling techniques on model per-
formance. Table IV shows the mean ranks using the Freidman
test for SMOTE, BLSMOTE, and original data. The smaller
value of P represents that the models trained on sampled data
have significant improvement in performance as compared to
the original data. Similarly, the models trained on SMOTE
sampled data have better capability to predict sentiments as
compared to BLSMOTE and original data.
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Fig. 7: Performance Box-Plot Diagram: Performance of Orig-
inal Data and SMOTE

TABLE VII: Descriptive Statistics: OD and SMOTE

Min Max Mean Q2 Q1 Q3
Accuracy

ORGDATA 11.87 95.57 81.51 85.86 76.24 88.13
SMOTE 33.33 97.25 76.00 73.99 66.81 85.09
BLSMOTE 33.33 98.11 74.16 71.01 66.67 82.43

Precision
ORGDATA 0.00 1.00 0.82 0.88 0.80 0.88
SMOTE 0.00 0.99 0.78 0.76 0.67 0.89
BLSMOTE 0.00 0.99 0.75 0.73 0.67 0.83

Recall
ORGDATA 0.00 1.00 0.81 0.89 0.76 1.00
SMOTE 0.00 1.00 0.88 0.92 0.86 0.97
BLSMOTE 0.00 1.00 0.87 0.93 0.86 0.98

AUC
ORGDATA 0.43 0.99 0.73 0.75 0.59 0.87
SMOTE 0.40 1.00 0.76 0.79 0.64 0.90
BLSMOTE 0.44 1.00 0.75 0.76 0.64 0.88

VII. CONCLUSION

Sentiment analysis prediction models for software engi-
neers help in various engineering tasks like analyzing devel-
opers’ sentiments, evaluating app reviews, users’ sentiments
of software products, etc. The work presented in this pa-
per is a successful effort in the direction of development
of software sentiment models by using different variants of
embedding techniques, different methods to find important
features, different methods to handle the imbalanced nature
of the dataset, and finally, different variants of deep-learning
for model development. The performance of the developed
models is computed and compared using accuracy, precision,
AUC, and recall. We have also applied the Friedman test
to statistically examine the performance of models developed
using a different combination of features. The major findings

are summarized as follows:

• The high value of AUC for the trained models con-
firms the capability of the models to predict sentiment
based on text comments.

• The use of sampling techniques like SMOTE and
BLSMOTE significantly helps in improving the per-
formance of software sentiment prediction models.

• The models trained by using selected sets of features
using ANOVA achieved better performance as com-
pared to other techniques.

• The deep learning with one dropout layer and two hid-
den layers achieved better performance as compared
to other combinations.
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Abstract4Among the Agile methods,  Scrum and Kanban

are widely used in software development and they are consid-

ered the two most effective ones influencing the direct results

of projects. Despite the importance of knowing their relative

strengths and advantages and integrating them to achieve bet-

ter results than individual use, none of the secondary studies

provide extensive  knowledge on the topic.  In  this  paper,  we

performed a Systematic Literature Review (SLR) study to in-

vestigate the characteristics of the empirical studies which in-

volve Scrum and Kanban by comparing or integrating them.

Our final set includes 38 studies posing primary information

on the advantages of each method over another one, the prop-

erties  including artifacts,  roles,  and events  from Scrum and

Kanban in combining them in a hybrid way, and the properties

of transitions from one to another such as transition directions

(Scrum to Kanban, Kanban to Scrum or Scrum/Kanban to Hy-

brid), transition years, and transition reasons. The outputs can

be interesting for both industry and researchers. For example,

nearly all of the transitioning organizations are moving from

Scrum to Kanban or to hybrid method. Among the reasons for

the transitions, the problems experienced with Scrum are re-

markable. In comparison, Kanban stands out clearly in a posi-

tive way. Almost all of the teams combining both use flow in-

stead of a sprint.

Index Terms4Agile, software development, systematic lit-

erature review, SLR, agility, project management.

I. INTRODUCTION

T IS a fact that due to the evolutionary nature of software
development, changing market needs, and evolving tech-

nology  [1],  software  projects  inevitably  change  in  many
aspects  including  requirements,  circumstances,  and  stake-
holders [2], which require agility in complex domains. Based
on this natural need for agility, people have invented varying
agile approaches and methods to meet the need to be compat-
ible in the market, have shorter development cycles, fewer
costs, and have the ability to move and change quickly [3, 4].
Among the agile methods, Scrum and Kanban are common
in the software industry [5] and they are considered the two
effective agile methods that handle and manage the progress
of software development [4, 6, 7].

I

Deciding on a development approach is one of the critical
factors influencing the direct  results of projects [8].  There
has already been a debate for years about  which of  these
methods  (Scrum and Kanban)  are  preferred  [7,  9].  These
cases call for a proper and deep understanding of possible

methods, recognizing their strengths and weaknesses, limita-
tions, relative advantages compared to others, context con-
straints, and so on. For instance, Scrum has limitations di-
rectly  affecting  application  results,  such  as  lack  of  work
visibility,  local  optimization,  large-scale  implementations,
and changing task priorities  [10,  11,  12].  Similarly,  as all
other  methods  do,  Kanban  has  some  problems  and  chal-
lenges as well [13, 14]. Considering the individual limita-
tions and challenges of  each method,  there  are  also some
views that blending more than one method will yield better
results than individual use. For instance, there are views that
the limitations in Scrum can be mitigated by using Kanban
alongside Scrum and they can complement each other [9, 15,
16, 17].

Some literature review studies have revealed the state of
Scrum and  Kanban  separately.  Despite  the  importance  of
knowing Agile methods closely, comparing them with each
other, and using them together as a possible next step, none
of the secondary studies provide extensive knowledge on the
topic of comparing and/or integrating Scrum and Kanban to
structure information available in the literature and highlight
the opportunities for further research and practice.

In this paper, we performed a comprehensive literature
review study to investigate the characteristics of the empiri-
cal studies which involve Scrum and Kanban by comparing
or integrating them. We used a systematic literature review
(SLR)  as  a  research  methodology  which  is  a  common
method to conduct a literature review study. We manually
searched for the studies published until March 2022 in the
electronic  digital  libraries  of  scientific  literature  listed  in
Table I, and reached and deeply investigated 38 sources that
compared or used Scrum and Kanban together.

The  remainder  of  this  paper  is  organized  as  follows.
Section 2 summarizes the related works. In Section 3, we de-
scribe the overview research design with research questions
and selection process. Section 4 delivers the results of the
literature review. In Section 5, we discuss our findings and
observations and in Section 6, we deliver limitations of the
study and propose suggestions for future work.

II. RELATED WORKS

There are plenty of studies reviewing the Agile methods,
comparing  them  with  their  characteristics,  strengths,
weaknesses,  similarities, and differences, providing criteria
to  choose  them according  to  the  context  of  development
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including those covered in this study. Apart from those 
included in our study, there are some other non-empirical 
studies comparing Scrum and Kanban such as study [18] and 
books such as [19] (However, as we focus only on empirical 
studies in our study, we excluded such unempirical ones). 

There are some secondary studies close to our scope and 
systematically review the literature. For instance, study [20] 
systematically reviews the literature to identify the studies 
providing practices in requirements specification incorporated 
into the Agile development methods and delivers a 
comparison among Scrum, Extreme Programming, and Lean 
in this regard. From the systematic literature review, they 
found a total of 12 relevant studies and eight variability and 
commonality practices between these three methods. Study 
[21] systematically reviews the literature in order to analyze 
the current trends of Kanban usage in software development 
and to identify obtained benefits and involved challenges. 
Similarly, study [13] conducts a systematic mapping of 
Kanban literature in software engineering between 2006 and 
2016 resulting in 23 primary relevant papers. It provides 
benefits, challenges and recommended practices of Kanban 
applications in software development and state-of-the-art 
opportunities for Kanban research. Similarly, there are many 
similar studies on Scrum as well. However, we have not found 
any study that systematically reviews the literature related to 
comparing and/or combining Scrum and Kanban.  

III. RESEARCH DESIGN 

This research process has been undertaken as an SLR 
based on the guidelines proposed by Kitchenham et al. [22]. 
The following section delivers the method used to conduct this 
SLR. 

The research process starts with defining research goals 
and questions. After defining search queries and searching in 
the major digital libraries, we gathered 391 potentially 
relevant publications. For scanning the retrieved studies, we 
developed and applied inclusion/exclusion criteria and 
obtained a final pool of 38 sources. After extracting the data 
from the sources, the results of SLR are analyzed and the 
findings are discussed. The remainder of the section concerns 
the research questions, publication selection process, data 
extraction and synthesis, quality assessment, and potential 
threats to validity. 

A Research Questions 

This study aims to review and classify studies that 
compare and/or combine Scrum and Kanban. Thus, we set the 
main goals related to our research 1) identify the studies which 
compare and/or combine Scrum and Kanban and 2) analyze 
and synthesize the studies9 results. Based on our study9s goals, 
we raise and investigate four main and seven sub-research 
questions (RQs): 

RQ1. Contribution types and research methods: 

RQ1.1. Contribution types: How many sources have 
represented a new software process model, method, 
metric, or process/workflow in the software development 
domain using Kanban and Scrum together? 

RQ1.2. Research methods: What types of research 
methods were used in the empirical studies by the authors? 

RQ2. Advantages of each method over another one: 

RQ2.1. Benefits of Kanban against Scrum: What benefits 
(quantitative or qualitative) have been reported as a result 
of applying Kanban against Scrum? 

RQ2.2. Benefits of Scrum against Kanban: What benefits 
(quantitative or qualitative) have been reported as a result 
of applying Scrum against Kanban? 

RQ3. What properties are used from Scrum and Kanban in 
combining them? What artifacts, roles, and events are 
combined and customized while combining. We aim to reveal 
some patterns through the consolidated list of the elements 
integrated in combinations of Scrum and Kanban. 

RQ4. What are properties of the transitions from one method 
to another? 

RQ4.1. What are transitions' directions (From Scrum to 
Kanban, Kanban to Scrum or Scrum/Kanban to Hybrid) 

RQ4.2. Which years did transitions happened? 

RQ4.3. What are the transitions' reasons? 

B Publication Selection Process 

The search process was a manual search of peer-reviewed 
studies in well-known digital libraries without any specific 
filter in the year range. Based on the scope of this study, the 
search string including <Kanban and Scrum= as <intervention= 
was developed by following the SLR protocol [22, 23]. We 
did not add <population= related keyword in the string 
referring to the application area which is software in our study 
to access the largest possible set, rather, this search was done 
manually by the authors in the papers. Regarding the search 
location, we anticipated and were satisfied with the 
effectiveness of searching in meta-data instead of the full text 
as the main aim of the paper is a comparison and combination 
of two methods in the software development domain in 
different contexts, then it is expected the authors locate the 
relevant terms in the papers9 meta-data. Finally, the search 
process was done in March 2022 as shown in Table I. 

TABLE I. NUMBER OF SOURCES RETRIEVED AND SELECTED BY SEARCH 

KEYWORDS 

Search 

Library 

Place Search 

String 

#Initially 

Retrieved 

#Selected 

Web of 

Science 

Meta-data 

Kanban 

AND 

Scrum 

119 14 

Wiley 2 1 

Science 

Direct 

6 3 

Scopus 179 35 

IEEE 62 14 

Emerald 2 0 

ACM DL 21 3 

Total  391 70 

Total in 

Distinct 

216 38 

 

After defining the keywords and libraries, a pilot search 
was done by the first two authors to make sure the search 
process that would be applied is standard across the research. 
Based on the scope and context of our study, for the selection 
of papers, the following propositions of inclusion criteria (IC) 
and exclusion criteria (EC) in Table II were specified and 
applied to the papers, by focusing on empirical studies which 
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applied Scrum and Kanban to compare or integrate into the
software development  domain.  As can be seen in  the list,
studies suggesting only the use of the Kanban board, which
is similar to the Scrum board, and studies examining the use
of Scrumban [16] which is also defined as a specific method,
are excluded.

During the application of inclusion/exclusion criteria, the
papers were examined through their titles and, where neces-
sary, abstracts in order to identify whether they are within
our scope. If the abstracts were not sufficient to decide to
include or exclude the papers, then, scanning through the full
texts of the papers was done to identify potentially relevant
ones. After the first two authors of this study identified their
selected papers, the paper lists obtained from these authors
were then compared to each other until reaching a consensus
between them. In this step, exclusions from and inclusions
into the list were made, resulting in the final agreed-upon
list. The whole search process was coordinated by the third
author  and  reviewed by  the  fourth  author  to  propose  im-
provements if needed. 

In the process, a total number of 391 peer-reviewed stud-
ies were returned from the search results as seen in Table I.
This initial list included duplicate records since databases we
covered perform meta-data indexing of publishing databases
we included directly. After removing the duplicate records,
the list included 216 distinct records. Out of these 216 pa-
pers, 12 papers were investigated only through their titles, 47
of them through their titles and abstracts, and 157 of them
through their titles, abstracts, and full texts.

According to the ICs and ECs, 178 papers were excluded
as seen in Table II. It is noted that five papers are not acces-
sible by the authors,  even though at  the first  glance, they
seem relevant to our study scope. Specific to these five pa-
pers, a clear decision could not be made to include or ex-
clude them because the title and summary information were
not sufficient to decide and, then, they are excluded because
there is no access to the full texts by the authors. We applied
EC11 (papers not available in English) either by filtering via
the library relevant features allowing eliminating non-Eng-
lish study forehand or otherwise via manual investigations by
the authors. After the manual investigation, the full texts of
the five studies  were not in  English,  and then,  they were
excluded. Consequently, 38 papers that compare and/or com-
bine Scrum and Kanban within the scope of our study were
identified. For the whole list, the spreadsheet containing the
search results,  together  with inclusion and exclusion deci-
sions is available online [24].

C. Data Extraction and Synthesis

A data collection form holding information was designed
to  record  the  collected  information  from  the  identified
studies.  The  collected  information  ranges  from  general
information about each study such as Author,  Title,  Year,
Venue, Author Affiliation, and Author Country, as well as
speciûc information to answer the research questions.

For the information that is subjective and open to evalua-
tion, first, the relevant information was taken as it is from the
relevant study and copied to the Excel file. Such information
that is relatively difficult to quantify is such data from the
parts about how the methods are combined and how they are
superior to each other. Additionally, the parts of the studies
including this particular information were highlighted in the
original paper for any future references. For this type of data,
it was aimed for researchers to have a bias as little as possi-

ble and comment on the original data in this way and de-
velop  his/her  comments  gradually.  In  addition,  four  ran-
domly selected studies were independently reviewed by the
first three authors of this study and jointly evaluated until
consensus was reached to ensure a common understanding
and the data extraction step is applied in the agreed standard
way. The rest of  34 remaining papers were allocated ran-
domly to the first two researchers. The first and second re-
searchers run separate sessions in order to extract the data
that  serves  to  answer  the  research  questions  by  applying
detailed and thorough examinations of the relevant studies.
The  third  author  coordinated  the  data  extraction  process.
Consequently, a thorough reading of each of the 38 identified
papers was performed to extract relevant information. Once
data extraction was complete, the extracted data were closely
synchronized and analyzed with the first two authors.

D. Quality assessment

The entire process relies on a search procedure that calls
for  explicit  criteria  to  validate  the  quality  of  the  selected
candidate  papers  by  ensuring  each  candidate  paper  is  of
adequate  standard  [22].  Accordingly,  a  custom quality-as-
sessment-criteria-list and item descriptions were established
as shown in Table III.

Each paper has been then assessed against this given set of
questions by the assigned authors. A manual inspection was
done through the full text investigation carried out to identify

TABLE II.  INCLUSION CRITERIA AND EXCLUSION CRITERIA

ID Criterion # of

Eliminated

Studies

IC1 Papers empirically validated and applied research

methods like a case study, survey, action research,

interview,  simulation,  literature  review,  experi-

ment, focus group, pilot study, and statistical anal-

ysis

-

IC2 Papers  comparing  and/or  combining  Scrum and

Kanban

-

IC3 Papers in software development domain -

IC4 Conference,  workshop,  journal  or  book-chapter

papers

-

EC1 Not empiric studies such as idea or opinion papers 26

EC2 Papers  not  related  to  comparing  or  combining

Scrum and Kanban

84

EC3 Papers  providing only a usage of Kanban board

within Scrum

5

EC4 Papers providing only a usage ratio for Scrum and

Kanban in any field

6

EC5 Papers providing only usage of Scrumban 1

EC6 Papers in other than the software development do-

main (for example healthcare, construction, supply

chain, education, and teaching)

33

EC7 Papers  published  in  non-peer-reviewed  sources

such as thesis, web pages, workshop proposals, tu-

torials, panels, proceeding information and, books.

13

EC8 Secondary studies such as systematic reviews or

mapping studies

0

EC9 Papers not accessible by the authors 5

EC10 Duplicate studies 0

EC11 Articles not in English 5

NECMETTIN OZKAN ET AL.: SCRUM, KANBAN OR A MIX OF BOTH? A SYSTEMATIC LITERATURE REVIEW 885



 

TABLE III.  CRITERIA FOR QUALITY ASSESSMENT 

Criteria- Statement Descriptions 

QA1- Are contributions 

of method clear? 

Clarity and robustness of the method 

applied in the study is satisfactory 

QA2- Are outcomes as 

results clear? 

Outcomes are clearly delivered and 

relevant to the method applied 

QA3- Is discussion 

on results clear? 

Discussion of the results is satisfactory and 

based on the results objectively. Validity 

threats are delivered. 

QA4- Does paper have a 

citation? 

Papers published at least two years ago 

have at least one citation.  

 

each selected paper9s quality assessment score. We set a 
score-weight based on the two values; Satisfactory (1) and Not 
Satisfactory (0). Accordingly, the evaluations of the papers 
have been made based on the predefined two values to set their 
scores yielding a score of four at maximum. It was decided 
that the studies with a score below two points would be 
eliminated. After applying the determined quality criteria, the 
quality scores of each study are as in the Excel Spreadsheet 
<Demographics & QA= available online at the previously 
shared Excel. As seen, there existed no studies assigned the 
lower than the threshold score and no elimination regarding 
the quality assessment was done. 

IV. RESULTS 

We present the results and findings of this SLR study 
concerning RQ1-RQ4. All sources included in this study are 
listed in a publicly accessible repository available at the 
previously shared online sheet named <Demographics & QA=.  

According to the results, 63% (24/38) of the studies are 
conference papers, 34% are journal articles, and 3% are 
workshop papers. In terms of venues for the selected 38 
papers, <International Conference on Agile Software 
Development (XP)= is at the top with five papers, followed by 
<Hawaii International Conference on System Sciences 
(HICSS)= and <Agile Conference= with three papers for each. 
Regarding the journal articles, <Journal of Software: 
Evolution and Process= is the top one with two papers. In 
terms of the authors' affiliation types, 55% (21/38) of the 
papers are from academia, 24% from industry, and 21% from 
industry and academia collaboration. Related to the authors' 
country distribution, the USA is at the top with nine authors, 
followed by Norway, New Zealand, Brazil, the UK and Italy 
with three papers for each, among twenty-two different 
countries  

 
Fig. 1: Number of sources per year 

in total. The contexts of the studies include software 
development (not specified) with seven papers at the top, 
software maintenance with three papers, and web-based 
content management system with two papers respectively. 
Other contexts include finance and insurance web services, 
automotive production software, content management system, 
library information system, data science, software project 
management, cloud-based software development, video game 
development, mobile software development and so on, among 
others. Figure 1 shows the cumulative number of sources per 
year by considering type (comparing vs. integrating). 

 Regarding RQ1.1 (Contribution types), Figure 2 depicts 
the contribution types of the primary sources. As shown, 22 
studies do not provide any new model, method, tool, metric or 
process, as they rather mainly deliver a comparison between 
the methods or apply them. We see a considerable amount of 
new model proposals.  

 

 Fig. 2: Contribution types 

In terms of the research methods used in the empirical 
studies by the authors (regarding RQ1.2), as seen in Figure 3, 
the majority of the studies use a case study method, followed 
by a survey, interview, and simulation. 

 

Fig. 3: Research methods 

When it comes to RQ2.1 (Benefits of Kanban against 
Scrum), Table IV delivers the results. Similarly, Table V 
depicts results for Scrum Benefits against Kanban (RQ2.2), 
ordered by <Number of sources=. We have added the domain 
information of each source by using abbreviations; 3D 
Animation Production as 3D, Agile Application (General) as 
Agile G., Agile Testing as Test, Automotive as Auto, 
Broadcasting Software Development as Broadcast, Cloud-
based Software Development as Cloud, Content Management 
System as Content, Data Science Project Management as 
Data, Finance and Insurance Web Services as Finance,  
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TABLE IV: KANBAN BENEFITS AGAINST SCRUM 

Category Kanban Benefits against Scrum Domain Number of sources - Sources 

Process 

Flexible and adaptive Mob,Web, Lrn, Lib, Agile,Game 7- [9], [30], [33], [36], [37], [4], [43] 

Easy for transition and use Data, Lrn, Agile, Soft 7- [9], [35], [36], [4], [42], [45], [47] 

Efficiency Soft, Broadcast, Cloud, UX 4- [48], [57], [58], [14] 

Focus on work Lrn, Soft, Maintenance, Broadcast 4- [36], [54], [55], [57] 

Quality Agile, Game, Soft P. 4- [9], [4], [43], [53] 

Delivery time Content, Game 3- [9], [38], [43] 

Visibility Maintenance, Broadcast, Soft P. 3- [7], [55], [57]  

Performance Agile, Soft, Maintenance 3- [25], [4], [46] 

Controlling the flow Web, Cloud 2-[40], [58] 

Delivering value Lib, Soft 2-[37], [54] 

Project schedule management Soft P. 2-[7], [53] 

Project resources management Soft P. 1- [53] 

Project risk management Soft P. 1- [53] 

Consistency in project management Soft P. 1- [7] 

Being reliable Agile 1- [4] 

Better for development with no certain 

deadline 

Lrn 1- [36] 

Better for small and not complex feature 

development  

- 1- [9] 

Closer contacts with users UX 1- [14] 

Cost-effective - 1- [9] 

Eliminating excessive and unnecessary 

meetings 

Mob 1- [30] 

Less rework Lib 1- [37] 

Getting fast feedbacks - 1- [9] 

Traceability Maintenance 1- [55] 

People 

Teamwork Maintenance, Data 2-[35], [55] 

Collective understanding Maintenance, Broadcast 2-[55], [57] 

Respect for people and their current states Soft 1- [42] 

Satisfaction of individual team members Data 1- [35] 

Less stress Mob 1- [27] 

TABLE V: SCRUM BENEFITS AGAINST KANBAN 

Category Scrum Benefits over Kanban Domain Number of sources - Sources  

Process 

Path clarity, being well-defined Soft, Video 3- [42], [43], [47] 

Better for development with batched and a 

block of works 

Agile 2- [9], [4] 

Delivery time Maintenace, Soft 2- [25], [47] 

Better for bigger teams UX 1- [14] 

Better for development with certain deadline Lrn 1- [36] 

Better for development within high uncertainty 

environments 

Agile 1- [4] 

Better for the testing process Test 1- [31] 

Project cost management Soft 1- [53] 

Detailed tracking and overview of projects Lrn 1- [36] 

Predictability Soft 1- [54] 

Specification of customer requirements Soft 1- [47] 

Easy to manage Soft 1- [54] 

People Teamwork Web, Soft 3- [33], [42], [47] 

Empowering Mob 1- [27] 

Communication Video 1- [43] 

 

Learning Management System as Lrn, Library Information 
System as Lib, Mobile Software Development as Mob, Open 
Source as Open, Software Development (General) as Soft, 
Software Development Project Management as Soft P., 
Software Maintenance as Maintenance, System Admin as 
System, Telecommunication Software Development as Telco, 
User Experience as UX, Video Game Development as Game, 
and Web-based Content Management system as Web. In 
column <Category=, the classified information of each item 
including process, organization and human dimension is 
given. The <Organization= category is about making decisions 

related to software engineering and development in a business 
context and aligning software technical decisions with the 
business goals of the organization [13]. 

Kanban is regarded as more flexible and adaptive than 
Scrum without strict time-boxes, roles, rules and sprint 
constraints. Kanban teams feel more powerful to address their 
internal processes and respond quickly with its continuous 
flow management allowing constant re-planning to 
uncertainty and frequent changes and faster responses. They 
can deliver results earlier with frequent releases and division 
of the work in very small-time chunks [37], [48]. Kanban is 
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also simpler and paves the way to an easier transition with less 
cost, time, chaos and turbulence. It does not touch titles or 
positions of people, requiring a lower <patience point= [42]. 
Thanks to its more <sequential= nature and WIP limits, 
Kanban seems to be more efficient in distributed context [58]. 
Using Kanban over its precursor Scrum practices brings 
advantages in terms of efficiency and focus with WIP limits, 
stopping context-switching, providing granularity of 
visualization, gaining a collective understanding of the whole 
process, less paperwork, and reducing batch size through the 
pipeline [57], [14]. 

As reported quantitatively and/or qualitatively by some 
studies, Kanban provides better quality, project schedule, risk, 
and resource management, reliability, lead time results, 
performance, visibility, traceability, teamwork, the 
satisfaction of individual team members, regular feedback 
faster, and closer contacts with users. It does not require haste 
like in Scrum and, therefore, resulted in better quality [4] and 
less stress [27]. Kanban works better within certain contexts 
like development with no certain deadline and small and not 
complex feature development. It allows for identifying 
reworks at early stages [37]. It has been found that Scrum 
supports collectivist teamwork, more empowered team 
members, shared goals and intense communication across the 
team. Although Scrum has a rigid and routine structure, it 
provides a path clarity and easiness to manage the processes 
thanks to its being a well-defined method. According to some 
results, Scrum provides a better cycle time. Scrum also seems 
to be more suitable for bigger teams, batched works and 
developments within high uncertainty environments like for 
new product development and within certain deadlines. Some 
of the results quantitatively put forward that it is better than 
Kanban in terms of project cost management and agile testing 
processes. Scrum provides better predictability and detailed 
tracking and overview of projects. 

Regarding RQ3 (properties of the proposed combining 
models), Table VI depicts the results by providing what 
properties are used from Scrum and Kanban in combining 
them (M stands for Method). It shows in particular what 
artifacts, roles, and events are combined and customized while 
combining Scrum and Kanban. In the Scrum and Kanban 
integration, numerically speaking, the most used elements are 
PO (Product Owner), Daily, Sprint Review, Sprint 
Retrospective, Scrum Team, User Story, Definition of Done, 
and Sizing from Scrum, and, Pull system, Continuous flow, 
WIP, and Kanban boards from Kanban. Besides, there are 
some custom-made elements in their integrations. Notable 
ones can be listed as follows: simultaneously used number and 
size-based WIP, iterative movement of the items on the flow, 
work/hypothesis/experiment/release-based iterations, 
calendar-based regular or on-demand ceremonies, daily 
planning, team formations that break the <standard= cross and 
self-organizing team structures including floating teams, sub-
groups/roles and supervisory authority, same/similar-size 
work items, and product owner teams. 

TABLE VI: ELEMENTS USED IN COMBINING 

M  Element/Source Number of sources - Sources 

S
cr

u
m

 

PO 11 - [26], [28], [29], [32], [33], 

[34], [39]-Case1, [40], [41], [49], 

[56] 

Daily 9 - [26], [28], [33], [38], [41], 

[44], [49], [51], [52] 

Scrum Team 7 - [26], [28], [39]-Case1, [49], 

[51], [52], [56] 

Product Backlog 6 - [28], [32], [34], [44], [49], [56] 

User Story 5 - [26], [28], [32], [38], [51] 

Definition of Done 5 - [28], [34], [38], [44], [51] 

Sizing (T-Shirt size, effort-

based, planning poker etc.) 

5 - [39]-Case2, [40], [49], [51], 

[56] 

Sprint Review 5 - [28], [34], [38], [44], [49] 

Sprint Retrospective 5 - [28], [34], [38], [44], [49] 

Grooming 3 - [34], [49], [56] 

SM (Scrum Master) 3 - [28], [33], [49] 

Definition of Ready 2 - [28], [51] 

Sprint Planning 1 - [26] 

Minimal Marketable 

Feature-Sets / Minimum 

Viable Product 

1 - [41] 

Sprint 1 - [26] 

K
a

n
b

a
n

 

Kanban boards 16 - [26], [28], [29], [32], [33], 

[34], [38], [39]-Case1, [39]-

Case2, [40], [41], [44], [49], [51], 

[52], [56] 

Work in progress (WIP) 10 - [28], [33], [34], [39]-Case1, 

[40], [44], [49], [51], [52], [56] 

Pull system 7 3 [34], [38], [40], [41], [44], 

[51], [56] 

Continuous flow 5 - [33], [39]-Case1, [40], [41], 

[56] 

Metrics 3 - [39]-Case2, [40], [44] 

Value-stream/chain 2 - [28], [41] 

Service level 

agreement/expectation 

2 - [28], [39]-Case2 

Size of task is not limited 1 - [56] 

Replenishment  1 - [52] 

Kanban coach  1 - [52] 

C
u

st
o

m
 

Calendar-based regular 

ceremonies 

4 - [40], [49], [52], [56] 

Work/Experiment/Hypothesi

s/Release-based iteration 

planning 

4 - [29], [32], [49], [51] 

Back and forward movement 

of the items on the flow 

3 - [26], [40], [56] 

Product Owner Team 3 - [44], [51], [52] 

Supervisory authority 2 - [29], [32] 

Same/similar-size work 

items 

2 - [40], [41] 

WIP (number and size based) 1 - [26] 

Metrics: Cycle and Lead time 

integrated with story point 

(pseudo-velocity) 

1 - [26] 

Buffer in capacity 1 - [26] 

Backlog clean-up actions 1 - [29] 

Not multi-functional teams 1 - [32] 

Ceremonies scheduled on 

demand 

1 - [32] 

Sub-group/role-based board 

columns 

1 - [32] 

Leader responsible for tasks 

administration on the board 

1 - [32] 

9Wiki9 to keep track of 
project9s progress rather 
than the Scrum events 

1 - [32] 

Daily Planning 3 a 

combination of Sprint 

Planning and Daily Scrum 

1 - [34] 

A person to take care of 

processes and team 

development 

1 - [34] 

Review for finished items on 

the board  

1 - [34] 
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Floating teams (distribution 

of team members between 

different floating teams) 

1 - [38] 

Each feature owned by a 

developer 

1 - [38] 

Longer [than the maximum 

in Scrum] iterations 

1 - [40] 

Team Coaches 1 - [44] 

 
Related to RQ4 (Properties of the transitions from one 

method to another), the transition directions are from Scrum 
to Hybrid (11/18), from Scrum to Kanban (5/18), from 
Waterfall to Hybrid (1), and from Custom to Hybrid (1/18). It 
can be seen that most of the transitions are to the hybrid 
methods and predominantly from Scrum. Additionally, Figure 
4 and Table VII present transition years, and transition reasons 
respectively (the studies that explicitly express the transition 
year form the cumulative A curve, and after adding the five 
studies that do not explicitly express the transition year from 
the cumulative B curve when the year of publication is 
accepted as the transition year).  

 For the transition reasons, regarding the lack of flexibility 
and predictability during the fixed sprints and timeboxes, the 
studies report that sprints are not adequate for frequent, 
constant, and unexpected changes and (especially external) 
dependencies in hectic and unstable environments that require 
quick responses, frequent re-planning, re-prioritization, and a 
vast amount of mid-iteration updates for dynamism or 
resulting in non-predictive sprints. These issues make Scrum 
unsuitable for maintenance teams in which the dynamism is 
high and estimation is time-consuming and often incorrect. 
Under these circumstances, it becomes unclear how much 
teams would deliver in a sprint [40]. 

 

 

Fig. 5: Transition Year 

 The combination of inaccurate estimates and timeboxes 
leads to non-sensing estimation activities and, thus, waste and 
reduced productivity [38], [46]. Some studies indicate that 
Scrum causes constant strain and quality issues such as 
increased technical debt, decreased system maintainability, 
untested implementations, and unmet production maintenance 
just to meet business time targets leaving little time to <others= 
including technical and administrative tasks with <no business 
value= or <little urgency=. Such tasks mostly remain in the 
background of the business. Study [38] states that developers 
did not pay enough attention to creating good architectural 

designs, rather mainly focused on the short-term goals of the 
sprints. Short-term sprints also decrease visibility beyond 
sprints. Some teams regard Scrum as difficult to accept with 
its revolutionary transformation change proposition [45], 
<aggressive=, <materialized= and <rigid= structure [42], [46].  

TABLE VII. TRANSITION REASONS 

Cate

gory 

Transition reason Domain Number of 

sources 

Scrum 

P
ro

ce
ss

 

Lack of flexibility and 

predictability during 

sprints for 

frequent/unexpected 

changes 

3D, Telco, Mob, 

System, Web, 

Maintenance, 

Open, Broadcast 

11- [28], [29], 

[32], [33], [34], 

[40], [44], [45], 

[55], [56], [57] 

Quality decrease Telco, Content, 

Web, Auto, Soft 

5- [29], [38], 

[39], [40], [46] 

Unsuitable for 

maintenance 

System, 

Maintenance, 

Soft 

4- [34], [44], 

[46], [55] 

Estimation is time-

consuming, non-sensing, 

or causing delays 

Web, Content, 

Soft 

3- [38], [40], [46] 

Scrum ceremonies cost Mob, Finance 2- [32], [41] 

Lack of work visibility Maintenance, 

Finance 

2- [41], [55] 

Focusing on short-term 

goals of sprints 

Content 1 - [38] 

Challenges in Sprint-

based delivery 

Web 1 - [40] 

Increased length of 

feedback loops 

Finance 1 - [41] 

Being rigid Soft 1 - [46] 

Failed sprints Soft 1 - [54] 

Reduced productivity Soft 1 - [46] 

Work items rarely 

correlated 

Web 1 - [40] 

Lack of overall status 

beyond sprints 

3D 1 - [28] 

External dependency Open 1 - [56] 

Ineffective Scrum events Content 1 - [38] 

Waste Soft 1 - [46] 

O
rg

a
n

iz
a

ti
o

n
 

Challenges in large scale 

projects 

Mob, Content, 

Soft 

3- [32], [38], [46] 

Fragmentation Web, Content, 

Telco 

3- [29], [38], [40] 

Revolutionary change Telco 1 - [45] 

Lack of co-location Web 1 - [40] 

Lack of communication 

and collaboration 

Maintenance 1 - [55] 

Challenges in having a 

common language with 

business 

Content 1 - [38] 

P
e

o
p

le
 

Need for deep specialty 

in teams 

Web, Open 2- [40], [56] 

Constant strain Telco 1 - [29] 

Challenges in being self-

organizing teams 

Telco 1 - [29] 

Challenges in having 

cross-functional teams 

Web 1- [40] 

Lack of team lead 

resulting in a stagnation 

of team development 

Telco 1 - [29] 

Kanban 

Proc

ess 

Lack of control System 1 - [34] 

Lack of deadlines System 1 - [34] 

Peop

le 

Not having a feel 

progressing 

System 1 - [34] 
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 This strict position of Scrum also seems problematic when 
a lack of co-location is present [40]. We have seen some 
scaling challenges with Scrum including issues in the 
distributed scenarios, breaking large items down into smaller 
ones to be squeezed into one sprint, lack of synchronization, 
and fragmentation caused by isolated and localized Scrum 
teams. Among other items, specialization in certain parts of 
systems, dependency on deep specialists, and rarely correlated 
work items to bunch for/in a sprint are counted. Scrum 
ceremonies can cause rework, high cost, increasing length of 
feedback loops, lack of end-to-end work visibility, and lack of 
visibility within sprints. They, then, are done more and more 
seldom, shorter and shorter in their duration to finally <die 
out= [38] or end up with failed sprints [54]. Scrum teams may 
result in stagnation and having dominant team members and 
group formations within the team when team members are 
unchanged [29] or some other issues when teams have a 
number of part-time resources with varying availability [40]. 
On the other hand, in Kanban, with the lack of boundaries, 
teams are prone to drive into <guerilla-style= working and feel 
a lack of deadlines and no actual sense of progress. 

V. DISCUSSION 

The fact that the majority of sources were produced by 
industry-oriented authors, especially as experience and case 
study papers, indicates that the subject of the study can be 
considered mainly as a practical-led area and a need by the 
sector. This shows that the industry is ahead of academia in 
this regard. The data about a cumulative number of sources 
per year indicates that the first studies start just after the years 
when the first Kanban documents were published, the two 
methods are mostly compared in the first years, and the 
sources on the integration gained speed later on but have 
slowed down in recent years, which needs a further 
investigation. In general, after 2016, a noticeable acceleration 
in the number of sources draws attention.  

Static Entities: It seems that there are some (almost) static 
entities in Scrum including sprint, time-boxes, and team 
formations that are found problematic in terms of providing 
flexibility and agility. Scrum plans and starts the sprint with a 
prediction for the future, but where the external environment 
change is high, the sprint predictions become incapable. This 
indicates that the sprint structure provides low agility in a high 
change environment. With this level of inflexibility, it seems 
that one of the areas where Scrum is most incapable is 
maintenance work. The main reason for Scrum's inadequacy 
in maintenance works is that these environments have a higher 
level of change than other environments. With a sprint-based 
maneuverability, Scrum works more comfortably in 
environments with low/medium uncertainty. Where the 
uncertainty is high, the estimations made to fit into this 
artificial and such static sprints become more meaningless and 
seen as a waste. All these are mainly why people regard 
Kanban and continuous flow along with its metrics designed 
for dynamic work management in the hybrid solutions as more 
flexible, adaptive, and powerful compared to Scrum. 

Packaging work items: Sprint also focuses on packaging 
work items with a development-oriented perspective so-called 
the artificial world of development, rather than the real needs 
of the business world, so-called business-oriented 
development. In this sense, sprint is also (for example) a 
method of fragmentation. Even if things are not in a nature to 
be broken up or to be joined, they are compelled to do so. 

Deadlines: Sprint includes deadlines, even measured in 
seconds; the end of a sprint. With a production-based logic, 
Scrum locates people as production muscles and expects them 
to comply with the strict lines, stressing and tiring them out. 
Estimates for the works to be done within the deadlines 
continue to be made in Scrum with the classical method logic; 
The main thing changing is the unit (man/day versus story 
point). With these concrete "lines" and the "glorification" of 
business orientation, parts that look inward (to technical sides 
and systems) may also stay in the background. To assign a 
static end rather than an end according to the nature of the 
works creates a meaningless and dangerous dichotomy 
between the nature of the work and these static ends. It is 
dangerous because the developers may not always choose the 
right way (e.g. even if things are not <on the way=, do tests 
properly). This dilemma paves the way for the sacrifice of 
more "abstract" concepts such as quality. In order to solve this 
problem, it is seen that some hybrid solutions are adopting 
business-work/experiment/hypothesis-based iteration 
planning solutions, not clock-time-based ones. 

Push System: In Scrum, the flow is partially <push= based, 
where tasks would move to the next step as soon as they 
completed the previous step [59]. Also, Sprint Planning works 
for how much work to push (into the sprint) [12]. Scrum 
further <pushes= the teams to produce shippable products at 
the end of the sprint [12]. This push and time-box approach in 
Scrum [39] along with artificial hot deadlines of the sprints 
may lead to more stress, pressure, and fatigue on the teams 
and enforce them to compromise on quality. Kanban WIP 
limits aim to reach a near real-time balance between demands 
and capacity in a way free of stress for developers. Using a 
persistent, balanced, and thus, stress-free flow in Kanban 
facilitates achieving a more sustainable and reliable flow [59] 
that positively affects the final product and its quality. The pull 
system applying WIP limits stands as a choice of many hybrid 
solutions reported in our study.  

Inside of the Sprint: In Scrum, the inside of the sprint is 
like a single station of which WIP is sprint-based. It makes the 
default, fundamental and granular level of work management 
level sprint-based. Thus, work management inside a sprint is 
less trackable. For this reason, congestion and bottlenecks 
may also occur in certain parts of a sprint. Kanban offers a 
more effective control mechanism with WIP limits that seem 
to be widely integrated into the hybrid solutions over 
controlling capacity and scope of work under high variability 
in Scrum [40]. In Kanban, each workstation is designed 
separately and traceability and visibility are provided to all 
teams and stakeholders through a continuous workstation-
based flow on the Kanban board (even not reset at the end of 
the sprint). Kanban board can be considered as an advanced 
version of Scrum board in this sense and it can be seen that it 
is widely preferred among the hybrid solutions. 

Scaling, with Isolation: The original Scrum setup is team 
and sprint-based, posing challenges in large-scale projects. 
This issue is manifested in our results as fragmentation, 
challenges in large scale projects, focusing on short-term goals 
of sprints, lack of overall status beyond sprints, and lack of 
communication and collaboration issues as shown in our 
<Transition Reasons= list. On the other hand, Kanban aims to 
gather the teams around the value streams for customers and 
address the whole organization by adopting system thinking 
and Fit-For-Purpose principles [60] on the horizontal axis that 
starts with the customer and ends with the customer delivery. 
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The indication of this aim in the hybrid solutions is the use of 
value-stream/chain. 

A sprint backlog is owned by one specific team unlike a 
Kanban board shared by multiple teams [14]. Similarly, when 
sprint (specific to a particular team), self- organizing and 
cross-functional team promises come together, an 
encapsulation, division, and, to an extent, isolation issues 
occur for the teams. Due to its nature and instinct, sprint is a 
kind of planning within a particular team, while inter-team 
planning should be done according to emergent principles and 
globally. Despite the scaling models, doing this alignment 
within the teams at longer intervals emerges as a problem in 
Scrum. 

Moreover, In Scrum, breaking the work down into small 
items regarding the time constraint and reductionist slicing of 
work can disrupt the holistic view and loss of track of item 
dependency [14]. Thus, sprint breeds an instinct for a short-
term approach. Kanban supports better project management 
results and team building around common and collective 
understanding beyond sprints. Work items can be delivered 
earlier, as Kanban implements WIP in the entire flow and 
items can behave independently, eliminating [unnecessary] 
dependency within work items (bundling items in a sprint is a 
kind of dependency). 

Necessities(!): With its flexible structure, Kanban allows 
teams to be more self-organizing. Thus, activities that are not 
necessary and done at specific times just to comply with the 
"necessities" of the framework can be avoided (The calendar-
based, not sprint-based events, in the hybrid solutions are a 
good example of this). Moreover, teams can develop actions 
in a more sensitive, lively and instantaneous (synchronous) 
manner in addition to the a-synchronous actions offered by the 
framework. For example, teams should not wait for the end of 
the sprint for feedbacks or for the beginning of the sprint for 
new work to take in. 

Scrum provides a form with its <rigid= structure for 
cultures that need order that is relatively missing in Kanban. 
In contrast, each "game rule" in Scrum is hand-binding, and 
Scrum's predictable, rigid, artificial boundaries promise an 
average-level-performing goal and may hinder average teams 
from performing higher. <Increasing the length of feedback 
loop= is an example of this; Because it recommends that 
feedback is mainly managed through an artificial structure, not 
emergently. Generally speaking, Scrum's addiction to 
asynchronous communication can be a challenging factor 
where synchronous communication is the remedy. Scrum 
events are a sort of prediction. Their ability to manage a 
different flow is low. On the other hand, since Kanban does 
not come with a relatively rigid form, it seems more 
challenging for it to take a shape. Moreover, Kanban teams are 
expected to be internally motivated. The driving force is 
internal, not external [as in Scrum]. In teams that do not have 
this intrinsic strength, therefore, applying Kanban can make 
the situation worse. Even for motivated teams, being in a 
homogeneous and flat flow in Kanban may not support the 
feeling of progress. Against the lack of control, not having a 
feeling of progress, and lack of deadline matters in Kanban, 
Scrum9s sprint structure comes with solutions. 

Transition: The fact that Kanban is closer to Lean as root 
than Scrum seems to have made it simpler. Scrum, rather, is 
like a luxury framework with its add-ons at a high cost. This 
luxury also applies to the transition to it. Even at the entry 

level, Scrum requires a threshold to endure, and teams must 
be accompanied until they pass this threshold in a healthy way. 
Because the transition steps are bulk, teams suddenly find a 
more tough challenge and have to deal with it even in the first 
place. Radical transitions to this rigid and costly structure 
seem to threaten and wear out the teams. 

In Kanban where progress rather than transition is 
essential, the transformation is easier. Kanban focuses on the 
flow (process) rather than providing agility through teams' 
(re)organizations for transitions. Kanban does not also require 
any strictly pre-defined roles or processes adopted in a 
revolutionary way like in Scrum, rather recommends an 
iterative and incremental (shortly agile) way of 
implementation and an easy way for transition and use. It does 
not have a special preference and compulsion regarding the 
setup of the teams. In this sense, with its principle <start with 
what you do now= and <initially, respect current processes, 
roles, responsibilities and job titles= [59], it can align and 
coordinate existing teams at upper levels. However, as 
reported by study [13], it similarly seems from our results that 
current studies covered in our work are mostly restricted to 
process and people levels and have not yet been scaled to the 
organization level including such as portfolio project levels or 
being used as a tool for decision-making by management. 

Miscellaneous (Unclassified): Kanban does not deal with 
the types of works in the flow, they are regarded as 
homogeneous. Scrum, on the other hand, considers the works 
as complex by default and allows to handle such works 
according to their nature. Scrum, thus, seems to be more 
advantageous than Kanban in complex projects. 

Scrum is better at cycle time while Kanban is better at lead 
time. Scrum encourages more collaboration within the team. 
While Scrum is better in intra-team communication, it seems 
problematic in inter-team communication. Scrum teams do 
not always go on the <happy path=, the other side of the coin 
comes to the surface and it is seen that the problems between 
people (experienced in hierarchical structures) are present to 
them as well.  

 Depending on the situation, specialties still seem 
necessary by considering a balance to strike between 
specialization and generalization. Although some issues with 
the PO role generating an extra layer and dependency have 
been witnessed, the hybrid solutions including the PO role 
have been commonly observed. It means there seems to be a 
need for a mediator, the PO role, which acts as a bridge 
between the customers and the development teams. Having 
the PO in the process may also ensure that a representative of 
the customer is involved. The PO can also bring simplicity to 
the structure.  

 Both Scrum and Kanban seem to be good in delivery time, 
tracking and overview of projects, and teamwork. Where one 
is weak, the other one can be strong. These and similar 
situations still make these two methods preferable. However, 
the reported disadvantages of the particular methods 
(especially Scrum) open gates to integrating the most 
advantageous part of the methods and eliminating their 
disadvantages at the same time by hybridizing them. 

Regarding the hybrid models, sprint is almost non-

existent, instead, flow is extensively used. In relation to this, 

it is seen that the SM role is also positioned very few. Mostly, 

the roles and events are integrated from Scrum. One of the 
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reasons can be an endeavor to use the ready-roles of Scrum 

that are not defined in Kanban or not abandoning already-

used Scrum roles after the transition to a hybrid one. We have 

seen that Daily is used as a common communication manner 

in the hybrid models. Nevertheless, it seems that some teams 

do not prefer to feed a rigid and relatively bloated framework, 

like Scrum, just for the sake of it. They tend to avoid the high 

cost of events of Scrum and (seldomly) want to make them 

when necessary or (mostly) on a calendar base. However, 

there is a tendency to do the events as routine 

(calendar/iteration/release) based rather than only as needed. 

Additionally, there is still a desire to predict the future by the 

teams, but they do not want to limit themselves to a deadline. 

In providing forecasting/estimations, there are certain studies 

that consider not only size but quantity and size criteria 

together. Some solutions break Scrum's rigid team structure 

and redesign it according to the needs. Similarly, the solution 

that converts Kanban's one-way flow to a two-way flow 

direction is also observed. 

We have seen that Scrum has advantages in requirements 

management phases and many solutions are trying to address 

these phases with Scrum particles. Especially in this area, 

there is a preference for the product-based structuring that 

may be easier to manage with Scrum. In general, while Scrum 

seems good at defining the projects, Kanban stands out in the 

development part of it. 
In our study results, it has been observed that Kanban 

provides an advantage over Scrum in general. The results of 
the study also exhibit a considerable percentage of transitions 
to hybrid models (from Scrum). Most organizations adopted 
Scrum before Kanban [24]. This may be one reason why the 
transitions are mostly from Scrum. On the other hand, studies 
[38, 46, 55] report that an increasing number of companies 
previously using Scrum is switching to Kanban due to the 
issues that Scrum bears.  

Considering Kanban9s linear and Scrum9s deterministic 
approaches with the effect of the manufacturing sector to a 
certain extent, one of the recommendations of our work would 
be to use Scrum and Kanban with the <AND= operator, not 
<OR= as we have seen how they complement each other and 
how they produce better solutions together. We recommend 
providing varying hybrid models relevant to different contexts 
of organizations. When choosing a method, it is more 
appropriate to adopt it in a way that will be beneficial to the 
organizations themselves [14], rather than fully complying 
with that particular method; it is recommended to blend the 
methods according to the needs instead of blindly adhering to 
one method. For such an integration, it is reminded that 
Kanban is methodology independent; it can be applied to 
teams implementing Scrum, Extreme Programming, or 
Waterfall at the operational levels [39]. It is also proposed that 
articles that are going to be focusing on the integration of 
multiple Agile methods might be providing more insightful 
information, especially for the practice. 

VI. LIMITATIONS AND FUTURE WORK 

The procedures used in our study have limitations in 
several ways. More likely, we may have missed some relevant 
studies as we did not include all possible libraries. In 
particular, we have missed the studies published in non-peer-
reviewed resources. Although the studies included and 
excluded were checked by other researchers, for most of the 
studies, a single researcher extracted the data from the 

included studies. The values of the quality assessment criteria 
are somewhat subjective. Also, the primary studies9 results are 
context dependent and their generalizability may be low and 
problematic when ignored. 

We are planning a further study that will evaluate the 
combining models to grab their common patterns from 
different views and we will recommend our own new 
model(s) with an eclectic approach. The proposed models will 
be suited best for certain contexts and be selectable 
accordingly with guidance to know the cost, trade-offs and 
(dis)advantages of the selections. Before finalizing the 
proposed models, we will conduct evaluations with experts in 
the field of Agile Software Development to develop the model 
iteratively and incrementally. 
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Abstract—Software requirement classification is becoming
increasingly crucial for the industry to keep up with the demand
of growing project sizes. Based on client feedback or demand,
software requirement classification is critical in segregating user
needs into functional and quality requirements. However, because
there are numerous machine learning (ML) and deep-learning
(DL) models that require parameter tuning, the use of ML
to facilitate decision-making across the software engineering
pipeline is not well understood. Five distinct word embedding
techniques were applied to the functional and quality software
requirements in this study. The imbalanced classes in the dataset
are balanced using Synthetic Minority Oversampling technique
(SMOTE). Then, to reduce duplicate and unnecessary features,
feature selection and dimensionality reduction techniques are
used. Dimensionality reduction is accomplished with Principal
Component Analysis (PCA), while feature selection is accom-
plished with the Rank-Sum Test (RST). For binary categorization
into functional and non-functional needs, the generated vectors
are provided as inputs to eight distinct Deep Learning classifiers.
The findings of the research show that using a combination of
word embedding and feature selection techniques in conjunction
with various classifiers can accurately classify functional and
quality software requirements.

Keywords—Functional Requirements, Non-Functional Require-
ments, Deep Learning, Data Imbalance Methods, Feature Selection,
Classification Techniques, Word Embedding.

I. INTRODUCTION

SOFTWARE requirements classification deals with segre-
gating the clients’ requirements and demands found in

the Software Requirements Specification (SRS) document into
functional and non-functional requirements. It is a key step
in the software development pipeline which can be automated
using Machine Learning techniques. This allows the industry
to save on labor expenses, as a domain expert is often required,
while also optimizing the process and saving crucial time [1].
A key problem that needs to be addressed during requirements
classification is that of the inconsistency in terminology used
by the clients and the software engineers. This may lead to
misclassification of the software requirements.

Functional requirements are the demands that the end-user
defines as critical characteristics that the system should supply

and that can be observed immediately in the finished result.
This is how the input to the system, the action to be taken, and
the intended output are all defined or stated. The system’s basic
quality standards, often known as non-functional requirements,
include factors like reliability, maintainability, security, and
portability [2].

Another problem faced during software requirements clas-
sification is the imbalance between the number of instances
of functional and non-functional requirements classes. Data
imbalance means that the number of instances of minority class
are much lower than those of the majority class. Because of
the unbalanced distribution of data, classifiers are misled while
learning the minority class, resulting in biased and erroneous
findings [3]. A good software requirements categorization
model will be one that has been trained on a similar distribution
of functional and non-functional requirement classes. In this
study, this problem is addressed using oversampling through
Synthetic Minority Oversampling Technique(SMOTE).

In this paper, we look to solve the above problem, and cre-
ate highly accurate software requirements classification models
which can be reliably used in the industry. The following are
the research questions (RQs) that will be used to attain the
aforementioned goals.

• RQ1: Which feature extraction technique can best
capture the unstructured, textual data present in the
SRS document, and convert it to structured data in
the form of numerical vectors?

• RQ2: Which feature selection techniques are the
best at getting rid of redundant and irrelevant features
which may affect the performance of the classification
models?

• RQ3: For what structure of the deep learning classi-
fiers do the software requirements classification mod-
els achieve the best results?

• RQ4: How does the application of class balancing
technique through oversampling affect the perfor-
mance of the models?
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The criteria used to evaluate the performance of the var-
ious models are F-measure, accuracy, and Area under the
ROC curve (AUC). The Friedman test was used to determine
whether an ML technique resulted in a substantial difference in
performance. The PROMISE dataset[4] was used in this study,
which contains 625 labeled criteria from 15 different projects.
The contributions of the study are as follows:

• An extensive comparison of various word embedding
techniques for the purpose of feature extraction is
provided to analyze which technique is best suited for
the SRS document.

• A thorough investigation on the effect of various
feature selection techniques on the performance of
classification models in software engineering is pre-
sented.

• Deep learning classifiers are employed to increase the
accuracy of software requirements classification from
previous studies, with variations in number of layers,
and type of layer being analyzed to find the best deep
learning model out of the eight distinct DL classifiers
used in this study.

• The study evaluates and analyses the performance
of requirements classification models using relevant
performance metrics. The study includes a thorough
statistical analysis to back up the findings with statis-
tical testing, unlike previous studies.

• The effect of class-balancing techniques on software
datasets to build more accurate models is examined.

The remainder of the paper is structured as detailed here:
Section II presents a literature review on software requirement
classification and various word embedding approaches that
are used in this study. Section III describes the experimental
dataset collection as well as the various machine learning
algorithms used. The research methodology is described in
Section IV using an architecture framework. In Section V,
the results of the experiments, along with their analysis, are
presented. Section VI shows a comparison of models created
using various word-embedding approaches, sets of features,
and machine learning models. Finally, Section VII summarizes
the information provided and offers directions for further
research.

II. RELATED WORK

A. Software Requirements Word Embeddings

Navarro-Almanza et al. [5] explore Word2Vec using Skip-
Gram to get structured representation for the textual software
requirements dataset. The purpose of the Skip-gram model is
to anticipate context words. The projection from Skip-Gram
is a continuous vector space rendition of the word with a low
dimensionality. The models developed achieved a maximum
of 0.8 precision, 0.785 recall, and 0.77 F-measure.

To improve how well the word embeddings capture the
content of the text, Marcacini et al. [6] analyze the impact of
using contextual word embeddings for software requirements.
They use the RE-BERT model to obtain the structured data
to feed into their hierarchical clustering classifier. BERT is

built on the Transformers architecture and uses a deep neural
network. To address the sequence of occurrence of the tokens,
a positional embedding is used. Static word embeddings, such
as word2vec and FastText, on the other hand, have the issue
of having the same embedding regardless of context, which
makes structured modeling of software requirements difficult.

B. Classifying Software Requirements

Ott [7] employ two classifiers, Multinomial Naive Bayes,
and Support Vector machine for software requirements clas-
sification. The classification techniques are applied on two
datasets, out of which one is confidential and the other is
public. The maximum recall achieved by the Naive Bayes
classifier is 0.94, whereas the Support Vector machine achieves
a precision of 0.86 in the best model. Baker et al. [8] work
on classification of non-functional requirements into their sub-
categories. The authors compare the performance of the CNN
model with that of an ANN model and results indicate that the
CNN model outperforms the ANN on most performance met-
rics. The ANN consists of one hidden layer of 20 neurons. The
ANN model has a precision of 82% to 90%, a recall of 78%
to 85%, and the greatest F-score of 84%.With the maximum
F-score of 92%, the CNN model obtains precision between
82% and 94%, and recall between 76% and 97%. Rahimi et
al. [9] focus on further classifying the functional requirements
into six different categories: policy, action constraint, solution,
definition, attribute constraint, and enablement. The authors
use the ensemble approach which combined five distinct clas-
sifiers: support vector classification, support vector machine,
decision tree, logistic regression, and Naïve Bayes. For each
class, accuracy per class as a weight is used to find the most
optimal classifier. The best results are obtained using LR, SVC,
SVM as the classifiers, which perform better than using all
classifiers. An accuracy of 99.45% is achieved in classifying
600 functional requirements.

III. STUDY DESIGN

This section presents the details regarding various design
setting used for this research.

A. Experimental Dataset

Cleland-Huang and his team [4] used the same datasets to
validate the proposed software requirement solution. Cleland-
Huang and his team extracted this data with the help of
MS students from DePaul University and rendered it for
public research via the PROMISE repository. The functional
and non-functional attributes are shown below in Figure 2.
The first observation to be made about Figure 2 is that
the PROMISE repository is uneven in number of functional
and non-functional requirements, with quality requirements
accounting for 382 of the 625 total.

B. Training of Models from Imbalanced Data Set:

Several ML algorithms have the issue of neglecting the
minority class in unbalanced datasets, despite the reality that
performance on those is often what matters. In order to
use future ML techniques, it was essential to implement the
SMOTE technique on the imbalanced classes in our dataset.
SMOTE [10] (Synthetic Minority Oversampling Approach) is
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a data augmentation technique that duplicates existing minority
class instances or generates new minority class instances. It
solves the imbalance problem without adding any new data to
the dataset, allowing us to employ machine learning techniques
afterwards.

C. Word Embedding:

The dataset’s textual data must be expressed as vectors
in respect to one another. The dataset was subjected to five
different word embedding techniques: Term Frequency and
Inverse Document Frequency (TF-IDF), Continuous Bag of
Words (CBOW)1, Skip-Gram (SKG), Global Vectors for Word
Representation (GLOVE)2, and Google news Word to Vector
(GW2V). The aim of these techniques, such as GLOVE,
CBOW, etc., is to capture the semantic information in the text,
which is not possible with other word-embedding techniques
such as TF-IDF. The textual data was represented as a vector
in an n-dimensional space using these techniques. Before
applying the word embedding techniques, all characters in the
requirements are converted to lowercase letters. We deleted
any stopwords, bad symbols, and spaces. These will now be

1https://towardsdatascience.com/word2vec-skip-gram-model-part-1-intuition-78614e4d6e0b
2https://nlp.stanford.edu/projects/glove/

utilized to create models that will classify the requirements
into functional and non-functional [11].

D. Feature Selection Techniques

We identify critical feature vectors that impact the perfor-
mance of the models after doing word embedding on the data.
To eliminate redundant and unnecessary features that may have
a detrimental impact on the models’ performance, the Rank
Sum Test (RST) and Principal Component Analysis (PCA)
are used. To see the difference, the performance of models
with these features is compared to the performance of models
without these features. This phase aids in the reduction of over-
training and training time [12].

E. Classification Technique:

The dataset is divided into training and testing subsets and
categorized using eight deep learning models using K-Fold
Cross-validation with a k value of 5. The structure of the
various models is presented below. All models have an input
layer with number neurons equal to the number of features of
input data. For each subsequent hidden layer, the number of
neurons is halved. All layers involved in the Deep Learning
models are either Dense layers or Dropout layers. In a Dense
layer, each neuron in the layer receives input from all neurons
of the previous layer. On the other hand, a Dropout layer
randomly selects and omits a certain number of neurons in the
layer while training the Deep Learning model. In this work, a
dropout value of 0.2 is used. Dropout layers are used to solve
the problem of overfitting models. Finally, the output layer
consists of only one neuron which contains a binary value
corresponding to the binary classification to either functional or
non-functional requirements. The activation function for each
layer is the rectified linear activation function or ReLU, except
the output layer which uses a sigmoid activation function.
Binary cross entropy is the loss function that is utilized to train
the models with Adam as the optimizer. Figure 3 shows the
architecture of the considered deep learning model1, model2,
model3, and model4 (DL1, DL2, DL3, and DL4). Similarly, we
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Fig. 1: Framework of proposed work

SANIDHYA VIJAYVARGIYA ET AL.: SOFTWARE REQUIREMENTS CLASSIFICATION USING DEEP-LEARNING APPROACH 897



are increasing the number of hidden layers for four more deep
learning models. The above considered models are validated
using 5-fold cross-validation with batch size=30, epochs=100
, and Dropout=0.2.

IV. RESEARCH METHODOLOGY

Figure 1 provides a full outline of our proposed effort.
We started by extracting the software requirements dataset
from the PROMISE repository. This data contains labels of
the software requirement category it falls under, i.e. functional
or non-functional requirements. The data was then subjected
to pre-processing techniques like converting all characters
to lowercase, removing non-alphanumeric and non-symbol
characters, eliminating frequently used words like ‘the’, and
‘a’, and other words with lengths less than or equal to two
as they do not make a significant impact in the classification.
Then, all of the phrases were tokenized to words.

To extract features from this unstructured, pre-processed
data, five different word embedding techniques were applied
to best capture the information. To account for the imbalance
in classes due to 382 instances of quality requirements out of
625, a data oversampling technique in the form of SMOTE
was used. Models were trained on both the balanced and
imbalanced datasets to compare the effectiveness of the class-
balancing. The features acquired after the word embeddings
and class balancing needed to be refined to remove redundant
and irrelevant features. Feature selection technique in the form
of Rank-Sum test, and dimensionality reduction technique in
the form of Principal Component Analysis were employed.
These two sets of features as well as the set of original features
were fed to the Deep Learning classifiers. This was done to
help understand the importance of feature selection.

The eight different DL classifiers were trained using 5-
fold cross validation. The classifiers have varying layer sizes,
and layer types, but certain attributes like the optimizer, loss
function, etc. remain constant across the different classifiers.
These classifiers are named DL1, DL2, DL3, and so on till
DL8. Finally, the performance of the various models developed
was measured using accuracy, F-measure, and AUC. This
performance was statistically analyzed using box-plots for
visual representation, with statistics like mean, maximum,
minimum, Q1, and Q3 for each performance metric. Further,
any conclusions derived were statistically supported using the
Friedman test.

V. EMPIRICAL RESULTS AND ANALYSIS

To categorize software needs into functional or non-
functional, we used five distinct word embedding approaches,
a class balance strategy, two feature selection strategies, and
eight different classification techniques. As a result, a total
of 480 [5 word-embedding techniques × 2 requirements
datasets(1 functional requirements dataset + 1 non-functional
requirements dataset) × (1 imbalanced dataset + 1 balanced
dataset) × 3 sets of features × 8 DL classifiers] models
were generated. As shown in Tables I and II, the predictive
performance of these trained models is assessed using the F-
measure, accuracy and Area Under Curve (AUC) performance
metrics.

• The high value of AUC confirms that the developed
models have the ability to accurately classify the soft-
ware requirements into functional and non-functional
as almost all the performance values seen on the right
side of Table I are greater than 0.75 AUC.

• The models developed using the Deep Learning struc-
ture of DL3 have better performance as compared to
other classifiers.

• The models trained using neural network with ADAM
(NNADAM) training algorithm have better predictive
ability as compared LBFG, and SGD training algo-
rithms.

• Simply by observing the values in Table I, we can
see the difference SMOTE provides in improving the
performance.

VI. COMPARATIVE ANALYSIS

The various models created with using word embed-
ding techniques, class balancing approaches, feature selection
strategies, and different classifiers are compared in this section.
The comparison is based on statistics such as the area under the
ROC curve (AUC), F-measure, and accuracy, with box plots
serving as a visualization of the comparative performance. The
Friedman test was used in this research to verify the findings.
The Friedman test is used to accept or reject the following
hypothesis.

• Null Hypothesis- There is no substantial difference in
the predictive performance of software classification
models constructed using different machine learning
approaches.

• Alternate Hypothesis- The prediction power of soft-
ware classification models constructed using various
ML approaches varies significantly.

With degrees of freedom of 4 for word embedding, 1 for
class balancing, 2 for feature selection, and 7 for distinct DL
classifier comparisons, the Friedman test was performed with
a significance threshold of α = 0.05.

A. RQ1: Which feature extraction technique can best capture
the unstructured, textual data present in the SRS document, and
convert it to structured data in the form of numerical vectors?

In this work, five distinct word embedding approaches were
utilized to compute the numerical vector of the functional
and quality requirements: TF-IDF, Skip-Gram (SKG), Global
Vectors for Word Representation (GloVe), W2V and Bag of
Words (CBOW). To assess the prediction abilities of models
generated using various word embedding techniques, the AUC,
accuracy, and F-measure statistics were used.

1) Box-plot: Word-Embedding: Figure 4 illustrates the re-
sult of several word embedding algorithms. Models developed
with the word embedding generated by TF-IDF are more
reliable than other models, as shown in Figure 4. CBoW
models exhibit poor prediction performance when compared to
other methodologies. The mean AUC value of TF-IDF models
is 0.91, with a maximum AUC of 0.98 and a Q3 accuracy of
0.96, implying that 25% of TF-IDF models have an AUC value
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of more than 0.96. The accuracy data and F-measure of these
models confirm these findings, revealing that classification
techniques based on TF-IDF outperform classification models
based on alternative word-embedding techniques.

2) Friedman Test: Word-Embedding: In this work, the
Friedman Test is also utilized to examine the predictive power
of the models created using different word embedding meth-
ods. The goal of the test is to see if the null hypothesis is
correct. The null hypothesis asserts that "the various word
embedding techniques have no discernible impact on the
performance of the classification models." Table IV shows the
mean ranks for the various word embedding techniques. The
lower the mean rank, the better the models’ performance. TF-
IDF has the lowest mean rank of 1.88, while CBoW has the
highest mean rank of 4.88. With a mean rank of 1.96, W2V
provides comparable performance to TF-IDF. It’s probable
that the high performance of the TF-IDF is due to the fact
that requirements papers contain numerous comparable phrases
and terms. Because of its method of giving weights to each
term, TF-IDF can effectively minimize frequent terms used in
requirements from creating an effect on classification better
than other word-embedding algorithms.
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Fig. 4: Performance Box-Plot Diagram: Performance of Dif-
ferent Word Embedding
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TABLE I: Precision and Recall

Precision Recall
OD(AF)

DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8 DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8
TFIDF FUN 0.85 0.84 0.85 0.85 0.85 0.83 0.84 0.87 0.8 0.84 0.85 0.86 0.85 0.87 0.85 0.85
TFIDF QUA 0.8 0.93 0.93 0.93 0.93 0.93 0.94 0.92 0.98 0.93 0.92 0.92 0.92 0.91 0.9 0.94
CBOW FUN 0.74 0.76 0.78 0.76 0.75 0.72 0.76 0.8 0.73 0.81 0.76 0.8 0.76 0.8 0.79 0.73
CBOW QUA 0.74 0.87 0.88 0.86 0.87 0.85 0.84 0.87 0.94 0.83 0.85 0.88 0.86 0.86 0.77 0.84
SKG FUN 0.82 0.76 0.79 0.79 0.76 0.79 0.82 0.76 0.69 0.79 0.79 0.75 0.81 0.75 0.77 0.78
SKG QUA 0.85 0.89 0.89 0.88 0.88 0.89 0.84 0.88 0.91 0.9 0.88 0.86 0.93 0.87 0.94 0.84
GLOVE FUN 0.8 0.79 0.79 0.78 0.8 0.76 0.8 0.78 0.74 0.82 0.82 0.81 0.8 0.82 0.82 0.79
GLOVE QUA 0.85 0.88 0.87 0.84 0.88 0.88 0.84 0.85 0.87 0.84 0.87 0.9 0.86 0.84 0.89 0.87
W2V FUN 0.8 0.78 0.81 0.83 0.78 0.81 0.8 0.82 0.83 0.79 0.79 0.75 0.81 0.77 0.75 0.79
W2V QUA 0.9 0.91 0.87 0.91 0.91 0.89 0.89 0.89 0.88 0.87 0.89 0.87 0.87 0.9 0.89 0.85

OD(RST)
TFIDF FUN 0.88 0.87 0.84 0.85 0.86 0.84 0.86 0.85 0.75 0.82 0.82 0.81 0.8 0.81 0.8 0.8
TFIDF QUA 0.81 0.91 0.9 0.9 0.9 0.9 0.9 0.88 0.98 0.92 0.91 0.93 0.93 0.92 0.92 0.93
CBOW FUN 0.73 0.79 0.77 0.74 0.77 0.81 0.75 0.8 0.82 0.79 0.78 0.84 0.79 0.7 0.79 0.75
CBOW QUA 0.77 0.87 0.82 0.86 0.84 0.84 0.87 0.82 0.92 0.86 0.92 0.87 0.88 0.88 0.85 0.92
SKG FUN 0.78 0.76 0.75 0.79 0.78 0.75 0.82 0.77 0.77 0.83 0.83 0.82 0.78 0.8 0.77 0.79
SKG QUA 0.84 0.89 0.86 0.88 0.89 0.88 0.9 0.89 0.9 0.9 0.91 0.91 0.91 0.89 0.9 0.88
GLOVE FUN 0.78 0.79 0.81 0.8 0.83 0.79 0.79 0.79 0.79 0.83 0.8 0.8 0.76 0.81 0.79 0.82
GLOVE QUA 0.84 0.85 0.9 0.9 0.88 0.87 0.88 0.87 0.87 0.89 0.85 0.87 0.89 0.9 0.88 0.88
W2V FUN 0.81 0.81 0.75 0.85 0.83 0.81 0.79 0.79 0.83 0.82 0.84 0.75 0.77 0.8 0.82 0.82
W2V QUA 0.87 0.88 0.9 0.9 0.9 0.88 0.88 0.9 0.89 0.93 0.9 0.91 0.88 0.88 0.91 0.9

OD(PCA)
TFIDF FUN 0.69 0.77 0.75 0.78 0.7 0.76 0.76 0.7 0.79 0.75 0.77 0.7 0.82 0.78 0.72 0.79
TFIDF QUA 0.74 0.88 0.83 0.9 0.84 0.85 0.85 0.86 0.94 0.83 0.9 0.85 0.88 0.85 0.88 0.85
CBOW FUN 0.63 0.66 0.69 0.67 0.66 0.71 0.68 0.68 0.7 0.69 0.78 0.72 0.67 0.73 0.67 0.78
CBOW QUA 0.64 0.76 0.82 0.78 0.85 0.82 0.76 0.81 0.91 0.82 0.85 0.84 0.67 0.74 0.85 0.83
SKG FUN 0.76 0.79 0.75 0.75 0.81 0.74 0.8 0.74 0.68 0.79 0.78 0.85 0.79 0.82 0.75 0.82
SKG QUA 0.71 0.89 0.9 0.9 0.85 0.89 0.89 0.89 0.97 0.87 0.88 0.86 0.9 0.85 0.85 0.86
GLOVE FUN 0.8 0.77 0.77 0.8 0.75 0.8 0.77 0.8 0.69 0.78 0.77 0.78 0.8 0.79 0.79 0.75
GLOVE QUA 0.75 0.85 0.88 0.87 0.86 0.87 0.84 0.87 0.91 0.87 0.86 0.85 0.85 0.88 0.91 0.86
W2V FUN 0.78 0.78 0.76 0.77 0.77 0.76 0.81 0.77 0.71 0.8 0.83 0.81 0.79 0.78 0.74 0.77
W2V QUA 0.79 0.88 0.88 0.88 0.88 0.87 0.87 0.88 0.95 0.86 0.86 0.86 0.87 0.86 0.87 0.83

SMOTE(AF)
TFIDF FUN 0.84 0.84 0.84 0.84 0.85 0.83 0.84 0.81 0.8 0.84 0.85 0.85 0.85 0.84 0.84 0.84
TFIDF QUA 0.88 0.94 0.94 0.95 0.95 0.95 0.95 0.94 0.92 0.92 0.92 0.93 0.93 0.93 0.92 0.93
CBOW FUN 0.78 0.75 0.75 0.8 0.7 0.76 0.66 0.77 0.46 0.8 0.76 0.73 0.86 0.76 0.78 0.65
CBOW QUA 0.86 0.89 0.89 0.77 0.86 0.89 0.85 0.89 0.69 0.85 0.85 0.86 0.85 0.84 0.8 0.81
SKG FUN 0.75 0.8 0.77 0.71 0.78 0.73 0.77 0.73 0.84 0.71 0.74 0.82 0.8 0.81 0.83 0.81
SKG QUA 0.87 0.9 0.92 0.85 0.93 0.89 0.91 0.87 0.87 0.85 0.89 0.9 0.82 0.87 0.91 0.93
GLOVE FUN 0.81 0.81 0.78 0.79 0.77 0.81 0.81 0.79 0.78 0.82 0.85 0.77 0.8 0.81 0.73 0.82
GLOVE QUA 0.88 0.92 0.92 0.9 0.92 0.92 0.93 0.87 0.84 0.85 0.86 0.88 0.86 0.86 0.81 0.89
W2V FUN 0.79 0.83 0.83 0.82 0.75 0.81 0.79 0.79 0.73 0.82 0.78 0.81 0.89 0.81 0.8 0.81
W2V QUA 0.9 0.92 0.92 0.88 0.91 0.91 0.91 0.8 0.87 0.88 0.87 0.89 0.91 0.93 0.87 0.92

SMOTE(RST)
TFIDF FUN 0.85 0.85 0.85 0.82 0.83 0.83 0.85 0.85 0.73 0.83 0.82 0.84 0.83 0.83 0.84 0.82
TFIDF QUA 0.85 0.92 0.91 0.92 0.92 0.9 0.93 0.92 0.92 0.9 0.91 0.9 0.91 0.91 0.91 0.93
CBOW FUN 0.77 0.79 0.8 0.77 0.76 0.78 0.79 0.78 0.77 0.79 0.75 0.8 0.82 0.75 0.8 0.78
CBOW QUA 0.79 0.86 0.84 0.86 0.88 0.92 0.89 0.86 0.88 0.87 0.87 0.9 0.86 0.83 0.83 0.86
SKG FUN 0.75 0.79 0.8 0.83 0.78 0.79 0.77 0.75 0.81 0.81 0.83 0.75 0.8 0.81 0.82 0.84
SKG QUA 0.86 0.91 0.92 0.93 0.88 0.87 0.9 0.93 0.86 0.85 0.83 0.79 0.9 0.89 0.85 0.83
GLOVE FUN 0.78 0.81 0.83 0.79 0.84 0.79 0.77 0.71 0.79 0.83 0.79 0.78 0.78 0.81 0.82 0.85
GLOVE QUA 0.86 0.9 0.91 0.91 0.9 0.91 0.87 0.91 0.85 0.88 0.86 0.85 0.87 0.9 0.89 0.86
W2V FUN 0.79 0.8 0.79 0.79 0.85 0.82 0.83 0.78 0.83 0.84 0.83 0.81 0.78 0.84 0.77 0.8
W2V QUA 0.88 0.92 0.93 0.93 0.93 0.92 0.9 0.88 0.88 0.85 0.87 0.88 0.87 0.88 0.88 0.91

SMOTE(PCA)
TFIDF FUN 0.67 0.76 0.72 0.74 0.72 0.74 0.62 0.73 0.48 0.69 0.79 0.77 0.79 0.77 0.77 0.8
TFIDF QUA 0.86 0.88 0.91 0.87 0.88 0.81 0.9 0.92 0.87 0.92 0.86 0.84 0.93 0.92 0.83 0.86
CBOW FUN 0.6 0.7 0.71 0.74 0.73 0.7 0.68 0.77 0.56 0.69 0.85 0.78 0.71 0.79 0.69 0.75
CBOW QUA 0.73 0.85 0.87 0.87 0.88 0.81 0.77 0.88 0.63 0.78 0.81 0.72 0.77 0.84 0.81 0.77
SKG FUN 0.78 0.76 0.78 0.78 0.76 0.83 0.8 0.79 0.65 0.82 0.77 0.81 0.76 0.69 0.73 0.74
SKG QUA 0.85 0.88 0.92 0.9 0.92 0.9 0.9 0.88 0.88 0.9 0.87 0.87 0.9 0.9 0.92 0.9
GLOVE FUN 0.74 0.77 0.77 0.76 0.74 0.78 0.78 0.76 0.77 0.78 0.78 0.8 0.83 0.77 0.77 0.8
GLOVE QUA 0.87 0.9 0.89 0.89 0.89 0.9 0.91 0.91 0.82 0.85 0.88 0.89 0.89 0.87 0.88 0.85
W2V FUN 0.74 0.79 0.78 0.78 0.8 0.8 0.78 0.74 0.73 0.83 0.74 0.84 0.78 0.78 0.77 0.84
W2V QUA 0.87 0.92 0.91 0.91 0.92 0.94 0.91 0.89 0.87 0.87 0.87 0.87 0.88 0.83 0.87 0.9

B. RQ2: Which feature selection techniques are the best at
getting rid of redundant and irrelevant features which may
affect the performance of the classification models?

In the proposed study, we use Rank Sum test and PCA as
feature selection procedures, and we use all of the original

features for developing predictive models for requirements
categorization in a third set of models. These feature selection
procedures were applied to both the functional and quality
requirements datasets.
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TABLE II: Accuracy and AUC

Accuracy AUC
DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8 DL1 DL2 DL3 DL4 DL5 DL6 DL7 DL8

OD(AF)
TFIDF FUN 83.2 84.32 85.12 85.60 85.12 84.80 84.80 85.92 0.9 0.91 0.92 0.92 0.92 0.91 0.91 0.91
TFIDF QUA 83.52 91.36 91.04 91.20 90.88 90.40 90.40 91.20 0.93 0.96 0.96 0.96 0.96 0.96 0.96 0.95
CBOW FUN 73.6 77.44 77.12 77.44 76.00 74.88 76.80 77.44 0.8 0.85 0.84 0.85 0.84 0.83 0.84 0.84
CBOW QUA 76 81.92 83.68 83.68 83.36 82.40 76.96 82.88 0.83 0.89 0.9 0.88 0.89 0.89 0.84 0.89
SKG FUN 77.12 77.60 79.04 77.76 77.76 77.76 80.16 77.12 0.86 0.86 0.86 0.86 0.85 0.87 0.87 0.85
SKG QUA 84.16 87.52 85.92 84.64 87.68 84.96 85.44 83.68 0.91 0.93 0.93 0.92 0.92 0.91 0.92 0.91
GLOVE FUN 78.08 80.48 80.32 79.20 80.16 78.24 80.96 78.88 0.86 0.87 0.87 0.86 0.87 0.87 0.85 0.87
GLOVE QUA 82.88 83.20 84.32 83.04 84.32 82.88 82.88 82.4 0.9 0.91 0.92 0.9 0.91 0.9 0.91 0.89
W2V FUN 81.44 78.88 80.64 80.00 79.36 79.84 78.08 80.64 0.89 0.88 0.88 0.88 0.87 0.86 0.87 0.87
W2V QUA 86.72 87.04 85.60 87.04 86.72 87.52 86.56 84.8 0.92 0.93 0.93 0.94 0.93 0.93 0.93 0.92

OD(RST)
TFIDF FUN 82.56 84.80 83.20 83.36 83.52 82.88 83.84 83.36 0.89 0.92 0.92 0.92 0.91 0.91 0.91 0.91
TFIDF QUA 84.64 89.28 88.80 89.12 89.28 88.64 89.28 88.16 0.93 0.95 0.95 0.95 0.95 0.94 0.95 0.93
CBOW FUN 76 79.04 77.44 77.44 77.92 76.96 76.48 78.24 0.84 0.87 0.86 0.86 0.86 0.86 0.85 0.86
CBOW QUA 78.08 83.68 82.88 82.88 82.72 82.24 83.20 82.88 0.86 0.9 0.9 0.89 0.91 0.85 0.9 0.91
SKG FUN 77.60 78.72 77.92 80.32 78.08 76.8 80.32 77.60 0.85 0.88 0.86 0.86 0.86 0.85 0.86 0.85
SKG QUA 83.04 86.88 85.60 87.20 87.36 85.92 87.20 86.08 0.9 0.92 0.92 0.92 0.92 0.91 0.92 0.91
GLOVE FUN 78.24 80.32 80.80 80.32 80.48 79.84 79.20 80.48 0.86 0.88 0.88 0.88 0.88 0.87 0.87 0.88
GLOVE QUA 81.92 83.84 84.80 86.24 85.76 85.76 85.28 84.80 0.89 0.91 0.91 0.92 0.92 0.92 0.92 0.9
W2V FUN 81.44 81.76 78.24 81.12 80.96 80.64 80.16 80.16 0.89 0.9 0.89 0.9 0.9 0.89 0.88 0.89
W2V QUA 85.12 88.16 87.84 88.32 86.72 85.76 86.88 87.36 0.93 0.94 0.94 0.94 0.93 0.93 0.93 0.93

OD(PCA)
TFIDF FUN 71.52 76.80 75.84 75.04 73.60 76.64 74.56 73.12 0.78 0.85 0.84 0.83 0.82 0.84 0.81 0.82
TFIDF QUA 76.16 82.56 82.56 85.12 82.24 81.60 83.36 82.72 0.82 0.91 0.9 0.92 0.89 0.89 0.85 0.89
CBOW FUN 64.48 67.04 71.84 68.80 66.56 71.52 67.84 70.56 0.68 0.75 0.79 0.77 0.74 0.78 0.74 0.77
CBOW QUA 63.2 73.60 79.36 76.16 72.64 74.24 74.24 78.08 0.65 0.81 0.85 0.83 0.81 0.82 0.8 0.85
SKG FUN 73.6 79.04 76.64 78.40 80.00 76.96 78.56 76.48 0.8 0.86 0.85 0.87 0.86 0.86 0.87 0.86
SKG QUA 74.56 85.44 86.40 86.08 84.64 84.16 84.32 84.48 0.89 0.92 0.93 0.92 0.91 0.91 0.91 0.92
GLOVE FUN 76.16 77.12 76.96 79.36 76.80 79.68 77.76 78.08 0.84 0.85 0.84 0.85 0.85 0.86 0.84 0.85
GLOVE QUA 76.48 82.40 84.32 83.04 82.24 84.80 84.00 83.52 0.86 0.9 0.91 0.9 0.9 0.91 0.9 0.89
W2V FUN 75.84 78.72 78.72 78.40 77.92 77.12 78.40 77.12 0.84 0.85 0.86 0.86 0.86 0.86 0.84 0.84
W2V QUA 81.6 84.80 84.16 84.64 84.96 83.68 83.84 82.72 0.9 0.92 0.92 0.92 0.92 0.92 0.9 0.91

SMOTE(AF)
TFIDF FUN 82.22 84.13 84.29 84.60 85.08 83.65 84.29 82.22 0.89 0.91 0.91 0.91 0.91 0.91 0.9 0.89
TFIDF QUA 90.05 93.32 93.19 93.98 94.11 94.24 93.59 93.32 0.96 0.98 0.98 0.98 0.98 0.98 0.98 0.98
CBOW FUN 66.51 76.35 75.40 77.62 74.60 76.03 69.05 73.17 0.79 0.84 0.83 0.83 0.84 0.84 0.77 0.83
CBOW QUA 78.93 87.17 87.30 79.97 85.60 86.91 83.12 85.47 0.9 0.92 0.92 0.88 0.92 0.92 0.89 0.92
SKG FUN 77.62 76.83 76.03 74.44 78.73 75.71 79.21 75.71 0.85 0.85 0.83 0.84 0.86 0.84 0.85 0.83
SKG QUA 87.17 87.83 90.31 87.04 88.35 88.22 90.71 89.66 0.93 0.95 0.96 0.93 0.96 0.94 0.95 0.95
GLOVE FUN 80.16 81.43 80.63 78.25 77.94 80.95 78.25 80.16 0.87 0.89 0.88 0.87 0.87 0.89 0.87 0.87
GLOVE QUA 86.39 88.61 89.14 88.87 89.14 88.87 87.83 88.09 0.93 0.95 0.96 0.95 0.95 0.94 0.94 0.94
W2V FUN 76.67 82.54 80.95 81.43 79.84 80.79 79.21 79.37 0.85 0.9 0.89 0.9 0.9 0.88 0.88 0.87
W2V QUA 88.48 89.92 89.79 88.48 90.97 91.49 89.01 84.16 0.95 0.96 0.96 0.95 0.96 0.96 0.96 0.94

SMOTE(RST)
TFIDF FUN 80.32 83.81 84.13 82.86 83.49 83.17 84.60 83.81 0.9 0.92 0.92 0.92 0.92 0.91 0.92 0.91
TFIDF QUA 87.43 90.97 91.10 91.23 91.62 90.71 92.02 92.41 0.94 0.97 0.97 0.97 0.97 0.97 0.97 0.97
CBOW FUN 76.51 79.05 77.94 77.94 78.10 76.67 79.21 78.10 0.84 0.87 0.86 0.85 0.87 0.86 0.87 0.86
CBOW QUA 82.2 86.39 85.47 87.57 87.30 87.57 86.13 86.26 0.89 0.93 0.93 0.93 0.93 0.94 0.92 0.92
SKG FUN 76.83 79.68 80.79 79.52 78.41 79.52 78.89 78.41 0.85 0.88 0.88 0.87 0.87 0.88 0.87 0.86
SKG QUA 86.13 88.35 88.09 86.65 89.27 88.22 87.43 88.35 0.92 0.95 0.96 0.95 0.95 0.95 0.95 0.95
GLOVE FUN 78.57 81.59 81.43 78.57 81.27 79.52 78.57 75.56 0.86 0.88 0.89 0.88 0.88 0.87 0.87 0.84
GLOVE QUA 85.47 89.01 88.74 88.22 88.61 90.58 87.96 88.87 0.93 0.94 0.95 0.94 0.95 0.95 0.94 0.93
W2V FUN 80.16 81.75 80.48 80.00 82.06 82.70 80.63 78.57 0.89 0.9 0.91 0.9 0.91 0.9 0.9 0.88
W2V QUA 88.22 88.48 90.05 90.97 90.18 90.31 89.14 89.27 0.94 0.96 0.97 0.97 0.97 0.97 0.96 0.95

SMOTE(PCA)
TFIDF FUN 62.38 73.97 74.44 75.08 73.81 74.92 65.24 74.76 0.71 0.83 0.82 0.84 0.82 0.83 0.73 0.82
TFIDF QUA 86.78 89.66 89.14 85.99 90.05 85.08 86.65 88.87 0.94 0.96 0.96 0.94 0.96 0.93 0.93 0.95
CBOW FUN 59.68 69.52 75.56 75.40 72.22 72.54 68.25 76.19 0.64 0.77 0.84 0.83 0.8 0.81 0.76 0.81
CBOW QUA 70.16 82.07 84.29 80.50 82.98 82.07 78.80 83.51 0.76 0.89 0.91 0.89 0.88 0.89 0.86 0.9
SKG FUN 73.17 77.78 77.94 79.05 76.19 77.30 77.30 77.30 0.81 0.85 0.85 0.86 0.85 0.85 0.85 0.84
SKG QUA 86.13 88.87 89.79 88.87 91.10 90.31 91.23 89.14 0.93 0.95 0.95 0.95 0.96 0.95 0.95 0.95
GLOVE FUN 74.92 77.30 77.30 77.78 76.98 77.78 77.46 77.30 0.84 0.86 0.86 0.86 0.85 0.86 0.85 0.84
GLOVE QUA 84.95 87.57 88.48 89.14 89.27 88.74 89.27 87.96 0.93 0.94 0.94 0.94 0.94 0.94 0.94 0.93
W2V FUN 73.65 80.32 76.83 80.16 78.89 79.21 77.62 77.30 0.81 0.88 0.86 0.88 0.87 0.87 0.86 0.86
W2V QUA 86.91 89.53 89.40 88.87 90.18 89.01 89.01 89.14 0.94 0.96 0.95 0.96 0.96 0.96 0.95 0.95

1) Box-plot: Feature Selection: RST seems to select a
better subset of features than any other technique, per Figure
5. RST has an average AUC of 0.91, with a lowest of 0.84 and
a peak of 0.97. The features created using PCA performed the
worst of the three sets of features, with a mean AUC of 0.87.

2) Friedman Test: Feature Selection: We also utilized the
Friedman test to evaluate the various feature selection pro-
cedures based on their ability to predict model performance
metrics generated with three distinct sets of features. The null
hypothesis, that must be evaluated based on the Friedman
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TABLE III: Descriptive Statistics: Different Word Embedding

Min Max Mean Q2 Q1 Q3
Accuracy

TFIDF 62.38 94.24 84.52 84.62 82.56 89.47
CBOW 59.68 87.57 77.80 77.77 74.74 82.88
SKG 73.17 91.23 82.34 80.56 77.76 87.19
GLOVE 74.92 90.58 82.42 81.51 78.57 85.76
W2V 73.65 91.49 83.50 82.62 79.92 88.00

Precision
TFIDF 0.62 0.95 0.85 0.85 0.83 0.90
CBOW 0.60 0.92 0.79 0.78 0.75 0.86
SKG 0.71 0.93 0.83 0.83 0.78 0.89
GLOVE 0.71 0.93 0.83 0.84 0.79 0.88
W2V 0.74 0.94 0.84 0.84 0.79 0.90

Recall
TFIDF 0.48 0.98 0.85 0.85 0.82 0.92
CBOW 0.46 0.94 0.79 0.80 0.75 0.85
SKG 0.65 0.97 0.83 0.83 0.79 0.89
GLOVE 0.69 0.91 0.83 0.84 0.80 0.87
W2V 0.71 0.95 0.84 0.84 0.80 0.88

AUC
TFIDF 0.71 0.98 0.91 0.92 0.90 0.96
CBOW 0.64 0.94 0.85 0.86 0.83 0.89
SKG 0.80 0.96 0.89 0.89 0.86 0.93
GLOVE 0.84 0.96 0.89 0.89 0.87 0.93
W2V 0.81 0.97 0.91 0.91 0.88 0.94

TABLE IV: Friedman test : Mean Rank

Accuracy Precision Recall AUC
DL

DL1 7.33 6.28 5.17 7.28
DL2 3.53 3.94 4.39 3.25
DL3 3.69 4.02 4.28 3.16
DL4 3.83 4.13 4.35 3.65
DL5 3.84 4.13 4.13 3.65
DL6 4.45 4.43 4.44 4.23
DL7 4.51 4.33 4.88 5.22
DL8 4.83 4.75 4.36 5.58

P≤0.05 P≤0.05 P≤0.05 P≤0.05
Word-Embedding

TFIDF 1.95 2.18 2.01 1.88
CBOW 4.82 4.51 4.09 4.88
SKG 2.96 3.02 2.98 3.05
GLOVE 3.02 2.99 3.11 3.24
W2V 2.25 2.30 2.81 1.96

P≤0.05 P≤0.05 P≤0.05 P≤0.05
Feature Sets

AF 1.74 1.71 1.83 1.81
RST 1.58 1.76 1.74 1.47
PCA 2.68 2.53 2.43 2.73

P≤0.05 P≤0.05 P≤0.05 P≤0.05
OD and SMOTE

OD 1.74 1.64 1.47 1.77
SMOTE 1.26 1.36 1.53 1.23

P≤0.05 P≤0.05 P≤0.05 P≤0.05

test, is that "the requirements classification models developed
using different feature sets do not have a significant difference
in their prediction capacity." With two degrees of freedom
and a significance threshold of α= 0.05, the Friedman test
was conducted. Table IV shows the mean ranks of the three
feature sets. The mean ranks of the Friedman test can be used
to differentiate between different feature selection techniques.
Lower mean ranks imply better achievement as compared
to others. The models trained with the set of RST features
had the lowest mean rank (1.47), followed by those trained
with the original set of features (1.81), and finally PCA
(2.73). The mean ranks show that models perform better when

TABLE V: Descriptive Statistics: Different Sets of Features

Min Max Mean Q2 Q1 Q3
Accuracy

AF 66.51 94.24 83.14 83.20 78.91 87.17
RST 75.56 92.41 83.59 83.28 79.92 87.43
PCA 59.68 91.23 79.62 78.64 75.84 84.64

Precision
AF 0.66 0.95 0.84 0.84 0.79 0.89
RST 0.71 0.93 0.84 0.85 0.79 0.89
PCA 0.60 0.94 0.80 0.80 0.76 0.88

Recall
AF 0.46 0.98 0.84 0.84 0.80 0.88
RST 0.70 0.98 0.84 0.84 0.80 0.89
PCA 0.48 0.97 0.81 0.82 0.77 0.87

AUC
AF 0.77 0.98 0.90 0.90 0.87 0.93
RST 0.84 0.97 0.91 0.91 0.88 0.93
PCA 0.64 0.96 0.87 0.86 0.84 0.92

RST features are included, whereas dimensionality reduction
approaches like PCA just regress the models’ performance.

C. RQ3: For what structure of the deep learning classifiers
do the software requirements classification models achieve the
best results?

The study used eight different Deep Learning classifiers
to categorize the software requirements. These classifiers
are employed in conjunction with various word-embedding
techniques and feature selection techniques. The DL binary
classification models include models with different layer sizes,
and layer types. Hyperparameters such as optimizer, activation
function for specific layers, loss function, etc. are kept consis-
tent across different models.

1) Box-plot: Classification Techniques: Figure 6 depicts
the accuracy, precision, recall, and AUC statistics for the
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Fig. 5: Performance Box-Plot Diagram: Performance of Dif-
ferent Sets of Features
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Fig. 6: Performance Box-Plot Diagram: Different Variants of
Deep Learning

different classifiers used, including Mean, Median, Min, Max,
Q1, and Q3. With a mean AUC of 0.9, the models trained
with the DL2, DL3, DL4, and DL5 exhibited relatively similar
performance and surpassed the others. The DL1 classifier
performed the worst in comparison to other classifiers, with a
mean AUC of 0.86. The DL3 classifier produces models with
a maximum AUC of 0.98, a minimum of 0.79, a Q1 AUC
of 0.86, and a Q3 AUC of 0.94. A box plot is insufficient to
discriminate between the DL2, DL3, DL4, and DL5 classifiers.

2) Friedman Test: Classification Techniques: The Fried-
man test is also performed on the performance metrics of
the various classifiers in order to statistically compare the
models’ performance and help differentiate the models where
box-plot failed. The goal of the test is to see if the null
hypothesis is correct. The null hypothesis for this test is
that "the requirements classification models developed utilizing
the different classifiers do not have a significant variation in
their prediction abilities." With 7 degrees of freedom and a
significance level of α= 0.05, the Friedman test was performed.
The mean rank of various classifiers after the Friedman test is
shown in Table IV. Table IV shows that DL3 has the lowest
mean rank of 3.16, followed by DL2 with 3.25, DL4, and DL5
with 3.65. DL1 and DL8 performed significantly worse with
mean ranks of 7.28, and 5.58, respectively.

D. RQ4: How does the application of class balancing tech-
nique through oversampling affect the performance of the
models?

Based on the data utilized to train the models, there are two
types of models presented in this study. One dataset contains
imbalanced classes, while the class-balanced dataset is used to
train the other set of models.

1) Box-plot: SMOTE: Figure 7 presents a visual represen-
tation of the predictive ability of models trained on a balanced

TABLE VI: Descriptive Statistics: Different Variants of DL

Min Max Mean Q2 Q1 Q3
Accuracy

DL1 59.68 90.05 79.06 79.55 76.00 84.40
DL2 67.04 93.32 82.79 82.55 78.96 87.55
DL3 71.84 93.19 82.93 83.44 78.09 87.57
DL4 68.80 93.98 82.67 82.87 78.49 87.04
DL5 66.56 94.11 82.70 82.85 78.09 87.52
DL6 71.52 94.24 82.54 82.55 77.77 87.22
DL7 65.24 93.59 82.02 83.00 78.33 86.77
DL8 70.56 93.32 82.22 82.72 77.84 86.17

Precision
DL1 0.60 0.90 0.80 0.80 0.75 0.85
DL2 0.66 0.94 0.84 0.85 0.79 0.89
DL3 0.69 0.94 0.84 0.84 0.78 0.90
DL4 0.67 0.95 0.84 0.85 0.78 0.90
DL5 0.66 0.95 0.83 0.85 0.78 0.89
DL6 0.70 0.95 0.83 0.83 0.79 0.89
DL7 0.62 0.95 0.83 0.84 0.79 0.89
DL8 0.68 0.94 0.83 0.84 0.78 0.88

Recall
DL1 0.46 0.98 0.81 0.83 0.74 0.88
DL2 0.69 0.93 0.83 0.83 0.81 0.87
DL3 0.74 0.92 0.84 0.85 0.79 0.87
DL4 0.70 0.93 0.83 0.84 0.80 0.87
DL5 0.67 0.93 0.84 0.85 0.79 0.88
DL6 0.69 0.93 0.83 0.84 0.80 0.88
DL7 0.67 0.94 0.83 0.83 0.78 0.88
DL8 0.65 0.94 0.83 0.84 0.80 0.87

AUC
DL1 0.64 0.96 0.86 0.89 0.84 0.92
DL2 0.75 0.98 0.90 0.90 0.87 0.94
DL3 0.79 0.98 0.90 0.91 0.86 0.94
DL4 0.77 0.98 0.90 0.90 0.86 0.94
DL5 0.74 0.98 0.90 0.91 0.86 0.93
DL6 0.78 0.98 0.90 0.90 0.86 0.93
DL7 0.73 0.98 0.89 0.90 0.85 0.93
DL8 0.77 0.98 0.89 0.89 0.86 0.93

dataset versus models learned on an imbalanced dataset. In
most box plot measures, models trained with SMOTE out-
performed models trained on the original dataset. SMOTE-
trained models had a mean AUC of 0.9, a maximum of 0.98,
a minimum of 0.64, and a Q3 of 0.95.

TABLE VII: Descriptive Statistics: OD and SMOTE

Min Max Mean Q2 Q1 Q3
Accuracy

OD 63.20 91.36 81.20 81.84 77.76 84.80
SMOTE 59.68 94.24 83.03 83.50 78.18 88.68

Precision
OD 0.63 0.94 0.82 0.83 0.78 0.88
SMOTE 0.60 0.95 0.84 0.84 0.78 0.90

Recall
OD 0.67 0.98 0.83 0.84 0.79 0.88
SMOTE 0.46 0.93 0.83 0.84 0.79 0.87

AUC
OD 0.65 0.96 0.88 0.89 0.86 0.92
SMOTE 0.64 0.98 0.90 0.91 0.86 0.95

2) Friedman Test: SMOTE: To evaluate the performance
of the two sets of models, the Friedman test is applied to
their performance measures on class-balanced and imbalanced
datasets. The goal of this test is to accept or reject the null
hypothesis, which states that "there is no substantial difference
in performance between models trained with balanced or
imbalanced classes." With a significance threshold of α = 0.05
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Fig. 7: Performance Box-Plot Diagram: Performance of Orig-
inal Data and SMOTE

and degrees of freedom of 1, the Friedman test was performed.
The models trained on the class-balanced dataset have the
lower mean rank of 1.23, while those trained on the imbalanced
dataset have the higher mean rank of 1.77.

VII. CONCLUSION

The Deep Learning classifiers used in this work, in con-
junction with the word embedding, feature selection, and class
balancing techniques have produced a very high accuracy for
software requirements classification. The best models can be
deployed in industry to do away with the manual classification,
which is ailed by the problem of inconsistencies between
client and software engineer terminologies [13]. Industry can
benefit from the lower costs, and higher efficiency. The key
conclusions that we arrived at were as follows:

• Models that utilized features extracted from TF-IDF
word embedding performed considerably better than
other models.

• Out of the eight DL classifiers used, the models trained
with the DL3 classifier had the best results, with the
DL2 and DL4 classifiers performing similarly.

• The Rank Sum test-selected features outperformed any
other group of characteristics utilized in this work.

• SMOTE-based class balancing improved the perfor-
mance of requirements categorization models.

According to the results of this study, DL classifiers are critical
for more accurate software requirement classification. Future

research can extend this work by classifying the requirements
into the subcategories of functional and non-functional re-
quirements. Researchers can also focus on other parts of the
software development pipeline, and use the models developed
in this work for the requirements classification step.
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7th Workshop on Model Driven Approaches in
System Development

FOR many years, various approaches in system design and
implementation differentiate between the specification of

the system and its implementation on a particular platform.
People in software industry have been using models for a pre-
cise description of systems at the appropriate abstraction level
without unnecessary details. Model-Driven (MD) approaches
to the system development increase the importance and power
of models by shifting the focus from programming to mod-
eling activities. Models may be used as primary artifacts in
constructing software, which means that software components
are generated from models. Software development tools need
to automate as many as possible tasks of model construction
and transformation requiring the smallest amount of human
interaction.

A goal of the proposed workshop is to bring together
people working on MD approaches, techniques and tools,
as well as Domain Specific Modeling (DSM) and Domain
Specific Languages (DSL) and applying them in the re-
quirements engineering, information system and application
development, databases, and related areas, so that they can
exchange their experience, create new ideas, evaluate and
improve MD approaches and spread its use. The intention
is to target an interdisciplinary nature of MD approaches in
software engineering, as well as research topics expressed by
but not limited to acronyms such as Model Driven Software
Engineering (MDSE), Model Driven Development (MDD),
Domain Specific Modeling (DSM), and OMG’s Model Driven
Architecture (MDA).

1st Workshop on MDASD was organized in the scope of
ADBIS 2010 Conference, held in Novi Sad, Serbia. From
2012, MDASD becomes a regular bi-annual FedCSIS event.

TOPICS

• MD Approaches in System Design and Implementation
– Problems and Issues

• MD Approaches in Software Process Models, Software
Quality and Standards

• MD Approaches in Databases, Information Systems, Em-
bedded and Real-Time Systems

• Metamodeling, Modeling and Specification Languages,
Model Transformation Languages

• Model-to-Model, Model-to-Text, and Model-to-Code
Transformations in Software Process

• Transformation Techniques and Tools
• Domain Specific Languages (DSL) and Domain Specific

Modeling (DSM) in System Specification and Develop-
ment

• Design of Metamodeling and Modeling Languages and
Tools

• MD Approaches in Requirements Engineering, Document
Engineering and Business Process Modeling

• MD Approaches in System Reengineering and Reverse
Engineering

• MD Approaches in HCI and UX Design, GIS Develop-
ment, and Cyber-Physical Systems

• Low-Code and No-Code software development – re-
search, experiences and challenges

• Model Based Software Verification
• Artificial Intelligence (AI) for MD and MD for AI-based

system development
• Theoretical and Mathematical Foundations of MD Ap-

proaches
• Multi-View, Multi-Paradigm and Blended Modeling
• Organizational and Human Factors, Skills, and Qualifica-

tions for MD Approaches
• Teaching MD Approaches in Academic and Industrial

Environments
• MD Applications, Industry Experience, Case Studies,

relationship with IoT and Industry 4.0
There is a possibility of selecting extended versions of the best
papers presented during the conference for further procedure
in the journals: ComSIS, ISI IF(2020) = 1.167, and COLA,
ISI IF(2020) = 1.271.
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• Luković, Ivan, University of Novi Sad, Serbia
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• Ristić, Sonja, University of Novi Sad, Faculty of Tech-
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• Tolvanen, Juha-Pekka, MetaCase, Finland
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• Bryant, Barrett, University of North Texas, USA
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Model-Based System Engineering Adoption
in the Vehicular Systems Domain
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Abstract—As systems continue to increase in complexity, some
companies have turned to Model-Based Systems Engineering
(MBSE) to address different challenges such as requirement
complexity, consistency, traceability, and quality assurance dur-
ing system development. Consequently, to foster the adoption
of MBSE, practitioners need to understand what factors are
impeding or promoting success in applying such a method in their
existing processes and infrastructure. While many of the existing
studies on the adoption of MBSE in specific contexts focus on
its applicability, it is unclear what attributes foster a successful
adoption of MBSE and what targets the companies are setting.
Consequently, practitioners need to understand what adoption
strategies are applicable. To shed more light on this topic,
we conducted semi-structured interviews with 12 professionals
working in the vehicular domain with roles in several MBSE
adoption projects. The aim is to investigate their experiences,
reasons, targets, and promoting and impeding factors. The
obtained data was synthesized using thematic analysis. This
study suggests that the reasons for MBSE adoption relate to
two main themes: better management of complex engineering
tasks and communication between different actors. Furthermore,
engagement, activeness and access to expert knowledge are
indicated as factors promoting MBSE adoption success, while
the lack of MBSE knowledge is an impeding factor for successful
adoption.

I. INTRODUCTION

MODEL-Based Systems Engineering (MBSE) [1] is an
approach devised to take care of issues frequently

encountered in traditional document-based system engineering
(DBSE). In MBSE practice the systems engineering team per-
forms its engineering life cycle activities in a modelling tool,
using a dedicated semi-formal modelling language and apply-
ing a modelling method, to construct one primary systems
engineering artifact — a system model which is inherently
coherent and consistent [2]. The great appeal of MBSE is that
it, when practiced correctly, promises a return on investment
(ROI) that appears late in the Systems Engineering life cycle
due to reduced costs in change management. However some-
times stakeholders also incorrectly assume that MBSE makes
every systems engineering activity easier and cheaper [2].

Douglass [3] suggests that adoption of MBSE is a challeng-
ing change process featuring four partly overlapping phases -
assessment, planning, piloting/early adoption, and deployment,
where the level of success in each phase depends strongly on
the quality of the work that has been done in the previous
phase. The empirical results of a study by Rogers and Mitchell
suggest that the investment cost for transitioning to MBSE
could be considerable and that the adopting organization might
have to display patience regarding the ROI [4].

Due to the challenges and the complexity, studying MBSE
adoption cases in an industrial context is of high value for
other industrial organizations aiming to adopt MBSE. Espe-
cially understanding the intentions and related experiences
when organizations are setting out for MBSE adoption will
provide valuable knowledge upon which future adoptions can
be based.

This paper presents an exploratory interview study searching
for MBSE adoption purposes, targets and factors promoting
or impeding success. The participants in the study were
interviewed about their individual experiences related to the
above. Three research questions were defined in this study:

• RQ1. What are the primary reasons for and targets
in MBSE adoption?

• RQ2. What factors are promoting success in MBSE
adoption?

• RQ3. What factors are impeding success in MBSE adop-
tion?

The study was conducted by interviewing practitioners and
other stakeholders and applying thematic analysis to the data
collected in the interviews to identify themes for each of the
research questions. Reasons for MBSE adoption were grouped
into two different themes – manage complex engineering tasks
better and achieve effective communication and collaboration.
Factors promoting MBSE adoption success were also grouped
into two different themes – activeness and engagement and
access to MBSE expert knowledge. The factors impeding
MBSE adoption success were collected under one theme –
insufficient MBSE knowledge.

A. Background and Related Work

Douglass [3] suggests that the adoption of a new approach
encompassing a new language, such as MBSE with SysML,
is characterized by four overlapping phases - assessment,
planning, piloting/early adoption, and deployment. In this
section, we survey some work related to these MBSE adoption
phases.

1) Reasons and targets: Mitchell et al. [4], [5] have per-
formed empirical case studies on the transitioning to MBSE in
a system-of-systems product family organization. The primary
purposes of the transition were to keep up with the increasing
workload, increase automation in the systems engineering
workflow, eliminate duplicate data, enhance manual quality
assurance, enhance change impact analysis, achieve the auto-
mated generation of an interface description language, improve
data integrity, and reduce the cost of quality assurance. Carroll

Proceedings of the of the 17th Conference on Computer
Science and Intelligence Systems pp. 907–911

DOI: 10.15439/2022F47
ISSN 2300-5963 ACSIS, Vol. 30

IEEE Catalog Number: CFP2285N-ART ©2022, PTI 907



et al. [6] have found that the arguments justify MBSE adoption
that will enable improvement of engineering efficiency and
prevention of costly rework. In addition, Chaudron et al. [7]
have synthesized empirical evidence regarding the effective-
ness of UML modeling in software development. The study
concludes that the two ultimate benefits of UML modeling
are improved quality and higher productivity, both of which
stem from the direct benefits which UML modeling brings
to the developer and the team – UML modeling stimulates
the developer to think harder and hence better understand the
problem domain and the solution space.

2) Factors promoting and impeding success: Mitchell
presents some lessons learned from MBSE introduction [5]
— there is a big learning curve to consider, the strive for
efficiency requires re-engineering the business process, and if
consistency is important, one has to manage human resistance.

Amorim et al. [8] have performed a study to find strategies
and best practices for MBSE adoption in the embedded
systems industry. They conclude that the advantages of MBSE
shall be made clear to the adopting team, the organization shall
start the adoption on a small scale, and all engineers should get
at least basic MBSE training. Hallqvist et al. [9] have done an
empirical study on the introduction of MBSE by using systems
engineering principles. In their study, they presented several
lessons learned, namely to keep the focus on the purpose,
start small while thinking big, address all stakeholders, involve
people that have gone through a similar process before, have
leadership present who understands people, have a commu-
nication plan, and consider using prototyping for validating
changes. Madni and Purohit [10] proposed a framework for
analyzing investments and potential gains when implementing
MBSE. Their results support the view that MBSE requires
an upfront investment, with gains showing up in later system
life cycle stages. They mention several gains of MBSE such
as early defect detection, reuse, product line definition, risk
reduction, improved communication, usage in the supply chain
and standards conformance that are important. Suryadevara
et al. [11] imply that significant investment, a considerable
learning effort and attainment of good tool interoperability are
components required for success. Selberg et al. [12] have stud-
ied MBSE adoption in a company, based on which they give
recommendations for adopting MBSE. Their recommendations
are to clearly define the purpose of the adoption, assemble a
core team, plan for the changes, allow sufficient time, and
provide sufficient training to all stakeholders.

What is scarce in the current work is granularity and
visibility of data associated with parties and phases in MBSE
adoption, including parties who have little or no direct contact
with the model and including the phases from assessment to
deployment. More empirical knowledge is needed on these
facets of adoption.

II. METHOD

This study was conducted through semi-structured inter-
views, following Strandberg [13] as the primary interview
guidelines. The interviews were transcribed and then analyzed

using Braun and Clarke’s guidelines for thematic analysis [14].
For more information on the method used we refer the reader
to the extended technical report of Gustavsson et al. [15].

A. Planning

To plan and keep track of the work, an interview survey plan
was written according to the guidelines by Linåker et al. [16].
As the work on the interview study progressed, the plan was
also used to record changes. First, a raw survey instrument
with 22 questions was created. In a workshop amongst the
authors, we refined it and organized it into initial question
groups (topics). Then, in a series of iterations, we created
and refined a survey instrument. Each interview was planned
with a start session where we would explain the purpose and
motivation as well as the interview process. The first topic in
the instrument focused on the interviewee (e.g., background,
work experience and knowledge related to MBSE). In contrast,
the last topic was related to successes, setbacks, and other
experiences during the adoption and deployment of MBSE.

B. Interviews

We recruited a convenience sample of individuals affiliated
with an organization in the embedded system domain. Using
a stratified design to ensure experience and specialization
diversity related to MBSE, we selected individuals from the
following groups: managers, modelers, and model users. The
interviewees were selected from a diverse set of MBSE
adoption projects inside the company using a convenience
sample based on our contacts in the company. In total, we
recorded about 11 hours of audio material.

C. Transcription and Thematic Analysis

The interviews were transcribed using reflective journalism
transcription [17] into 109 pages of text. During the transcrip-
tion, we ensured the anonymization of the transcript. Text
coding, was done in the following way: One interview was
independently coded by all three authors and the three results
were compared, discussed and adjusted to build consensus on
the procedure. The remaining interviews were coded by two
authors independently, and then discussed in a joint workshop
to align the alternatives and agree upon a final coding. For the
thematic analysis, we used the Braun and Clarke method [14]
and the Halcomb data management steps [17]. A preliminary
thematic analysis was done by the first author to elicit a first
version of the main themes and then thoroughly reviewed by
the other authors based on both audiotapes and interview notes.
Next, we iterated on the sets of themes. This activity ended
with a workshop with all authors where the final set of themes
was agreed upon.

III. RESULTS

We start this section with an overview of the organization
and interviewees (also outlined in Table I). Then, the main part
of this section covers the thematic analysis results, the overall
thematic map in Figure 1, and the answers to our research
questions. For more details on the results we refer the reader
to the extended technical report of Gustavsson et al. [15].
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TABLE I: Interview participants including roles in adoption, expertise domain, self rated MBSE knowledge before and after
adoption, and the adoption cases in which they were involved

Interviewee Role in MBSE adoption Expertise domain MBSE knowledge Cases
Modeller Model user Team manager Before After 1 2 3 4 5

#1 x x x Mathematical modelling, 5 years 1 3 x
#2 x Product functions, 27 years 2 5 x
#3 x Software design, 6 years 2 2 x
#4 x x Product functions and project management, 8 years 2–3 3 x
#5 x Safety related embedded systems engineering, 8 years 2 2 x
#6 x x Safety software architect, 11 years 1 2–3 x
#7 x Software development, 18 years 1 4 x
#8 x Software development and project management, 20–25 years 1–2 2–3 x
#9 x Control and systems engineering, 13 years 1 4 x
#10 x x Subsystems functional design and control system functions, 7 years 0 3 x
#11 x x Mechanical engineering, 30 years 1 2 x
#12 x x System design, 15 years 4 3 x x

A. Context, Organization and Interviewees

We conducted semi-structured interviews with twelve indi-
viduals from the same organization. The organization develops
embedded systems in the domain of safety-critical vehicular
systems and has more than 35 000 employees over many sites.
The company is undergoing a transition to MBSE and has
started different adoption initiatives in different sites.

Table I provides some basic information about the intervie-
wees, including their roles and expertise areas. The intervie-
wees were also asked to self-assess their MBSE knowledge
before and after the adoption. In total, the interviews covered
the experience of the interviewees from five different MBSE
adoption cases: Cases 1–4 (Adoptions in the deployment
phase) and Case 5 (Adoption in the early adopter/piloting
phase). Six interviewees had been in more than one role
related to MBSE adoption, and one interviewee had been
involved in two different cases. The participants can be catego-
rized in the following roles1: modellers (seven interviewees),
model users (seven interviewees), and team managers (five
interviewees). The interviewees have between 5 and 30 years
of experience, with an average of 14.4 years. Seven had
at least ten years of work experience. Typical domains of
expertise for our interviewees were system design and software
development, mathematical modelling, mechanical engineer-
ing, software architecture, project management and embedded
system engineering. Related to their MBSE understanding,
most participants rated themselves as having relatively low
knowledge before adoption. According to this self-evaluation,
most participants have seen their MBSE knowledge improve
during their work in each case.

B. RQ1: Primary reasons for adoption and targets in adoption

In this part of the study, we identified two themes. Both
themes were related to primary reasons for adoption: to man-
age complex engineering tasks in a better way and to achieve
effective communication and collaboration. Unfortunately, the
interview data did not yield any themes on quantified targets.

1) Theme: Manage complex engineering tasks better:
MBSE was seen as an enabler for managing complex technical

1We note here that some participants had overlapping roles as modellers,
model users and/or team managers.

engineering tasks more efficiently and effectively than tradi-
tional system engineering methods. The notion of complexity
in this context seems to be related to the nature of the technical
challenge involved, the sheer size of the task or a combination
of the two. An example of such an area was the work related
to subsystem interfaces where the model and the modelling
tool were considered to provide a better environment: “MBSE
makes interface management very accurate.” Another area
where MBSE was considered to provide an attractive capabil-
ity was requirements verification: “The big selling point was
left shifting verification of the requirements using simulation.”.
Other areas include system testing, change impact analysis and
propagation analysis, product homologation, reuse of design
solutions, and software standardization.

2) Theme: Achieve effective communication and collabora-
tion: MBSE was regarded as a means to facilitate and enable
effective communication and collaboration in a way that is not
possible without MBSE. A vision presented by a participant
was that the opportunity to represent design in a uniform
way in MBSE should be exploited such that it facilitates the
communication across the entire MBSE organization, as well
as with external stakeholders: “I think the major objective
of MBSE shall be to provide a uniform way of representing
the design that we are doing... If you want all the regions
to understand what others are doing, and with suppliers and
things like that.”

C. RQ2: Factors promoting success in Adoption

In this part of the study, we identified the following two
themes: (i) activeness and engagement as well as (ii) access
to expert knowledge.

1) Theme: Activeness and engagement: When there were
partakers in the team who were active, engaged and persis-
tent, this was associated with MBSE success. The interviews
gave observations of managers and model users displaying
such qualities. Most of the observations happened when the
adoption or deployment was hard going and certain team
colleagues were showing a tendency to falter. It was also
observed that certain valuable features and instruments for
promoting success materialized due to the activeness of the
management team. One interviewee stated that the model users
being engaged in the modelling tasks had a positive effect on
the quality of the requirements derived from the model: “We
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Fig. 1: Overview of the themes and their relation to the research questions.

managed to get the modellers to keep the models updated, then
they were thinking a bit extra on their requirements when they
were modeling.”.

One participant observed that their company management
was active in giving their full support to the MBSE adop-
tion including the deployment. This support helped manage
resistance and questioning of MBSE in the organization. The
interviewee also linked the management support to the institu-
tionalization of an MBSE core team (i.e., expert knowledge)
and the accessibility to the model for the whole team. As
the management of resistance, the MBSE core team and the
team’s model accessibility contributed to the long-term success
of the deployment. Related to the successes experienced in the
adoption, another participant concluded that these were very
much dependent on the adoption team’s engagement and their
supporting stakeholders in the initial phase of the adoption.
These adoption team members had taken the initiative them-
selves to learn the subject and their stakeholders had also been
very active when soliciting input data.

2) Theme: Access to MBSE expert knowledge: A factor
behind the MBSE’s success was found to be related to present
and readily accessible expertise. The instances showing this
in the interviews are: (i) the presence of an MBSE core
team that assumed a clear long-term role as MBSE process
owner, (ii) the provisioning of continuous team support, and
(iii) being attentive and adapting to the needs of the MBSE
team. Establishing an MBSE expert inside the modelling team
in the very early stage of adoption was also perceived as a
factor promoting success. For example, one interviewee had
an experience where the expert had defined the MBSE process
for the team. Another participant had an experience where the
expert had acted as a sounding board for the adopters. The
expert had even enabled a doubtful adopter to turn into an
enthusiast in this role.

D. RQ3: Factors impeding success in Adoption

In this part of the study, we identified one central theme:
insufficient MBSE knowledge.

1) Theme: Insufficient MBSE Knowledge: A factor that
impedes MBSE adoption success is a lack of knowledge
of MBSE. This theme encompasses cognizance on different
levels, in diverse areas and among various parties in the
MBSE adoption. It appeared in situations when people were,
in various ways, dependent on a particular party to make
progress in the MBSE adoption. Participants concluded that
this involved party had a knowledge gap preventing progress.

An example of such missing knowledge was related to
SysML and shown among engineers. While the early phase
of SysML adoption among engineers went well, some time
into the adoption, an apparent threshold in the overall progress
was encountered regarding important concepts in the SysML
syntax and semantics. Examples of concepts that caused the
adopter’s various degrees of difficulty were the two distinct
kinds of flows on activity diagrams, ports, and the internals of
blocks. For example, one participant mentioned the following:
“When we are getting to more complex things, that is, when
we are getting to ports, various types of ports, exactly what
they mean and what they do, it is getting more difficult.“ There
were observations about a weak cognizance of MBSE among
people who were not in direct contact with the model, e.g.
people in management. When people in management and other
stakeholders were approached by adopters regarding issues
that the adopters could not resolve among themselves, flaws
in the cognizance of MBSE impeded the possibility to support
the adopters or act as sounding boards. As the adopters did
usually not have the resources needed to resolve the problems
this could cause problems to remain unresolved. Among the
engineers, the lack of MBSE cognizance can make them
nurture expectations that the deliverables of the modelling
team will be definitive and that all subsequent collaboration
with that team will be superfluous: “People expect that we are
going to provide them with requirements and everything will
be complete and they can leave from there and they will not
have to talk to us anymore.” Insufficient MBSE knowledge
could also lead to people comparing model diagrams to other
artifacts they could relate to, such as Visio diagrams, whereby
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they were resisting and questioning the change. It was difficult
to bridge this gap by means of argumentation: “They just think
MBSE is just like Microsoft Paint, you know you draw some
pictures, it is just like Visio or something”

IV. DISCUSSION

For research, the findings in this paper are essential as
they bring an industrial experience of MBSE adoption and
deployment from industrial practice into academia. By under-
standing that this is not an insignificant process, additional
research is possible. Other researchers could add on and revisit
MBSE adoption and deployment in other contexts and possibly
investigate the results of this study.

Based on our findings, organizations in the vehicular sys-
tems domain adopting and deploying MBSE may want to
foster activeness, engagement, and access to MBSE expert
knowledge in their teams. In addition, companies should
pay special attention to the insufficient MBSE knowledge,
especially during the adoption phase. There is relatively little
data that supports the research question on quantified targets
in MBSE adoption. However, in the responses to the inter-
view question, there is considerably more data about primary
reasons for adoption. A few interviewees also expressed satis-
faction related to the personal gains in learning a new method.
However, when asked to suggest the reasons they thought were
behind the positive details, the answers did not provide clear
reasons. More research is needed to understand these personal
reasons and human aspects of learning MBSE.

When discussing the concept of impeding factors, our
results suggest that this is a rather multifaceted topic. First
of all, the interview questions were framed to stimulate the
interviewees to describe a logically coherent story about the
MBSE adoption and deployment. One idea behind the design
of the interviews was to avoid retrospectively invented opin-
ions from the interviewees about successes and failures but
instead, encourage them to base these ideas on observations
as to whether the adoption reasons and targets were met or
not. Once the successes or failures had been recollected, the
interviewees were asked to consider what could have been
the cause of each case. As it turned out, the interviewees
had many different ways of expressing successes, failures,
and factors promoting success or causing failure. One reason
for this is that when asked to name challenges and setbacks,
participants proposed a predefined view that seemed necessary
to be included in the adoption to make it successful.

V. CONCLUSIONS

We have conducted an interview study of model-based
system engineering adoption and deployment in the vehicular
domain. The results presented in this paper are based on
semi-structured interviews with twelve practitioners with an
average work experience of more than fourteen years and
thematic analysis to identify major themes around the reasons,
targets, and promoting and impeding factors in model-based

system engineering adoption. We discovered that the primary
reasons and targets relate to managing complex engineering
tasks in better ways and effective communication. Our results
suggest that the main factors promoting success are activeness,
engagement and access to expert knowledge. A factor that was
shown to impede adoption success is the lack of knowledge
on different levels and among different parties. Finally, our
results show that more research on the model-based system
engineering adoption and deployment is needed and that
practitioners need to take these aspects more clearly into
account.
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Abstract4Designing  and  implementing  Web  Services

constitutes  a  large  and  constantly  growing  part  of  the

information  technology  market.  Web  Services  have  specific

scenarios in which distributed processes and network resources

are used. This aspect of services requires integration with the

model  checkers.  This  article  presents  the  experimentation

framework in which services can be specified and then formally

analyzed for deadlock-freedom, achievement of process goals,

and  similar  features.  Rybu4WS  language  enriches  the  basic

Rybu  language with the ability  to use variables  in  processes,

service calls between servers, new structural instructions, and

other constructions known to programmers while remaining in

line  with  declarative,  mathematical  IMDS  formalism.

Additionally,  the development environment allows simulation

of a counterexample or a witness - obtained as a result of the

model checking - in a similar way to traditional debuggers.

I. INTRODUCTION

RISING number of  available Web Services are used

for business processes in the modern world.  Interac-

tions with other Web Services are key features in creating

more complex scenarios and satisfying business needs. An

example of interaction between different services might be a

travel  agency  that  uses  external  services  to  book  hotels,

flights, and other facilities. Service for booking flights may

use another service for processing a payment that communi-

cates with a bank or credit card provider. Such interaction

between many services is  called  Web Service composition

[1]. From the computer science point of view, Web Service

composition is a distributed system concerned with typical

problems like deadlocks or lack of termination..

A

In Warsaw University of Technology, Institute of Com-

puter Science, an experimentation framework for specifica-

tion and verification of web services composition was devel-

oped. It is based on IMDS formalism (Integrated Model of

Distributed Systems [2]) and DedAn [3] tool to model asyn-

chronous distributed systems and verify them automatically.

The user does not need to have deep knowledge about verifi-

cation methods such as temporal logic and model checking.

A distributed system under verification in IMDS formal-

ism is defined as a set of actions used to model the behavior.

The declarative input of  the DedAn environment was de-

signed to structure a set of actions by combining them across

servers or agents. While DedAn input language is sufficient

to specify simple distributed systems, modeling more com-

plex cases is challenging due to various technical difficulties

described later in this paper.

To overcome the problem of modeling complex distrib-

uted systems, a higher-level language Rybu was initially de-

veloped [4], which simplifies the modeling of the system by

some  imperative-style  elements  and  data  aggregation.  To

improve  the  modeling  of  Web  Service  composition,  Ry-

bu4WS language was created, which is the original contribu-

tion of this paper. Moreover, Rybu4WS Debugger tool was

developed to visualize counterexamples or witnesses caught

from DedAn directly on the original  Rybu4WS code. The

latter feature is unique among  model checking tools: they

verify the systems but do not allow to interpret the checking

results on the source code of the tested system. The projec-

tion of  the verification result  onto the source form of the

specification is one of the most significant achievements of

the authors.

This paper is organized as follows: Section 2 covers re-

lated work of web service composition. Architecture of the

Experimentation Framework is in section 3. Section 4 gives

a brief description of IMDS formalism and DedAn tool. De-

scription of Rybu4WS and its syntax can be found in section

5.  General  conversion  rules  of  Rybu4WS code  to  IMDS

model are described in section 6. Section 7 contains a de-

scription of the Rybu4WS Debugger tool. Conclusions and

possible future development of our experimentation frame-

work are covered in section 8.

II.RELATED WORK

Labeled  Transition  Systems  (LTS)  are  alternative  ap-

proaches for modeling Web Service compositions [5] where

transitions between states can represent Web Service interac-

tions. In the mentioned paper, model-checking and temporal

An Experimentation Framework for Specification and

Verification of Web Services

Szymon Katra
Warsaw University of Technology

Faculty of Electronics

and Information Technology

Nowowiejska Str. 15/19

00-665 Warsaw, Poland

Email: szymon.katra.stud@pw.edu.pl

Wiktor B. Daszczuk
Warsaw University of Technology

Institute of Computer Science

Nowowiejska Str. 15/19

00-665 Warsaw, Poland

Email: wiktor.daszczuk@pw.edu.pl

Denny B. Czejdo
Fayetteville State University

Department of Mathematics and

Computer Science

Fayetteville, NC 28301, USA

Email: bczejdo@uncfsu.edu

Proceedings of the of the 17th Conference on Computer
Science and Intelligence Systems pp. 913–917

DOI: 10.15439/2022F188
ISSN 2300-5963 ACSIS, Vol. 30

IEEE Catalog Number: CFP2285N-ART ©2022, PTI 913



logic properties were used to verify the Web Service compo-

sition modeled using this approach.

Existing formalisms like CSP [6] or CCS [7] are well de-

signed to model concurrent systems, but they are hardly suit-

able for distributed systems. They do not possess asynchro-

nous features needed for modeling true distributed systems.

Instead, they rely on synchronous communication in the sys-

tem,  which  requires  that  communicating  processes  reach

given states simultaneously before passing a message. Such

a scenario is impossible in Web Services or any other dis-

tributed system because components are typically placed on

separate machines in different locations. They cannot learn

about the other party9s state in other ways than by message

exchange. However, there were attempts of formal software

verification  based  on  Service  Component  Architecture

(SCA) [8] converted into CSP specification [9].

Bandera [10] tool allows the creation of a finite-state tran-

sition model directly from Java source code that can be veri-

fied in the external model checker. The main goal of this

project  was  to  provide  automated  model  extraction  from

software systems that allows easy verification without man-

ual software analysis and model creation. While automated

creation of a model from the source code could be very con-

venient, generated abstraction might affect the model preci-

sion. As an alternative to verification, automated WS testing

is proposed. Combinatorial method is described in [11] and

metamorphic in  [12]. Fault injection testing is presented in

[13]. Simulation is covered in [14].

There are also languages specifically designed for writing

distributed programs, like SR language (Synchronized Re-

sources) [15] that provide various mechanisms used for con-

current process interaction. However, it lacks the ability of

formal verification and is not suitable for model checking.

Widely  used  in  industry  WSDL  [16] format  describes

Web Service  interfaces  for  other  services  or  applications.

Since WSDL is  designed to  specify the  pure  interface  of

Web Services, it is not possible to define the internal behav-

ior  of  Web  Service,  which  is  necessary  for  verification

against deadlocks or checking termination.

A  significant  number  of  studies  were  conducted  about

Web  Service  composition,  for  example  hybrid  approach

[14]. Report  [15] presents different automatic composition

approaches. TripICS [16] is an example of a real-life appli-

cation  that  uses  automatic  WS  composition  for  planning

trips and travels around the world. It is based on the PlanICS

framework to solve automatic composition problems, which

uses a combination of  SMT-solver and genetic algorithms

[16].  Automated  WS  composition  for  Financial  Decision

Support is presented in [17]. Semantic modeling is covered

in [21][22].

III. ARCHITECTURE OF THE EXPERIMENTATION

FRAMEWORK FOR WEB SERVICE COMPOSITION

To provide  efficient  experimentation with  Web Service

Composition,  a  modular  but highly integrated system was

created. Rybu4WS program is converted to IMDS form and

checked by DedAn verifier, then the witness/counterexample

is caught by the Rybu4WS Debugger which can simulate the

verification output directly on the source Rybu4WS code. 

When DedAn is run with user interface, additional analy-

sis  facilities  become  available,  like  export  to  Uppaal  for

checking  huge  systems,  graphical  simulation  over  system

components  [18],  counterexample  animation,  and  detailed

analysis of individual components9 behavior.

IV. IMDS AND DEDAN

IMDS [2] formalism is the key element of the experimen-

tation system. Therefore,  it  will  be discussed first.  It  is  a

model of a distributed system using that is constructed over

a set of actions. The actions are executed in the environment

of servers offering services and traveling agents representing

distributed computations. The agents use messages for their

traveling  between  servers  where  partial  computations  are

performed as the execution of actions. A set of messages in

given  sequential  distributed  computation  forms  an  agent.

The current configuration of a system is defined as a set of

states  of  all  servers  and  a  set  of  current  messages  of  all

agents (one message per agent). 

Action is a relation between the input pair (message, state)

and output pair (new message, new state). The server in a

given state accepts the message, which invokes the action.

Action execution changes the state of the server and issues a

new message. There is a special case on agent termination,

which changes only a state without sending a message. The

system in IMDS starts from the initial configuration, which

consists of initial states for each server and initial messages

for each agent.

Formally, the IMDS action is a quadruple of input items

and  output  items  ((message,  state)þ(next  message,  next

state)) or a triple ((message, state)þ(next state)) (agent ter-

minates).

The  IMDS  formalism can  well  represent  Web  Service

composition due to the following essential features:

" Locality - there is no global or non-local state in the

system, all servers are independent.

" Autonomy of decisions - server autonomously deter-

mines the order of  message acceptance.

" Asynchrony of actions 3 always a message waits for

an appropriate state or a state waits for matching mes-

sage.

" Asynchrony of communication - messages are sent

through a unidirectional asynchronous channel.

In most cases, the states of servers and the messages of

agents can be treated as atomic, and actions are defined as a

relation in (MôS)ô(MôS) which defines input message, in-

put  state,  output  message,  and  output  state  of  an  action.

Agent-terminating actions are defined in (MôS)ô(S).  The

action extracts the input pair (message, state) from the input

configuration and inserts the pair (new message, new state)

into the output configuration. The execution of actions is as-

sumed to be in interleaving semantics [2].
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The IMDS models can be verified using the DedAn envi-

ronment, which allows to find deadlocks or check possible

termination in the modeled system. The input of DedAn was

designed to  structure a  set  of  actions  by  combining them

across servers or agents. It allows defining server and agent

types used to instantiate variables of those types along with

linking them using formal and actual parameters. 

V. RYBU FOR WEB SERVICES (RYBU4WS)

It should be emphasized that the set of actions of Rybu/

Rubu4WS specification is exactly the same as the set of ac-

tions in IMDS specification after conversion. The main role

of higher level language is to ease the programming. The in-

structions in Rybu/Rybu4WS group sets of actions into more

readable high level actions, and chain the actions as in im-

perative language programming. 

A Rybu [4] system consists of two kinds of servers: reac-

tive servers and threads (processing servers from which the

agents originate). The agent starts its run in a thread and in-

vokes services offered by the servers by means of messages.

Invoked service executes an action on the server, changing

its state. A server replies from the executed action by send-

ing a message back to the thread, prolonging its execution.

The Rybu4WS was developed for  modeling  Web Service

compositions, overcoming the limitations imposed by Rybu.

It features more advanced functionality, such as:

" server-server  communication  that  allows  agents  to

travel between different servers and execute complex

scenarios,

" state variables in grouped processes, which enables

the communication between different processes with-

out sending actual IMDS messages,

" termination at any point of execution,

" complex  code sequences in  reactive  server  actions

instead of trivial state mutation and return value.

Like  Rybu,  the  Rybu4WS  system  consists  of  reactive

servers and processes (in Rybu: thread). The reactive server

is a resource that holds a particular state and offers services.

Each service can be guarded by a condition over variables

and contains  a  code sequence for  further  actions.  Process

consists of a code sequence that the agent executes to invoke

services on reactive servers and does not hold any state. 

Rybu4WS  introduces  a  third,  more  advanced  feature

called group, which is used to group one or more processes.

It gives the possibility to declare shared variables, allowing

the creation of more sophisticated scenarios where processes

use the same variables within a server to cooperate.

The following listing presents example Web Service com-

position in  Rybu4WS. It  consists  of services necessary to

build  a  simple  book  shop  service  3  warehouse,  payment,

bank. Processes are used to represent the user9s behavior.

1 type BOOL = { t, f };
2 server Payment {
3 var s: { none, pending, paid };
4 { Init | s == :none } -> { return :ok; }

5 { Conorm | s == :pending } -> {
6 s = :paid; return :ok;
7 }
8 { IsPaid | s == :paid } -> { return :t; }
9 }
10 server Bank(p: Payment) {
11 var bal: 0..5;
12 var s: BOOL;
13 { Transfer | bal > 0 && s == :f } -> {
14 s = :t; return :confReq;
15 }
16 { Transfer | bal == 0 || s == :t } -> {
17 return :fail;
18 }
19 { Conorm | s == :t && bal > 0 } -> {
20 bal -= 1; s = :f; p.Conorm(); return :ok;
21 }
22 }
23 server Warehouse() {
24 var x: BOOL;
25 { Reserve | x == :f } -> { x = :t; return :ok; }
26 { Reserve|x == :f } -> { return :outOfStock; }
27 { Dispatch | x == :t } -> { x = :f; return :ok; }
28 }
29 server BookShop(w: Warehouse, p: Payment) {
30 { Begin } -> {
31 match w.Reserve() {
32 :outOfStock -> { return :fail; }
33 :ok -> { p.Init(); return :payReq; }
34 }
35 }
36 { End } -> {
37 match p.IsPaid() {
38 :t -> { w.Dispatch(); return :ok; }
39 }
40 }
41 }
42 var p = Payment() { s = :none };
43 var b = Bank(p) { bal = 3, s = :f };
44 var w = Warehouse() { x = :f };
45 var bs = BookShop(w, p);
46 group BookPurchaseScenario {
47 var action: { idle, none, pay } = :idle;
48 process UserWebInterface {
49 match bs.Begin() {
50 :fail -> { action = :none; terminate; }
51 :payReq -> {
52 match b.Transfer() {
53 :confReq -> {
54 action = :pay; bs.End(); terminate;
55 }
56 :fail -> { terminate; }
57 }
58 }
59 } 
60 }
61 process UserMobileApp {
62 wait(action != :idle);
63 if (action == :pay) { b.Conorm(); }
64 terminate;
65 }
66 }
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A. Reactive servers

The reactive server in Rybu4WS consists of variables, ac-

tions, and dependencies. 

Variables form the internal state of the server, which can

be used in conditions for action and can be mutated by the

actions code. 

An action defines the behavior of a service. It includes an

optional predicate, a condition over state variables used to

determine whether an agent can execute the given action in

the current server state or not, and a code sequence for exe-

cution.  The  code  sequence  might  contain  service  calls  to

other servers, variable mutations, return statements, process

termination,  or  conditional  statements.  Each service  has a

unique name used by other servers or processes for calling

the service. In case a server state satisfies the predicate of

more than one action in a given service, the action to execute

is chosen non-deterministically. The code sequence is a se-

quence of statements executed when an action is invoked. 

The collection of other servers needed by the given server

is called dependencies. Only servers defined in the depen-

dency list can be called from the server.

In order to use reactive servers, an actual server instance

must be created. Initial state and required dependencies must

be defined for each reactive server instance. This allows cre-

ation of many servers with the same behavior but with dif-

ferent initial states or dependencies.

B. Processes

A  process  is  a  code  sequence  with  an  accompanying

agent. It is used as an entry point for agent execution. Each

process  is  converted  into  one  IMDS server  and  a  single

IMDS agent. Ungrouped processes (group will be explained

later) can only call instantiated reactive servers in the system

and cannot define any variables.

C.Groups

A group is a collection of processes and variables. The

group9s primary goal is  to enable processes to use shared

variables  for  sophisticated  business  scenarios  where  pro-

cesses can communicate without sending actual IMDS mes-

sages. Agents are instantiated like in ungrouped processes,

one agent per one process, meaning that  many agents can

work simultaneously on the same variables.

VI. CONVERSION TO IMDS

Rybu4WS language is used only for modeling distributed

systems and cannot be directly verified against deadlocks or

terminations. For the purpose of verification in the DedAn

environment, Rybu4WS code must be converted into IMDS

equivalent  using  a  set  of  unambiguous  translation  rules.

More detailed description of Rybu4WS language and archi-

tecture of the environment is available in [19].

It is important to note, that during conversion, the original

code  locations  of  each  statement  are  preserved  in  IMDS

states and messages. In a later stage, they are used to vis-

ually present deadlock or termination/non-termination sce-

narios directly on the Rybu4WS code after  verification in

DedAn.

Each Rybu4WS reactive server instance is converted to a

state machine. Every state machine represents a single IMDS

server. 

Server variables are converted to IMDS states exactly like

in Rybu - they are defined by a Cartesian product of sets of

all possible values of the variables in the server. 

The process is converted into a state machine and corre-

sponding agent instance. In comparison to Rybu4WS reac-

tive servers, it does not provide any services that could be

externally invoked. The process consists of a single code se-

quence block that is converted into a state machine and pro-

vides a special service used by agent as an entry point. 

Group is converted into a single, encompassing state ma-

chine by merging state machines created for each process.

Additionally, the group can contain variables that are con-

verted as in the reactive servers. Many agents can run con-

currently in the same group and share variable values with-

out sending any IMDS message. Each action in the encom-

passing state machine also includes an agent for which this

transition  is  valid,  which  means  that  the  agent  can  travel

only within his corresponding code sequence.

VII. RYBU4WS DEBUGGER

The  Rybu4WS Debugger  [20]  is  a  desktop  application

that allows Rybu4WS code to  be loaded and converted it

into a corresponding IMDS representation for the purpose of

verification in the DedAn environment. DedAn is invoked

automatically (or manually if advanced analysis options are

needed)  and  finds  deadlocks/checks  termination  automati-

cally. It is worth emphasizing that partial deadlocks are iden-

tified as well. During verification, a counterexample/witness

is elaborated, and visualized in a user-friendly way for the

manual analysis. This reverse mapping of the sequence of

action onto the source code is achieved because actions in

Rybu4WS program are expressed in a more abstract and eas-

ily readable form than in IMDS specification. However, the

sets of actions in Rybu4WS and IMDS are exactly the same,

and the semantics of both specifications is equal. 

VIII.CONCLUSIONS

The growing number of designed Web Services requires

more and more assistance in the programmer9s activities, in-

cluding verification of whether the designed services behave

safely  (free  from  deadlocks),  whether  they  finish  in  in-

evitable success (process termination),  or whether there is

even a possibility of success. Tools based on temporal logic

are used to verify such behavior.

The formalism used to describe services should be well-

suited to distributed systems: support asynchrony, locality of

actions,  and autonomy of  nodes.  Ideally,  the  specification

language can be explicitly used for formal verification. Such

a modeling method is IMDS, for which the DedAn verifica-

tion environment has been built. However, the DedAn input

language does not fully meet the requirements of program-
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mers; therefore the Rybu language was created and its suc-

cessor  3  Rybu4WS.  Conveniently  for  the  programmer,  it

combines the basic IMDS paradigm, adding the possibility

of coupling actions in reactive servers. It was achieved using

a syntax close to the programmers9 habits, using typical con-

trol statements such as conditional branching, loops, and re-

sponse handlers. Shared variables in process groups allow to

easily communicate by mutation of variable values.

The severe limitation of Rybu 3 allowing the server to be

called only from a process 3 was solved: now a call chain

can be created. Additionally, it is possible to terminate the

process without returning it to the home server Communica-

tion  between  servers,  declaring  shared  variables  for  pro-

cesses, and termination at any point of execution gives the

ability to model Web Service compositions

The Rybu4WS Debugger tool provides a user-friendly in-

terface that  allows analyzing counterexamples  similarly to

debuggers in usual programming environments. It is a back-

ward engineering principle, seldom observed in typical veri-

fiers: they produce counterexamples or witnesses that are not

easy to analyze in the context of the source code.

Rybu4WS can be used to model a wider variety of con-

current distributed systems than just  Web Service themes.

The development needs of such systems would require addi-

tional programming elements, which could eventually lead

to the creation of a Domain Specific Language (DSL) family

that might be the subject of further research. It is currently

impossible to create a circular dependency between reactive

servers,  meaning  that  callbacks  or  recursive  calls  are  not

supported. Also, it is not possible for a single agent to =split=

and perform multicast action, i.e., calling multiple services

in a parallel manner. That would allow the creation of agents

traveling in the distributed system and not returning to the

place they originate from. 

REFERENCES

[1] B.  AL-Shargabi,  A.  El  Sheikh,  and  A.  Sabri,  <Web  Service

Composition Survey: State of the Art Review,= Recent Patents Comput.

Sci.,  vol.  3,  no.  2,  pp.  913107,  Jun.  2010.

doi:10.2174/2213275911003020091

[2] W. B. Daszczuk, <Specification and Verification in Integrated Model of

Distributed Systems (IMDS),= MDPI Comput., vol. 7, no. 4, pp. 1326,

Dec. 2018. doi:10.3390/computers7040065

[3] W. B. Daszczuk, <Using the Dedan Program,= in Integrated Model of

Distributed Systems,  Cham, Switzerland:  Springer Nature,  2020,  pp.

87397. doi: 10.1007/978-3-030-12835-7_6

[4] W. B. Daszczuk, M. Bielecki,  and J.  Michalski,  <Rybu: Imperative-

style Preprocessor for Verification of Distributed Systems in the Dedan

Environment,=  in  KKIO917  3  Software  Engineering  Conference,

Rzeszów,  Poland,  14-16  Sept.  2017,  2017,  pp.  1353150.

https://arxiv.org/abs/1710.02722

[5] M. Ghannoudi and W. Chainbi, <Formal verification for Web service

composition:  A  model-checking  approach,=  in  2015  International

Symposium on Networks,  Computers  and Communications  (ISNCC),

Yasmine Hammamet,  Tunisia,  13-15 May 2015,  2015,  pp.  136.  doi:

10.1109/ISNCC.2015.7238576

[6] C.  A.  R.  Hoare,  <Communicating  sequential  processes,=  Commun.

ACM,  vol.  21,  no.  8,  pp.  6663677,  Aug.  1978.

doi:10.1145/359576.359585

[7] R. Milner,  A Calculus of Communicating Systems, LNCS vol. 92, vol.

92. Berlin, Heidelberg: Springer Berlin Heidelberg, 1980. ISBN 978-3-

540-10235-9

[8] H. Paik, A. L. Lemos, M. C. Barukh, B. Benatallah, and A. Natarajan,

<Service  Component  Architecture  (SCA),=  in  Web  Service

Implementation  and  Composition  Techniques,  Cham:  Springer

International Publishing, 2017, pp. 2033250.  doi: 10.1007/978-3-319-

55542-3_8

[9] W. Chargui, T. S. Rouis, M. Kmimech, M. T. Bhiri, L. Sliman, and B.

Raddaoui,  <Towards  a  formal  verification  approach  for  service

component  architecture,=  in  SOMET  2017:  16th  International

Conference  on  Intelligent  Software  Methodologies,  Tools,  and

Techniques, Kitakyushu, Japan, 26-28 Sept 2017, 2017, pp. 4663479.

doi: 10.3233/978-1-61499-800-6-466

[10]J. C. Corbett, M. B. Dwyer, and J. Hatcliff, <Bandera: a source-level

interface  for  model  checking  Java  programs,=  in  22nd international

conference on Software engineering - ICSE 900, Limerick, Ireland, 4-

11 June 2000, 2000, pp. 7623765. doi: 10.1145/337180.337625

[11] I. Bluemke, M. Kurek, and M. Purwin, <Tool for Automatic Testing of

Web Services,= in  5th International Workshop Automating Test Case

Design,  Selection and Evaluation, FEDCSIS,  Warsaw, Poland, 7310

Sept 2014, 2014, pp. 155331558. doi: 10.15439/2014F93

[12] I.  Bluemke  and  A.  Sawicki,  <Tool  for  Mutation  Testing  of  Web

Services,= in 13th DEPCOS/Reclomex, Brunów, Poland, 2-6 July 2018,

2019, pp. 46355. doi: 10.1007/978-3-319-91446-6_5

[13]S.  Ilieva,  I.  Manova,  and  D.  Petrova-Antonova,  <Towards  a

methodology  for  testing  of  business  processes,=  in  7th  Federated

Conference on Computer Science and Information Systems, FEDCSIS,

Wroclaw,  Poland,  09-12  Sept  2012,  2012,  pp.  131531322.

https://ieeexplore.ieee.org/document/6354354

[14]T.  Preisler,  T.  Dethlefs,  and W.  Renz,  <Simulation  as  a  Service:  A

Design Approach for large-scale Energy Network Simulations,= in 10th

Federated Conference on Computer Science and Information Systems,

FedCSIS, Lodz, Poland, 13-16 Sept 2015, 2015, pp. 176531772. doi:

10.15439/2015F116

[15]G.  R.  Andrews  et  al.,  <An  overview  of  the  SR  language  and

implementation,= ACM Trans. Program. Lang. Syst., vol. 10, no. 1, pp.

51386, Jan. 1988. doi:10.1145/42192.42324

[16]E. Christensen, F. Curbera, G. Meredith, and S. Weerawarana, <Web

Services  Description  Language  (WSDL),=  2001.

https://www.w3.org/TR/wsdl.html

[17]L. Belava, <Concept of Platform for Hybrid Composition, Grounding

and  Execution  of  Web  Services,=  in  11th  Conference  on  Advanced

Information  Technologies  for  Management,  FEDCSIS,  Kraków,

Poland,  8311  Sept  2013,  2013,  pp.  1071  3  1077.  https://annals-

csis.org/Volume_1/pliks/190.pdf

[18]G.  Baryannis  and  D.  Plexousakis,  <Automated  Web  Service

Composition:  State  of  the  Art  and  Research  Challenges,=  2010.

https://publications.ics.forth.gr/tech-reports/2010/2010.TR409_Automa

ted_Web_Service_Composition.pdf

[19]A.  Niewiadomski,  P.  Switalski,  M.  Kowalczyk,  and  W.  Penczek,

<TripICS - a Web Service Composition System for Planning Trips and

Travels,=  Fundam.  Informaticae,  vol.  157,  no.  4,  pp.  4033425,  Jan.

2018. doi:10.3233/FI-2018-1635

[20] I.  PaweCoszek,  <Integrating  Semantic  Web  Services  into  Financial

Decision  Support  Process,=  in  11th  Conference  on  Advanced

Information  Technologies  for  Management,  FEDCSIS,  Gdansk,

Poland,  11-14  Sept  2016,  2016,  pp.  118931198.  doi:

10.15439/2016F99

[21]S. De, P. Barnaghi, M. Bauer, and S. Meissner, <Service modelling for

the  Internet  of  Things,=  in  6th  Federated  Conference  on  Computer

Science and Information Systems,  FedCSIS,  Szczecin,  Poland,  18-21

Sept  2011,  2011,  pp.  9493955.

https://ieeexplore.ieee.org/document/6078180

[22]S.  Demirkol,  M. Challenger,  S. Getir,  T. Kosar,  G. Kardas, and M.

Mernik,  <SEA_L:  A  Domain-specific  Language  for  Semantic  Web

enabled  Multi-agent  Systems,=  in  7th  Federated  Conference  on

Computer  Science  and  Information  Systems,  FEDCSIS,  Wroclaw,

Poland,  09-12  Sept  2012,  2012,  pp.  137331380.

https://ieeexplore.ieee.org/document/6354358

[23]W. B. Daszczuk, <Graphic modeling in Distributed Autonomous and

Asynchronous Automata (DA3),= Softw. Syst. Model., vol. 20, no. 5, pp.

3633398, 2021. doi:10.1007/s10270-021-00917-7

[24]S. Katra, <Specification and verification of Web Service composition in

DedAn environment,= MSc thesis, Dept. of Electronics and Information

Technology, Warsaw University of Technology, 2022.

SZYMON KATRA ET AL.: AN EXPERIMENTATION FRAMEWORK FOR SPECIFICATION AND VERIFICATION OF WEB SERVICES 917





Beyond Low-Code Development: Marrying
Requirements Models and Knowledge

Representations
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Abstract—Typical Low-Code Development platforms enable
model-driven generation of web applications from high-level
visual notations. They normally express the UI and the appli-
cation logic, which allows generating the frontend and basic
CRUD operations. However, more complex domain logic (data
processing) operations still necessitate the use of traditional
programming. This paper presents a visual language, called RSL-
DL, to represent domain knowledge with complex domain rules
aligned with requirements models. The language synthesises and
extends approaches found in knowledge representation (ontolo-
gies) and software modelling language engineering. Its purpose
is to enable a fully automatic generation of domain logic code by
reasoning over and reusing domain knowledge. The language’s
abstract syntax is defined using a meta-model expressed in MOF.
Its semantics is expressed with several translational rules that
map RSL-DL models onto typical programming language con-
structs. The rules are explained informally in natural language
and formalised using a graphical transformation notation. It is
also supported by introducing an inference engine that enables
processing queries to domain models and selecting appropriate
invocations to generated code. The presented language was imple-
mented by building a dedicated model editor and transformation
engine. It was also initially validated through usability studies.
Based on these results, we conclude that declarative knowledge
representations can be successfully used to produce imperative
back-end code with non-trivial logic.

I. INTRODUCTION

THE TERM “Low-Code Software Development” (LCSD)
has emerged as a new approach to application develop-

ment where only a limited amount of coding is required. Since
its emergence around seven years ago [25], the term was used
in the industry to label cloud-based development platforms
that use visual notations to reduce the need for traditional pro-
gramming. Research on low-code approaches is currently yet
sparse. However, just recently, it has been observed that LCSD
can be seen as a subdomain [7] or as overlapping [27] with
the Model-Driven Software Development (MDSD, MDD),
where it concentrates on automatic generation of data-rich
web/mobile applications from visual specifications (models).

Our research was done in the context of the ReDSeeDS1

platform [33]. The system was created before the emergence
of the low-code movement, but it certainly fulfils the definition
of LCSD. It uses precisely specified requirements models:
use cases, scenarios in constrained language, and visual do-
main vocabularies. Similarly to low-code platforms, these

1https://github.com/smialekm/redseeds

artefacts are represented with a visual language called RSL
(Requirements Specification Language) [21]. Specifications
expressed in RSL allow for the generation of fully functional
UI and application logic code for data-rich web applications.
However, based on RSL alone, one cannot generate data
processing (domain logic) code beyond simple CRUD, and
data persistence operations [39]. Thus, similarly to other low-
code platforms, more complex data processing has to be coded
manually.

In this paper, we raise the question of representing more
complex domain logic at the level of abstraction used by low-
code and requirements-based MDD approaches. Inspiration for
responding to this question can be drawn from research on
ontologies and knowledge representations. These approaches
enable the representation of domain knowledge, independently
of any technology and any particular problem domain. Our
research aims at investigating how the features of ontology-
based domain logic representations, especially their reasoning
capabilities, can be applied in the context of LCSD.

We present an extension to the RSL mentioned above,
which we call RSL-DL (RSL Domain Logic, see the initial
version of the language in our previous work [28]). The new
language draws several of its constructs from ontology-based
knowledge representation approaches. It then extends and
combines them with MDD technologies to provide full code
generation capabilities. What is important, RSL-DL allows for
the generation of fully operational code directly from general
domain rules (descriptions of reality) as required by specific
requirements models (use cases and their logic). Hence, such
generated back-end code is fully compatible with the front-
end code generated from RSL specifications. Through this, we
demonstrate a visual extension to a low-code language (RSL)
that has the potential of eliminating the need to code (in a
traditional sense) complex data processing services.

II. MOTIVATION AND RELATED WORK

The term “low-code” was probably first used in a Forrester
report [25] only in 2014. Current studies report numerous
industry-grade low-code platforms used extensively by pro-
fessionals [29]. Sparse research results on LCSD can be
supported by previous and current research on Model-Driven
Web Engineering [17] which can be seen as a predecessor and
now a synonym for LCSD. A study by Wakil and Jawani [38]
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shows that research on MDWE is already quite broad and
mature. LCSD and MDWE approaches are typically based
on some form of visual notation (language). Such notations
offer high-level representations of the flows of interaction
between application users and the system under development.
A prominent example in the MDWE domain is the Interaction
Flow Modeling Language (IFML) [4]. Other examples – in the
LCSD domain – are the Business Process Technology (BPT)
language [13] and the Mendix notation [12].

LCSD/MDWE systems have limited capabilities regarding
the generation of the domain/business logic code, or more
broadly – the system’s back-end. Current LCSD/MDWE lan-
guages can support generation of code for elementary CRUD
(Create-Read-Update-Delete) operations [3], [26]. Generation
of code for more complex data processing (general Domain
Logic - DL) is limited by the information scope of the
visual language constructs. In this research, we propose new
constructs that significantly extend capabilities to generate
complex domain logic code. What is important, these new
constructs are domain-agnostic, as contrasted with various
domain-specific and often very formalised notations (see, e.g.
work by Hinchey et al. [14] and Brito et al. [5]).

Our research is in line with the work by Atkinson et
al. [2] that shows significant similarities between ontologies
and models. The authors argue that the concept of ontology
constitutes a subset of the concept of model. Also, Henderson-
Sellers [11] points out that a combination of models and
meta-models with domain ontologies is helpful in representing
vocabularies for specific problem domains. He argues that
modelling languages such as UML can describe domain
knowledge, but they need particular extensions to provide
adequate reasoning support. Our approach goes in this specific
direction, as it extends RSL, which is also an extension to
UML. In summary, the above discussions give good motivation
for our work, where a modelling language that combines
ontology constructs is applied to generate code directly from
requirements.

Marrying ontologies with models allows applying model-
driven techniques and especially model transformations. Ap-
propriate works include more general discussions on in-
troducing comprehensive formalised propositions on meta-
models for ontology languages [23], [9]. An example of
such a language is CoCoViLa by Haav, and Ojamma [10].
Our current work can be compared or even contrasted with
such approaches, as it introduces a common meta-model for
a semantically rich language that can express any problem
domain. In this context, an essential feature of our approach
is its extensive reliance on inference mechanisms, especially
for generating data processing code. It is somewhat similar
to business rule engines [8]. However, instead of interpret-
ing them during runtime, it generates code fully integrated
with the rest of the system. Similarly, our solution can be
compared with the approaches that enable code generation
directly from ontologies. Stevenson and Dibson [34] propose
a tooling framework for generating Java code from OWL
specifications. Another example is work by Völkel and Sure

[36] in which Java-based APIs are generated directly from
ontologies expressed in RDF Schema.

III. RSL: LOW-CODE AT THE REQUIREMENTS LEVEL

The necessary background to our research on RSL-DL
is the Requirements Specification Language and its tooling
environment (ReDSeeDS). As we strive to achieve compati-
bility between these two languages, some aspects of RSL-DL
were strongly influenced by RSL. The most important for this
purpose are use case scenarios, like the example one shown
in Fig. 1. Scenarios consist of sequences of simple subject-
verb-object sentences of various types. The most important of
them from the point of view of this paper is the ‘Query’ type
sentences. These sentences define actions of the system that
are performed on certain data elements.

According to RSL semantics rules [31], we can transform
scenarios into code. Fig. 2 presents fragments of an application
logic class generated from the presented scenario. The class
contains methods for handling user interactions, as specified
by the ‘Select’ sentences in the scenarios. For instance, the
sentence no. 1 is translated into the “summarizeSemesterTrig-
gered” method. Contents of these methods reflect consecutive
sentences in the scenarios. ‘Query’ and CRUD type sentences
are translated into calls to back-end service operation. For

Fig. 1. Example scenario

Fig. 2. Presenter code generated for the use case scenario
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Fig. 3. Backend access code generated for the example scenario

instance, the sentence no. 7 is transformed into a call to
the “realizesSemesterSummarizationData” service. UI presen-
tation sentences are translated into calls to the View layer.
A more detailed discussion of the rules and generated code,
including code of the View layer, is presented elsewhere [32].

The relevant parts of the back-end service code generated
from the RSL scenario is presented in Fig. 3. It contains an
interface implementation with empty methods. The operation
parameters are determined from scenario sentences before the
appropriate calls. In further sections, we will present the syntax
and semantics of RSL-DL that will fill the currently empty
method bodies.

IV. RSL-DL SYNTAX

The syntax of RSL-DL aims to represent all information im-
portant from the point of view of code generation. It includes
detailed dependencies between individual domain elements
and proper definitions of the elements themselves. Fig. 4
presents an elementary example of concrete syntactic elements
of the language. It contains definitions of four “Identity” type
entity notions (student, course, partial grade, weighted grade),
describing concrete objects in the specific problem domain.
Notions can also have conditions, and in our example, we can
see one kind of condition: “inheritance”. Thus, the condition
for the “partial grade” notion is that it must follow all the rules
for the “weighted grade” notion. In addition to entity notions,
we can define property notions, like “grade weight” in Fig. 4.
This kind of notions define concrete atomic values and can be
used as attributes of other notions, which can be indicated by
‘attribute links’ (lines with a diamond shape).

Relationships in RSL-DL (see “grading” in Fig. 4) are
represented by hexagons and can link many notions. To some

Fig. 4. RSL-DL concrete syntax example

extent, this syntax resembles that of UML’s n-ary associations.
In our example, the relationship is of type “Data-Based
Reference” which is a basic type that reflects the situation
where references between objects are contained in their data
(e.g. in their attributes). In our current example, “student” and
“course” contribute to the relationship “grading” that results
with a “partial grade”. Arrow directions distinguish between
types of notion participations in the specific relationship. Since
a given student can have many partial grades in a course, then
the particular participation is marked as ‘multiple’.

The abstract syntax for the above-presented core language
elements is presented in Fig. 5a using the MOF notation
[22]. The meta-class “DLNotion” represents notions and the
meta-class “DLRelationship” represents dependencies between
them. Concrete participations of notions in relationships are
represented by the meta-class “DLRelationshipParticipation”.
The meta-model contains two types of such participations –
standard and auxiliary. Standard ones correspond to the main
subjects of relationships and are denoted with solid arrows in
concrete syntax. Auxiliary ones point to elements that define
relationship contexts and are denoted with dashed lines. For
example, one could use a relationship context to indicate
which object should be used when computing values based on
that object’s attributes. In this case, the attributes participate
through standard participations, and their ‘parent’ participates
through auxiliary participation.

Besides notions, there is a special kind of relationship
participants – primitives (“DLPrimitive” meta-class). These
elements define general concepts that do not have concrete
instances. Examples of such primitives in RSL-DL are “current
date”, “number Pi” and “Planck constant”.

As indicated above, notions can have types. The first one
(“identity”) was explained in the example above. The “tem-
plate” type indicates templates that can be used to simplify
defining other notions. These two types correspond approxi-
mately to concrete and abstract classes of e.g. UML. Two other
types define notions whose representatives’ (objects’) roles can
change during their lifetime. It is inspired by ontology-based
inference engines with their capabilities to “discover” object
types or change them dynamically. The “inferred role” type
indicates roles that can be inferred, e.g. from various status
attributes of an object. The “assigned role” type indicates roles
that can be explicitly changed during the lifetime of an object.

More details related to the syntax for notions are shown in
Fig. 5b. The “DLProperty” meta-class is used to denote notions
with concrete atomic values or value sets. The “DLEntity”
meta-class denotes more complex notions that cannot be
reduced to single values. The “DLAttributeLink” meta-class
allows indicating attribute dependencies between notions. Such
links can be marked as ‘derived’, which means that their values
need to be inferred from other notions. An important type
of notion features are conditions (“DLCondition” meta-class).
Their role is to further detail notion characteristics. Apart
from the previously described ‘inheritance condition’, two
additional condition types exist. The ‘identity condition’ type
defines conditions that have to be fulfilled for a given notion’s
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a)

b)

Fig. 5. Meta-model fragments for core RSL-DL elements (a), and for notions
(b)

object to make sense. The ‘validity conditions’ type defines
conditions that denote the correctness of a given notion’s
object. In general, there can exist objects that meet appropriate
identity conditions but do not meet validity conditions and thus
are treated as invalid but belonging to the given notion. We
should note that conditions do not include graphical links to
other model elements. It is due to their potential complexity
and interweaving. Thus, for instance, inheritance was not
represented using a simple arrow as in UML.

Fig. 6. Meta-model details for relationships

Fig. 6 presents the hierarchy of relationships found in RSL-
DL. From the conceptual point of view, two main types of
dependencies exist between notions in the problem domain
that are significant for code generation. It is reflected in
RSL-DL through dividing relationships into two categories:
transitions (“DLTransition”) and references (“DLReference”).
Transitions describe how to obtain notion objects based on
other notion objects. References describe specific roles played
by objects in relation to other objects. Both relationship
categories are further divided based on how they are defined.
‘Transitions’ can be described using simple rules (“DLPat-
ternBasedTransition”) or algorithms consisting of many steps
(“DLAlgorithmicTransition”). ‘References’ can be described
using rules that define certain conditions (“DLPatternBase-
dReference”) or take the form of the previously described data-
based references (“DLDataBasedReference”). This division of
references is inspired by the division into fact and rule spaces
found in ontologies. In practice, of all these relationships, the
algorithmic transitions are not preferred as they are not fully
declarative and thus arguably less usable [15], [37].

Figs. 5b and 6 contain two additional elements: “DLTransi-
tionPattern” and “DLConditionPattern”. Each instance of these
two meta-classes contains a string with a textual condition, a
specific condition type and optionally – the condition’s subject
link. The syntax of the condition is expressed in a language
based on the notation used in the Symja library [18]. Some
examples of several types of these patterns are given in section
VI in descriptions of the generated code.

V. TRANSLATIONAL SEMANTICS RULES

Of the many approaches to define semantics for RSL-DL
(treated as a programming language [30]) we choose the
translational method, which is more in line with the model-
driven paradigm. This approach defines rules that translate
specific patterns of RSL-DL constructs into fragments of Java
code. Each rule has an informal textual description and is
formalised as a procedure in the MOLA graphical model
transformation language [16].

Full specification of semantics for RSL-DL consists of
16 translational rules (all the details can be accessed in
the Supplement2). The first ten rules define the generation

2https://github.com/smialekm/redseeds/tree/main/RSL-DL
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of the target Java class structure, including their fields and
method signatures. These rules depend only on the structure of
notions and relationships between them, found in a particular
RSL-DL model. The following two rules additionally use an
inference engine and are used to generate method bodies.
Rules 13-16 further add to the generation of method bodies.
They use a symbolic computation library to transform Symja-
based formulas found in pattern condition expressions into
the contents of method bodies. The results are used directly
or as part of a loop or a condition depending on the pattern
type. In summary, each ‘non-trivial’ notion in the source RSL-
DL model produces two Java classes. One class represents (in
simplified terms) a data transfer object (DTO) corresponding
to the given notion. The other class is a utility class that holds
various data handling methods. These classes are appropriately
amended with CRUD and condition-related operations. The
“DTO” classes are also organised in an appropriate inheritance
hierarchy. Additionally, supportive classes are created for all
the relationships in the model. These classes contain methods
that return objects participating in relevant relationships.

As introduced above, all the rules are formalised using
MOLA procedures. MOLA uses a declarative-imperative vi-
sual syntax presented in Fig. 8 and 9. Its imperative flow
definition is based on a notation resembling activity diagrams
in UML. Arrows denote control flow. Iteration ‘actions’ are
denoted with thick black frames. Rule ‘actions’ constitute the
declarative part of the language. Each rule contains a query
on objects expressed through a diagram resembling a UML
object diagram combined with a MOF meta-model diagram.
Black solid lines denote queried objects, while red dashed lines
denote created objects. More details and a tutorial can be found
in the MOLA handbook [1].

For brevity, we will limit our presentation of rule formal-
isation to only rule 11. To implement it, we need to use
a dedicated inference engine, implemented as part of this
work. The engine processes queries derived from ‘Query’ type
scenario sentences (see again Fig. 1). For each such query, it
produces a sequence of inference rules, where each of the
rules is based on domain elements defined within an RSL-
DL model. The appropriate sequences can be represented with
a meta-model shown in a simplified form in Fig. 7. The
meta-model uses a structure of nested “Rule” meta-classes to
reflect appropriate sequences of inference invocations needed
to solve specific problems. Each “Rule” points to a domain

Fig. 7. Inference rule meta-model

Fig. 8. Algorithm for generating the method body in Rule 11

element (“element”) that is the basis for generating a specific
method according to one of the previous rules. The “type :
RuleType” meta-attribute defines the concrete type of such
generation. This “Rule” meta-class also points to a ‘conclu-
sion’ that constitutes a specific notion reflecting objects being
the inference results. Furthermore, the given rule’s ‘premises’
constitute other rules, preceding this rule in the rule sequence.
Base premises that reflect query parameters are represented as
additional ‘artificial’ rules.

The algorithm that generates the respective sequence of
method invocations from the inference rule structure is pre-
sented in Fig. 8. It starts from invoking itself (‘generate-
CodeFromSolution’) recursively for all the ‘premises’ of the
current rule and joining code generated from these premises.
If the current element is used as a ‘premise’ in other rules, a
proper variable is declared based on the object corresponding
to the rule’s ‘conclusion’. Otherwise, a ‘return’ statement is
generated. In both cases, the way to obtain the assigned or
the returned value depends on the type of the rule. In most
cases, such a value is obtained by invoking an appropriate ‘get’
method. This method retrieves an object that corresponds to
the ‘conclusion’ and is contained in the class derived from
the rule’s ‘element’. Besides, the ‘get’ method’s call accepts
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Fig. 9. Formalization of transformation rule 11

parameters that correspond to the rule’s premises.
The actual formalisation of Rule 11 that uses the above

algorithm is presented in Fig. 9. It defines a procedure for
creating a method, where the method’s contents are generated
with the algorithm. The procedure starts by creating a method
with the name based on the ‘conclusion’ of the final rule and
having the prefix “get”. This method is placed in the class
derived from the domain element pointed to by this final rule.
The return type of this method again corresponds to the rule’s
‘conclusion’, and the method’s parameters are based on the
‘premises’ within the whole rule sequence.

VI. CASE STUDY

This section will present a selected fragment of a more
extensive case study that illustrates several important uses of
RSL-DL. The case study refers to the functional requirements
specification presented in Section III. Here we will concentrate
only on presenting examples of the various concrete RSL-
DL language constructs, generated domain logic code, and
references to application logic code from Section III.

Fig. 10 involves constructs for checking specific conditions.
The model contains elements that describe information related
to checking whether the given student is eligible to get a
registration for the next semester. It consists of three basic
notions – ‘student’, ‘course’ and ‘final grade’. All of them
are connected by the “final grading” relationship, which is a
data-based reference. It indicates that information about con-
crete dependencies between representatives of these notions is
stored in some data objects. Finally, we define the ‘student to

Fig. 10. RSL-DL model defining eligibility of students to be registered for
the next semester

Fig. 11. RSL-DL model containing knowledge about computing of weighted
average grades

accept’ relationship that is used to define conditions about
students’ eligibility to be registered for the next semester.
The concrete condition embedded in this relationship (not
shown here) requires that all the final grades for the student’s
courses have a value of at least 3 (minimum passing level).
The relationship has only one participant – the student, that
participates as its target.

Fig. 11 involves constructs for computing values. It contains
the ‘weighted average grade computation’ relationship that
contains a transition pattern with an equation that computes
the weighted average grade. This equation requires two other
values represented by the notions ‘weighted grades sum’ and
‘grades sum’. Therefore, the model contains also transitions
that allow for the computation of these two values.

The final part of the presented model fragment involves
constructs for modifying complex objects and is shown in
Fig. 12. The whole modification is handled by the ‘sum-
marize student after semester’ transition, which requires two
other transitions: “accept student”, and “fail student”. These
transitions will be used interchangeably, depending on the
fulfilment of a condition. This condition refers to the ‘student
to accept’ relationship presented in Fig. 10. If the student
meets the ‘student to accept’ relationship, the ‘accept student’
transition is invoked, while in the opposite case, the ‘fail
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Fig. 12. RSL-DL model containing knowledge about the rules for promoting
students to the next level of studies

Fig. 13. Code for checking students’ registration eligibility

student’ transition is invoked.
The next step in our case study is to generate code. The

above specification in RSL-DL was formulated within a ded-
icated RSL-DL tool. The tool also includes a code generation
engine that implements all the rules introduced in the previous
section. Here we will present some key fragments of code
generated from the above-presented excerpts of the dean office
model.

Fig. 13 shows code generated on the basis of the model from
Fig. 10. The actual class (MSStudentToAccept) is generated
per rule no. 9 (generate classes and static methods from
relationships). It is a supportive class that corresponds to
the ‘student to accept’ relationship and contains only static
methods. The ‘checkStudentToAccept’ method was generated
based on rule no. 10 (generate existence checking methods).
It checks for the eligibility of a given Student to be accepted
for the next semester. The student is passed as the parameter
of this method. It can be noted that the type of this parameter
(‘IMStudent’) is the class corresponding to the ‘student’

Fig. 14. Code for computing weighted average grades

notion, generated according to rule no. 1 (generate classes
from notions).

The method returns a logical value reflecting the result of
the eligibility check. The actual check is based on the contents
of the condition pattern in the ‘student to accept’ relationship
(not shown in Fig. 10). This pattern is defined through three
values: 1) formula ‘gradeValue($)>=3’, 2) type ‘universal
quantification’, and 3) subject link ‘finalGrading(student)’ that
relates to the ‘final grading’ relationship. Note that the ‘$’ sign
denotes the target of the ‘final grading’ relationship, which is
the ‘final grade’ notion. The above formula was transformed
into the appropriate ‘if’ statement in Fig. 13. The ‘for’ loop is
generated based on rule no. 13 (generate condition checking
code from condition patterns), considering the above pattern
type. This way, the eligibility check is done for all the grades
of a particular student.

The second method of this class (‘getStudents’) applies the
above eligibility check to all the students. This method was
generated based on rule no. 14 (generate object filtering code
from condition patterns), and it filters out all the subjects (here:
students) that fulfil an appropriate condition pattern (here:
student eligibility check). We should also note that the code
for obtaining the list of all students was generated using rule
no. 16 (generate auxiliary code).

Fig. 14 shows code generated on the basis of the model
from Fig. 11, using data structured according to Fig. 4. This
time, the situation in somewhat different to that in the previous
code fragments. This part of the code results from answering
a query that asks to compute the ‘weighted average grade’ for
the given set of grades. It contains two overloaded methods
(‘getWeightedAverageGrade’). The second one (with the ‘List’
parameter) is generated according to rule no. 11. It accepts a
list of partial grades and produces a specific average value. The
method contains a sequence of method calls that reflect the
sequence of inference rules returned by the inference engine
(see Fig. 8). The first one of the overloaded methods is called
from the second one. Its signature was generated according to
rule no. 9. Its body was based on translating a transition pattern
with the ‘simple’ formula ‘weightedGradesSum/weightsSum’
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Fig. 15. Code for determining student’s eligibility for promotion to the next
semester

Fig. 16. Additional back-end access code

according to rule no. 15 (generate code from transition pat-
terns).

Fig. 15 shows code generated on the basis of the model
from Fig. 12. This time we can see only one method (“get-
summarizedStudent”) generated according to rule no. 9. The
method’s body is generated on the basis of a ‘mapping’ tran-
sition pattern with the formula ‘studentToAccept(student); ac-
ceptStudent(student); failStudent(student)’. Formulas for this
type of transition patterns are composed of three sections: a
‘simple’ condition pattern formula and two ‘simple’ transition
pattern formulas (the first one used when the condition is true,
and the second one otherwise). Here, the condition pattern
refers to the ‘student to accept’ relationship shown in Fig. 10.
Thus, the current method calls the ‘checkStudentToAccept’
method shown in Fig. 13. Depending on its result, it calls
one of two methods resulting from transforming the ‘accept
student’ and ‘fail student’ relationships. The other method
in this class invokes the above described one over a set of
appropriate objects (list of students).

Finally, relevant code fragments as presented above, can be
now applied to fill-in appropriate empty methods of the back-
end service class (see Fig. 3). In our example this pertains
to the method that corresponds to a non-CRUD operation.
Appropriate additional code is presented in Fig. 16. It contains
a simple call to the operation presented in Fig. 15. It is worth
noting that such operations are optimised to use only required
parameters.

VII. LANGUAGE VALIDATION AND DISCUSSION

To initially validate the presented language, we have used
two different approaches. Their aim was to assess certain
aspects of the language’s usability: understandability and
operability. The first approach was to determine language
comprehension by its first-time users. It consisted in testing
language proficiency, following a brief introduction to the
language. The second approach was to determine efficiency
of language usage by the users with various experience levels.
In both cases, we have used a specially developed RSL-DL
editor, used in conjunction with the ReDSeeDS environment.

A. Validation of understandability

The first validation study was conducted with a group of
post-graduate computer science students attending the “Model-
Driven Software Development” course at the Warsaw Univer-
sity of Technology. The course curriculum included classes on
the design and usage of various Domain-Specific Languages.
The study was thus well aligned with the aim to acquaint the
students with this topic.

The setup of the study was as follows. First, the students
attended two lab sessions (four class hours) where they were
presented with the RSL and the ReDSeeDS tool. Note that
prior to this, the students had no experience with Software
Language Engineering but have attended a parallel lecture
where they were introduced with the fundamentals of meta-
modelling. Next, the students were presented with a brief, one-
hour introduction to the language. Then, they have spent two
hours solving simple exercises using the aforementioned RSL-
DL editor. After this, the students were presented with correct
solutions to the exercises. Finally, the students were asked to
answer 12 questions in an online questionnaire. All of the
questions were single-choice, and referred to specific RSL-
DL diagrams. Each question had four possible answers. The
first eight questions were related to the understanding of the
language syntax, the next three related to language usage, and
the final one checked more nuanced usage of the language
related to its declarative nature. The students were given one
class hour (45 minutes) to finish the questionnaire, but most
of them have finished in less than 20 minutes.

The results of the study consist in 42 replies to the
questionnaire. The average of correct answers in the whole
questionnaire was 69%. For syntax understanding (the first
eight questions), it was 75%, for usage understanding (the
next three questions), it was 60%, and for the last question it
was 40%. Detailed results, together with the question contents
are provided in the Supplement.

The relatively low result in the case of the last question
can be explained by its advanced nature, going beyond the
explanations given to the students. Thus, the 40% can be seen
as an unexpectedly good result. It is also worth noting that
relatively low percentages of correct answers were associated
with questions about differentiation between inferred roles and
assigned roles (questions no. 3, 5 and 9). These results were
similar to the case of the last question. Further research is
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TABLE I
RESULTS OF THE OPERABILITY STUDY

Participant Task RSL-DL time Java time
Author No. 1 3:00 min. 5:00 min.
Ph.D. Student No. 1 9:00 min 12:00 min.
Undergrad. Student No. 1 13:35 min 4:50 min.
Author No. 2 1:45 min. 3:40 min.
Ph.D. Student No. 2 4:00 min 10:00 min.
Undergrad. Student No. 2 16:45 min 5:30 min.
Author No. 3 4:30 min. 6:00 min.
Ph.D. Student No. 3 15:00 min 15:00 min.
Undergrad. Student No. 3 12:25 min 6:20 min.

needed to determine if that was caused by insufficient explana-
tions (this aspect was under-represented in the exercises) or in-
herent difficulties caused by the language design. In summary,
the overall results of this study indicate that the language is
comprehensible even after a very short introduction. However,
a more thorough validation with statistical analysis is needed
to confirm this, and can be seen as future work.

B. Validation of operability

The second validation study was conducted with a group of
three software developers with different programming skills.
The first person is one of the language authors and thus has
very good knowledge of RSL-DL. At the same time, he is an
experienced Java programmer. The second person is a Ph.D.
student with wide general computer science knowledge and
average Java programming experience. The third person is
an undergraduate student with more narrow CS knowledge
but with relatively high experience in Java programming. The
students were not involved in the development of RSL-DL and
had no previous knowledge of it.

The study consisted in comparison of coding efficiency and
was based on solving specific problems. The setup of the study
was as follows. First, the study participants were presented
with a 1.5 hour long introduction of RSL-DL and its editor.
This included the presentation of three problems: calculation
of square mean error (no. 1), calculation of definite integrals
(no. 2), and calculation of VAT for product lists (no. 3). The
problem formulations involved appropriate formulas and are
presented in detail in the Supplement. Next, the participants
were supplied with artefacts generated from appropriate RSL
specifications (use cases with scenarios) by the ReDSeeDS
system. These consisted of pre-initialised RSL-DL models
(just the notions) and code skeletons (Data Transfer Objects
and method signatures) in Java.

The goal of the participants was to fill-in the provided
artefacts to complete domain logic functionality. To prevent
from negative bias, the participants were asked to solve the
problems using RSL-DL first, and only then to solve them in
Java. The participants were also asked to measure time spent
on all the tasks. The results of these measurements are given
in Table I.

Comparison of times for the three study participants can be
treated as rather anecdotal evidence but they give some insight
on the productivity of developing domain logic (backend) code

with RSL-DL. As it can be noticed, productivity of RSL-
DL development vs. Java development is significantly higher
for an experienced RSL-DL user. Also, a less experienced
Java programmer (the Ph.D. student) had certain productivity
gains. On the other hand, a very experienced Java programmer
(the undergraduate student) had performed much better using
a traditional programming language. Thus, it can be argued
that as general knowledge of developers and their RSL-DL
skills raise - productivity gains tend to be significant. It can
also be argued that RSL-DL has the potential for extending
productivity gains for less experienced programmers. Still,
this argumentation has to be acknowledged through a more
thorough experimentation with a larger participant scope. This
can be seen as future work.

VIII. SUMMARY AND FUTURE WORK

In this paper, we have shown that declarative knowledge
representations can be used to produce imperative (3GL) back-
end code with non-trivial domain logic. Moreover, this code
can be interfaced with front-end code produced from low-code
specifications that use formalised requirements models (use
cases, scenarios). To achieve this, we have used a combination
of techniques from model-driven development and ontology-
based inference. In this environment, most “programming”
activities could be made using a high-level visual language.
Thus, programming becomes equivalent to specifying models
that define various aspects of the system and its problem
domain. An RSL-DL conceptual model can be treated – in fact
– as a high-level program that can be executed immediately
after compiling it into eg. Java and then – executable code.
Moreover, RSL-DL models can be seen as “ontologies as
code” [19] and a step towards a “fifth generation language”
as postulated by Thalheim and Jaakkola [35].

We see two main areas where our approach can benefit
software development: reduction of complexity and increased
reuse. The first area is in line with the general goals of the
low-code movement – to offer means for reducing accidental
(technological) complexity in favour of concentrating on the
essential (e.g. domain) complexity (see early insights on this
by Brooks [6]). A thorough comparison of complexity between
RSL-DL and traditional programming languages, and analysis
of reusability can be seen as interesting areas of future work.

Another area for future work is the analysis of RLS-DL
usability as a low-code language. Generally, it can be expected
that better usability is assured through declarative character-
istics of the language (see appropriate comparative analyses
[15], [37]). This is in line with our initial studies presented
in the previous section. However, to fully support this claim,
more extensive experimentation should be conducted.

Other areas which we plan to investigate in the future
include better integration with requirements processing mecha-
nisms. One aspect of this is the application of natural language
processing. Here, valuable insights can be drawn from the con-
cept of naturalistic programming [24]. This concept postulates
the use of natural language elements to design programming
languages that are more expressive from the programmers’
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point of view. Another interesting approach in this area is
that of Mefteh et al. [20]. In this approach, natural language
scenarios are transformed into constrained language models
expressed in RSL. On the other hand, we also plan to integrate
our approach with existing approaches to generate CRUD
operations and database schemas directly from requirements
models expressed in RSL [39].

As a final remark we address the question of creating a
distinct new language as opposed to using an extension to the
existing language (e.g. a UML profile). In our opinion, from
the practical point of view, both approaches can be seen as
equivalent. However, creating a language from scratch favours
solutions that go beyond the “beaten path”.
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[31] Michał Śmiałek, Norbert Jarzebowski, and Wiktor Nowakowski. Run-
time semantics of use case stories. In Visual Languages and Human-
Centric Computing (VL/HCC), 2012 IEEE Symposium on, pages 159–
162. IEEE, 2012.
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Abstract—Currently, it is possible to collect a large amount
of data from sensors. At the same time, data are often only
partially labeled. For example, in the context of smartphone-
based monitoring of mental state, there are much more data
collected from smartphones than those collected from psychia-
trists about the mental state. The approach presented in this
paper is designed to examine if unlabeled data can improve the
accuracy of classification tasks in the considered case study of
classifying a patient’s state. First, unlabeled data are represented
by clusters membership through Fuzzy C-means algorithm which
corresponds to the uncertainty of the patient’s condition in
this disease. Secondly, the classification is performed using two
well-known algorithms, Random Forest and SVM. The obtained
results indicate a minimal improvement in the quality of classifi-
cation thanks to the use of membership in clusters. These results
are promising due to both, the accuracy and interpretability.

I. INTRODUCTION

MOTIVATION for this research comes from the practical
problem of classifying partially labeled data. Within

this work, we concentrate on a particular case study in moni-
toring the mental state of bipolar disorder (BD) patients which
has a large dataset of sensor-based data with labels provided
by doctors. Since we are limited by medical labels, the most
frequent attempts to predict a patient’s condition come down
to using only a small part of the data from the entire set. Such
selected data may not contain characteristics for each patient
and the obtained results may not be accurate. To alleviate the
aforementioned problem, we propose to incorporate the results
of clustering into the classification task.

The collection of medical data in our possession indicates to
use of a semi-supervised approach. For this purpose, it is worth
enabling clustering to extract information from unlabeled data
[1]. In related work, the accuracy of classification for patients
with bipolar disorder using sensor data amounts to 76% [2].
Some works test the influence of clusters in the classification
problems, e.g., [3] and indicate an improvement in the results.
Other works include unlabeled data by means of the dynamic
incremental fuzzy semi-supervised learning, see e.g., [4].

Experiments are performed on data about voice collected
from smartphones of bipolar disorder patients. On the other
hand, labels obtained from psychiatrists during visits are valid
only for daytime, and of that day only so the amount of
those labels is relatively small. Psychiatrists indicate that the
symptoms of a given phase are visible several days before the
visit, therefore the validity of this label can be extended. That

procedure results in the preparation of a much larger range
of data enabling the classification of the patient’s condition.
Therefore, we check whether the use of the remaining unla-
beled data represented by the membership to clusters improves
the quality of the classification labeled data.

II. METHODOLOGY

The idea of the proposed experiment is to verify that
unlabeled data assign as a clusters membership has an impact
on the classification of patients states.

Fig. 1. Process flow

The process flow of the proposed experiment is presented
in Figure 1 and in Algorithm 1. The experiment begins with
retrieving all available multiple non-stationary data streams
representing voice. All frames are then aggregated to the
patient’s phone call level with different aggregates methods.
Psychiatric assessments obtained during visits, represented as
labels are spread around the day of the patient’s visit. Within
the feature selection, the top-k most important voice param-
eters are selected for each patient and aggregated methods.
Additionally, all available patient data are clustered to include
unlabeled data as well. Simultaneously, the classification of the
patient’s condition is carried out on the data containing clusters
membership and without this information. Finally, results are
evaluated with multiple metrics.
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Algorithm 1 Pseudocode of the experiment

1 f o r p a t i e n t in p a t i e n t s _ l i s t :
2 f o r agg in a g g r e g a t e s :
3 b e s t _ f e a t u r e s = RFE( n o _ o f _ b e s t _ p a r a m e t e r s = 10)
4 c lu s t e r_mmbs = FuzzyCmeans ( d a t a [ , b e s t _ f e a t u r e s ] , u n i q u e _ v i s i t s _ n o )
5 r f _ n o c l u s t e r = RandomForest ( d a t a _ w i t h o u t _ c l u s t e r s )
6 r f _ w i t h c l u s t e r = RandomForest ( d a t a _ w i t h _ c l u s t e r s )
7 SVM_noclus ter = SVM( d a t a _ w i t h o u t _ c l u s t e r s )
8 SVM_wi thc lus te r = SVM( d a t a _ w i t h _ c l u s t e r s )

A. Data collection and aggregation

Patients were enrolled and used a dedicated smartphone
application in everyday life starting in September 2017 and
ending in December 2018. All their recordings were divided
into 10-20 ms frames. Next, for those frames, openSMILE
[5] library was used to calculate acoustic features. The final
dataset contains 86 data streams that describe the main acous-
tic features of voice such as e.g., loudness, voice energy, pitch,
etc. All data from 2018 were selected for the experiment for
each of the 6 patients who had several visits in the year of the
study where different disease phases were observed.

Due to a large number of frames available for each connec-
tion, this data has been aggregated to the level of one phone
call using mean, standard deviation, skewness and quartiles.
Each of the available 85 voice parameters is aggregated in
this way. The data were then normalized. Aggregating the
data to the level of the conversation will allow you to slightly
reduce the noise of the data and facilitate data processing in
subsequent processes.

B. Labels extension

The labels obtained by the patient during the visit are valid
only on the day of the visit. The number of labels available
for a given patient during the year did not exceed 7 for 1
patient, which is a negligible value throughout the year. The
ability to extend the label to days around the visit increases
the amount of labeled data. Other studies are considering
extending the label to 7 days in advance as symptoms of
the patient’s condition may already be noticeable prior to the
visit. In the present experiment, the label was extended 7 days
before the visit and 2 days after the visit. This gives the label a
validity period of 10 days. Results received from that method
are shown in TABLE I. In an example of first patients with
ID 1472 we can observe, that label extension increased the
number of phone calls with labels from 42 to 391. There was
much more unlabeled data, i.e. 1482, what is worth using it.

C. Feature Selection

To obtain significant voice parameters we apply one of the
automatic feature selection methods called Recursive Feature
Elimination (RFE) [6]. The idea of the RFE technique is to
build a model with all variables and after that, the algorithm
successfully removes features until the desired number re-
mains. The current implementation of that method used the
Random Forest algorithm to train and create ranking features
by importance, discarding the least important features, and

TABLE I
PATIENTS DETAILS

ID
patient

No. of
visits

No of phone
calls in day
of visits

No of phone
calls for extended
label validity

No of all phone
calls in 2018

1472 2 42 391 1482
2004 2 16 223 871
2582 3 31 169 645
5656 2 7 29 215
5736 2 20 71 1025
6139 3 22 90 254

re-fitting the model. To find the optimal number of features
cross-validation is used with the RFE algorithm to obtain the
best scoring collection of features. The final subset used the
first 10 best parameters resulting from that method.

Earlier studies [7] have shown that the introduction of
the RFE method improves clustering results. In the present
work, the RFE method is used for each patient and each data
aggregation method separately considering only the labeled
data. This allows the best voice parameters to be selected in
a tailored way. This set of the 10 most important acoustic
parameters is then used in the next stage of the experiment.

D. Clustering

The algorithm used for clustering is Fuzzy C-mean [8]
with squared Euclidean distances as a parameter of dissim-
ilarities between observations. We assume a patient may have
symptoms of several conditions at the same time during
unlabeled days. This happens mainly in a mixed state where
the symptoms of mania and depression occur simultaneously.
Furthermore, on unlabeled days the patient may not have
obvious symptoms characteristic of only one BD state. Such
uncertainty resulted in the choice of the Fuzzy C-mean al-
gorithm which introduces cluster membership. In that case,
the number of clusters corresponds to the known number of
different phases diagnosed in a given patient.

In fuzzy clustering, each observation is “spread out” over
the various clusters. The output of that clustering is the
membership to each of the clusters. The memberships are
nonnegative, and for a fixed observation it sums to 1. So each
phone call could be partly assigned to one class and partly to
another class. We don’t assign a specific cluster to BD state.
We just looking for a variety between classes.

Clustering was performed on all available data for each
patient (also unlabeled data) in order to capture the variability
over all available observations. These data were aggregated
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to the level of the patient’s conversation and then the 10
most important acoustic parameters were selected by the RFE
method.

E. Classification

The classification was made in 2 ways using 2 well-known
classifiers, the Random Forest [9] and Support Vector Machine
[10]. The first method (lines 5 and 7 in Algorithm 1) assumes
that aggregated data with selected voice parameters by the
RFE method are classified. The second method (lines 6 and
8 in Algorithm 1) additionally joined the membership of each
cluster to that dataset. Clusters membership were used for
labeled data only. Then the data is divided into a training
set and a test set in the proportion of 75:25 in such a way
that each set contains data from each BD patient’s state.
Predicted classes depend on how many different phases the
patient received during the whole study. The classification
is performed on each patient for each of the 6 available
aggregation methods. The "best aggregate" is then selected
according to the Accuracy comparison of each aggregate for
that patient. The classification results for the selected aggregate
are summed up from all patients and a common confusion
matrix is created for the selected algorithm and data without
clusters and with clusters. The values in the confusion matrix
are presented for the test set not used during training.

F. Evaluation metrics

In total 4 confusion matrices have been created. The first
two matrices concern the comparison of values from all
patients and their best aggregation methods for the Random
Forest algorithm in the first case without the use of clusters
and in the second additionally including cluster membership.

The next 2 matrices also compare the values without clusters
and with clusters, this time using the SVM algorithm.

Additionally, for each of the above-mentioned matrices,
classification coefficients were calculated, such as Accuracy
- correctly forecasted patient states concerning all forecasts,
Precision - i.e. the fraction of relevant instances among the
retrieved instances, and Recall - i.e. the fraction of relevant
instances that were retrieved.

III. EXPERIMENTAL RESULTS

A. Selection of aggregation operators and acoustic features

Selecting an appropriate aggregation operator for the acous-
tic data is not obvious, therefore, several such methods were
tested in this study

The best aggregates were selected separately for each
patient. The results are presented in TABLE II. The best
aggregating methods turned out to be the mean and skewness.
They have been selected 7 times. Then Q1 was selected
5 times, Q3 - 3 times, and Standard deviation - 2 times.
Interestingly, the Q2 aggregate known as the median was not
selected even once. Moreover, the parameters that best char-
acterize the normal distribution, i.e. mean, standard deviation,
and skewness, were selected twice as often (16 hits) as the
parameters characterizing the quantile distribution (8 hits). The

differences are also noticeable concerning the classifiers used.
However, it does not affect their further interpretability.

The relevant acoustic parameters received from RFE meth-
ods differ for each model as well. The following 10 param-
eters were most often selected by the model are: spectral-
RollOff90, LOGenergy, mfcc 11, fband1000-4000, f3frequency,
f2frequency, fband0-650, hammarbergindex, audSpec, spec-
tralharmonicity.

TABLE II
AGGREGATES METHODS SELECTION

RF
non-cluster

RF
with cluster

SVM
non-cluster

SVM
with cluster

aggregate cardinality
mean 1 1 2 3
standard
deviation 1 0 1 0

skewness 2 2 2 1
Q1 1 2 1 1
Q2 0 0 0 0
Q3 1 1 0 1

B. Classification

1) Random Forest: Table III contains the confusion matri-
ces for the test sets from all patients where the data included in
the Random Forest classifier did not include cluster member-
ship (left) and where the data contained cluster membership
(right). Values on the diagonal of the matrix indicate the
correct classification of each of the states. The remaining
values indicate what were the forecasts for the remaining cases
where the observed label does not agree with the predicted
value. The results are promising for both models. The total
number of correctly classified for the non-clustering model is
209 and for the clustering model is 211, so we see a slight
improvement in the results. The only place where clusters join
in shows a slight weakening of the results is in the prediction
of the state of depression. The other values are slightly better
or equal. However, these differences are subtle, so it should
be tested on more examples.

Table IV contains the results calculated based on the above-
mentioned confusion matrices. As observed, the precision and
recall values for each state are similar or slightly better for
the method containing cluster memberships. Accuracy, i.e. the
ratio of correctly predicted values to all values, also increases
in the method containing clusters from 83.27% to 84.06%.

2) SVM : Table III contains the confusion matrix summed
for the test set from all patients where the data included
in the Support Vector Machine classifier did not include
cluster membership (left) and where the data contained cluster
membership (right). Results obtained for the SVM are similar
to the previously considered RF. The total number of correctly
classified for the non-clustering model is 203 and for the
clustering model is 210, so there is again a slight improvement.
In that case, there is no place where the method using clusters
received a worse number of incorrect predicted values in any
class.
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TABLE III
CONFUSION MATRICES FOR RF AND SVM CLASSIFIERS WITHOUT (LEFT) AND WITH INFORMATION ABOUT MEMBERSHIP TO CLUSTERS.

actual
RF-nc E X D M

predicted

E 79 15 13 1
X 4 76 0 0
D 9 0 39 0
M 0 0 0 15

actual
RF-c E X D M

predicted

E 83 11 13 1
X 3 77 0 0
D 12 0 36 0
M 0 0 0 15

actual
SVM-nc E X D M

predicted

E 79 17 11 1
X 2 78 0 0
D 17 0 31 0
M 0 0 0 15

actual
SVM-c E X D M

predicted

E 82 17 13 1
X 2 78 0 0
D 15 0 35 0
M 0 0 0 15

TABLE IV
RESULTS OF RF AND SVM CLASSIFIERS WITHOUT (LEFT) AND WITH CLUSTERS(RIGHT)

RF-nc E X D M
precision (PPV) 0.73 0.95 0.81 1
recall (TPR) 0.86 0.84 0.74 0.94
accuracy 83.27%

RF-c E X D M
precision (PPV) 0.78 0.96 0.75 1
recall (TPR) 0.85 0.88 0.74 0.94
accuracy 84.06%

SVM-nc E X D M
precision (PPV) 0.73 0.98 0.65 1
recall (TPR) 0.80 0.82 0.74 0.94
accuracy 80.88%

SVM-c E X D M
precision (PPV) 0.73 0.98 0.70 1
recall (TPR) 0.83 0.82 0.73 0.94
accuracy 81.40%

Table IV contains the results calculated based on the above-
mentioned Confusion Matrix. Values received by that classifier
are similar to the previous one. Both precision and recall
values for each state are similar or slightly better for the
method containing cluster memberships. Accuracy, i.e. the
ratio of correctly predicted values to all values, also increases
in the method containing clusters from 80.88% to 81.40%.

Results obtained by both classifiers are promising. Both
classifiers achieved high precision and recall that indicate
the correctly predicted class. Moreover, joining a cluster
membership has a slightly better effect on the quality of the
classification.

IV. CONCLUSION

Unlabeled data appear to have a positive effect on the
accuracy of classifying patients with bipolar disorder. In the
study, a model was prepared that fits each patient individually.
The presented solution individually sets the list of important
acoustic parameters, the appropriate method of aggregating
these data, and the number of clusters in which the patient
may be. Such a model was compared with a model that did
not include membership of clusters (so used amount of data
from each patient was used for the model). The presented
results indicate that adding information about clusters slightly
improves the classification performance. The current results
seem to be promising, and the study will be repeated for the
remaining patients.
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Abstract—In this paper, a least squares method is used to
estimate parameter values in the Lotka-Volterra model. The data
used are graphics processing units (GPU) shipment worldwide by
three key competitors, namely Nvidia, Intel, AMD. The goal is to
quantify the parameter values of a model with minimal error in
order to qualitatively solve the problem and fit the raw data as
closely as possible. Based on the real measurements, the predator
between the competitors is recognized through the identification
procedure comparing the sign of the coefficients with the original
Lotka-Volterra model structure.

I. INTRODUCTION

OUR NATURAL environment is mostly in motion. In
order to visualize and model the ever-changing natural

environment and, more specifically, population dynamics un-
der a variety of circumstances, the Lotka-Volterra equations
have proven to be a useful tool, as long as we build our in-
vestigations on some prior assumptions. While these equations
can be used for various dynamic scenarios, such as pandemics,
they can also be extended to model the dynamics of two
species that are sharing a natural habitat, while competing for
a certain local resource, instead of one species just hunting the
other. During the last years many different contributions ap-
peared in many fields of applications and in different technical
estimation and identification contexts [1], [2], [3].

The general goal of modelling is to find a simple model
that fits a data set within a predetermined error bound, while
still allowing specific properties to be addressed [4]. In this
paper, a least squares method is used to estimate the initial
parameter values in the Lotka-Volterra model. This algorithm
can be used to estimate the initial value of these parameters to
be used in more complex adaptive algorithms as for instance
proposed in [5]. The data used is graphics processing units
(GPU) shipment worldwide by three key competitors, namely
Nvidia, Intel, AMD. As the parameter values of the Lotka-
Volterra model describe growth, predation and competition
between interacting populations, the model can be applied to
competing firms in a market of GPUs or similar. The goal
therefore is to quantify the parameter values of a model with
minimal error in order to qualitatively solve the problem and
fit the raw data as closely as possible. The paper is organized

as follows. Section II proposes a general interpretation of
the Lotka-Volterra model. In Section III an application to
the market of GPUs is described. Results which include a
validation of the method using real data and conclusions close
the paper.

II. INTERPRETATION OF THE LOTKA-VOLTERRA MODEL

The Lotka-Volterra equations, also known as the predator-
prey equations, are two first-order nonlinear differential equa-
tions, often used to describe the dynamics of the biological
system in which two species interact, one as a predator and the
other as prey. The dynamics of the populations are described
as follows:

dx(t)

dt
= αx(t)− βx(t)y(t)

dy(t)

dt
= δx(t)y(t)− γy(t),

(1)

where x(t) represents the number of prey (e.g. fish) and y(t)

represents the number of predators (e.g. bears). dx(t)
dt and dy(t)

dt
represent the growth rates of the populations while t represents
the time variable. Greek letters α, β, δ, γ are constant positive
real parameters which describe the interaction of the two
groups of populations. While the classic model is usually used
in biology, there is a wide range of research with modified
models in different areas that resemble the context of predator
and prey [4], [6].

III. APPLICATION TO THE MARKET OF GPUS

Differential equations or stochastic differential equations are
used for modeling random phenomena in the financial field.
Due to the application of these tools in the field of financial
economics, a large number of scientists research in this area,
see [7], [8], [9]. It is known that the parameters of a stochastic
model are always deterministically unknown and this justifies
the KF approach mentioned above. The parameter estimation
problem for economical models has been studied by many
scientists, Yu and Phillips [10] utilized a Gaussian method to
estimate the parameters of continuous time short-term interest
rate models. Faff and Gray [11] considered the estimation of
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short-rate models by using a method of moments. Rossi [12]
took into consideration particle filters and maximum likeli-
hood estimation for parameter estimation of Cox-Ingersoll-
Ross model. In any market with competition, companies are
competing for sales of their proprietary goods and services.
An example of a generic Lotka-Volterra model describing the
dynamics between three competing PC graphics processing
units (GPUs) companies, based on a set of statistical data,
is used to illustrate the practical application of the proposed
method. The statistical data was retrieved from Statista [13]
which includes data from 2nd quarter of 2009 to 3rd quarter
of 2021, by vendor (Figure 1).

Fig. 1: GPU shipment share worldwide, by vendor, from Q2
2009 to Q3 2021. Source: [13]

From the retrieved data, it can be seen that Intel has the
leading position among three firms, while other two firms have
a smaller share of the market, therefore are directly competing
with each other. This interaction can be modelled using the
Lotka-Volterra method and the problem is formulated in terms
of a nonlinear dynamical system consisting of three first order
differential equations, each containing linear and quadratic
terms. The system is linear with regards to the unknown
parameters that must be derived from available statistical
data. When applying the proposed method to the system, the
unknown coefficients are estimated and the closeness of the
respective solutions to the statistical data is discussed.

Given a situation where three species x, y and z compete for
available resources in a system. In the market of GPUs, three
main firms are competing for the attention and resources of
similar customers. A Lotka-Volterra model for three competing
species is generically represented by:

dx(t)

dt
= x(t)(a0 + a1x(t) + a2y(t) + a3z(t))

dy(t)

dt
= y(t)(b0 + b1x(t) + b2y(t) + b3z(t))

dz(t)

dt
= z(t)(c0 + c1x(t) + c2y(t) + c3z(t)),

(2)

where x(t), y(t), z(t) values are companies’ shares in the
market and ai, bi, ci (i = [0, 3]) are coefficients. To estimate
the parameter values of the system of equations (2), the
integral method described by [4] was used. As the statistical
data is available, it is possible to represent the set of linear
equations derived by using the integral method in the matrix
form. An example of parameter value estimation for the first
firm (Intel) is given below:

þ
ÿÿÿÿÿÿø

d1,0
d2,1
.
.
.

dn,n21

ù
úúúúúúû

ø øø ø
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2,1 x̄ȳ2,1 x̄z̄2,1

. . . .

. . . .

. . . .
x̄n,n21 x̄2
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and thus
⇒ d = Xâ (3)

with

dj+1,j = x(tj+1)− x(t), j = 0, 1, ..., (n− 1).

The matrix X contains the consecutive pair-wise means,
namely:

x̄j+1,j = (x(tj+1) + x(tj))/2

x̄2
j+1,j = (x2(tj+1) + x2(tj))/2

x̄ȳj+1,j = (x(tj+1)y(tj+1) + x(tj)y(tj))/2

x̄z̄j+1,j = (x(tj+1)z(tj+1) + x(tj)z(tj))/2.

(4)

While the vector a contains the unknown parameters, a least
squares method can be used to determine the vector values
using the following formula:

â = (X 2X)21X 2d (5)

IV. RESULTS

Applying the proposed integral method, the resulting system
is given as follows:

dx(t)

dt
= x(t)(0.1113− 0.1122x(t) + 0.1749y(t)− 0.3438z(t))

dy(t)

dt
= y(t)(−0.1297 + 0.0041x(t)− 0.3322y(t) + 0.9385z(t))

dz(t)

dt
= z(t)(0.0804 + 0.0496x(t)− 0.5497y(t)− 0.3117z(t)).

(6)
The estimated coefficients show that firms Intel and Nvidia

are prey, while the firm AMD is the predator given its negative
growth rate of −0.1297. Interestingly the share of Intel is
increased by the actions of the predator firm with a coefficient
of +0.1749 while Nvidia has a negative influence on Intel’s
growth rate. This can be seen by a positive coefficient of
0.0496 in the third equation. Looking at the second equation
of the predator, it can be seen that the first firm is not acting
as the primary prey (0.0041), whereas the third firm is the
main source of the predator’s share growth, as seen by a
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large coefficient of 0.9385. Comparing the second and third
equations (AMD vs. Nvidia) it is confirmed by the coefficient
of −0.5497 that the growth of AMD comes from the decline
in the third firm, Nvidia. This supports the idea that these two
firms are direct competitors fighting for the remaining market
share as seen on Figure 1.

In order to estimate the equilibrium point for each firm,
each equation in the system of equations (6) was set equal
to zero. The obvious solution for all equations is when x(t),
y(t), z(t) are equal to 0. Another solution was found at points
of x(t) = 0.63, y(t) = 0.11, z(t) = 0.17 (see calculation in
the code provided).

In order to get the values for model data, the Euler method
was used. The following figures (2-4) represent the observed
data, the results of modelling and forecasted data for three
firms. As seen by the results, the model fits well to historical

(a) Model and observed data

(b) Forecasted data

Fig. 2: The results for Intel

data of Intel market share, with R-squared equal to 0.78. The
forecast shows that the stable state is reached at 0.63 that
corresponds to the previously retrieved point of equilibrium for
Intel. The forecast implies that this firm is likely to maintain
its dominance in the GPU market over time.

(a) Model and observed data

(b) Forecasted data

Fig. 3: The results for AMD

As for AMD, the predator firm, it is seen that the model does
not fit the observed data, which is confirmed by the R-squared
value of −0.99. When finding the R-squared value, if the sum
of squares of the residuals is higher than the sum of the squares
of the distances of the points from a horizontal line through
the mean of all Y values, then R-squared can be negative.
This implies that the "best-fit" line fits worse than a horizontal
line drawn through the mean of all Y values, for instance if
the regression line does not follow the trend of the observed
data [14]. However, as seen on Figure 3a, the modelling data
nonetheless displays a similar trend as the observed data but
prediction tends to be less accurate than the average value of
the data set over time. The forecast implies that AMD would
lose half of its market share in the near term and will remain
at an equilibrium point of 0.11. However, as the model did not
fit well to the observed data, it is impossible to suggest the
validity of the forecast. The model for Nvidia shows a good fit
with R-squared value equal to 0.78 with an equilibrium point
at 0.17. The forecast shows that the firm would lose some of
its market share but only by a few percentage points.
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(a) Model and observed data

(b) Forecasted data

Fig. 4: The results for Nvidia

V. CONCLUSION

In this paper a research in the market of GPUs with three
main competing firms was performed using the Lotka-Volterra
model. For parameter values estimation the integral method
and least squares algorithm was used. The results indicate
that AMD is the predator firm while Intel and Nvidia are its
prey. However, the R-squared values of the model show decent
values for Intel and Nvidia, while not being a good fit for
AMD, the predator firm. It is likely that more data is needed
to build a better model for the predator firm. Nevertheless, the
results indicate that the Lotka-Volterra model can be applied
to investigate the competition of more than two firms in a
free market of GPUs, but it requires further investigation and
experiments.

Acknowledgments:
This work was inspired by the lecture "Modelling and

Control of Dynamical Systems using Linear and Nonlinear
Differential Equations" held by Paolo Mercorelli within

the scope of the Complementary Studies Programme at
Leuphana University of Lüneburg during the winter semester
2021-2022. In this framework, students can explore other
disciplinary and methodological approaches from the second
semester onwards, focussing on additional aspects in parallel
with their subjects and giving them the opportunity to sharpen
skills across disciplines.

REFERENCES

[1] P. Mercorelli, “A Hysteresis Hybrid Extended Kalman Filter as an
Observer for Sensorless Valve Control in Camless Internal Combustion
Engines,” IEEE Trans on Ind. Appl., vol. 48, no. 6, pp. 1940–1949,
2012. [Online]. Available: https://doi.org/10.1109/TIA.2012.2226193

[2] P. Mercorelli, “A Two-Stage Augmented Extended Kalman Filter as an
Observer for Sensorless Valve Control in Camless Internal Combustion
Engines,” IEEE Trans on Ind. Elects, vol. 59, no. 11, pp. 4236–4247,
2012. [Online]. Available: https://doi.org/10.1109/TIE.2012.2192892

[3] K. Benz, C. Rech, and P. Mercorelli, “Sustainable Management of
Marine Fish Stocks by Means of Sliding Mode Control,” pp. 907–910,
2019. [Online]. Available: http://dx.doi.org/10.15439/2019F221

[4] P. Klopper and J. Greeff, “Lotka-Volterra model parameter estimation
using experiential data,” Applied Mathematics and Computation, vol.
224, pp. 817–825, 2013. [Online]. Available: https://doi.org/10.1016/j.
amc.2013.08.093

[5] K. Benz, C. Rech, P. Mercorelli, and O. Sergiyenko, “Two Cascaded
and Extended Kalman Filters Combined with Sliding Mode Control
for Sustainable Management of Marine Fish Stocks,” Journal of
Automation, Mobile Robotics and Intelligent Systems, pp. 28–35, Jul.
2019. [Online]. Available: https://doi.org/10.14313/jamris/3-2020/30

[6] C. Michalakelis, T. Sphicopoulos, and D. Varoutas, “Modeling
Competition in the Telecommunications Market Based on Concepts
of Population Biology,” IEEE Transactions on Systems, Man, and
Cybernetics, Part C (Applications and Reviews), vol. 41, no. 2, pp.
200–210, 2011. [Online]. Available: https://doi.org/10.1109/tsmcc.2010.
2053923

[7] J. P. N. Bishwal, Parameter estimation in stochastic differential equa-
tions, 2008th ed., ser. Lecture Notes in Mathematics. Berlin, Germany:
Springer, Oct. 2007.

[8] X. Zhang, R. D. Brooks, and M. L. King, “A Bayesian approach
to bandwidth selection for multivariate kernel regression with an
application to state-price density estimation,” Journal of Econometrics,
vol. 153, no. 1, pp. 21–32, Nov. 2009. [Online]. Available:
https://doi.org/10.1016/j.jeconom.2009.04.004

[9] W. Xiao, W. Zhang, and W. Xu, “Parameter estimation for
fractional Ornstein–Uhlenbeck processes at discrete observation,”
Applied Mathematical Modelling, vol. 35, no. 9, pp. 4196–4207, Sep.
2011. [Online]. Available: https://doi.org/10.1016/j.apm.2011.02.047

[10] J. Yu and P. C. B. Phillips, “A Gaussian approach for continuous
time models of the short-term interest rate,” The Econometrics
Journal, vol. 4, no. 2, pp. 210–224, Dec. 2001. [Online]. Available:
https://doi.org/10.1111/1368-423x.00063

[11] R. Faff and P. Gray, “On the estimation and comparison of short-rate
models using the generalised method of moments,” Journal of Banking
& Finance, vol. 30, no. 11, pp. 3131–3146, Nov. 2006. [Online].
Available: https://doi.org/10.1016/j.jbankfin.2005.09.016

[12] G. D. Rossi, “Maximum Likelihood Estimation of the Cox–Ingersoll–
Ross Model Using Particle Filters,” Computational Economics,
vol. 36, no. 1, pp. 1–16, Mar. 2010. [Online]. Available: https:
//doi.org/10.1007/s10614-010-9208-0

[13] Statista, “PC GPU shipment share worldwide Q2 2009 - Q3 2021, by
vendor,” 2021, data retrieved from Statista, https://www.statista.com/
statistics/754557/worldwide-gpu-shipments-market-share-by-vendor/.

[14] D. Chicco, M. J. Warrens, and G. Jurman, “The coefficient of
determination R-squared is more informative than SMAPE, MAE,
MAPE, MSE and RMSE in regression analysis evaluation,” vol. 7, p.
e623. [Online]. Available: https://doi.org/10.7717/peerj-cs.623

938 PROCEEDINGS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Tag and correct: high precision post-editing
approach to correction of speech recognition errors

Tomasz Ziętkiewicz
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Abstract—This paper presents a new approach to the problem
of correcting speech recognition errors by means of post-editing.
It consists of using a neural sequence tagger that learns how to
correct an ASR (Automatic Speech Recognition) hypothesis word
by word and a corrector module that applies corrections returned
by the tagger. The proposed solution is applicable to any ASR
system, regardless of its architecture, and provides high-precision
control over errors being corrected. This is especially crucial
in production environments, where avoiding the introduction
of new mistakes by the error correction model may be more
important than the net gain in overall results. The results show
that the performance of the proposed error correction models
is comparable with previous approaches, while requiring much
smaller resources to train, which makes it suitable for industrial
applications, where both inference latency and training times are
critical factors that limit the use of other techniques.

Index Terms—speech recognition, error correction, post-
processing, post-editing, natural language processing

I. INTRODUCTION

AUTOMATIC Speech Recognition (ASR) models have
been developed for more than 70 years. During this time,

they evolved from machines that could recognize single digits
spoken by one person, created for demonstration purposes
without production use back in the 1950s [1], to omnipresent
voice assistants and speech transcription engines used every-
day by millions of people around the world. Although speech
recognition technology has reached maturity and is production
ready, it is still not perfect. Professional human transcribers do
not reach 100% transcription accuracy, and although recent
deep neural network-powered speech recognition systems are
reported to slightly outperform humans [2], they still make
mistakes. Furthermore, the near-perfect results of the Word
Error Rate (WER) below 2% are often reported on popular
benchmark datasets such as the test subset of the Librispeech
corpus [3]. When evaluated on corpora from different domains
or recorded under different conditions, the results are far from
perfect and require adaptation [4]. In real-world production
settings, input to a speech recognition system may change
frequently, caused by changes in topics that are interesting
to users. Changes in the real world, such as the Covid-19
pandemic, influence the vocabulary used by speakers and may
lead to out-of-vocabulary errors. The adaptation process of
ASR models takes considerable time and resources. In some

settings, direct adaptation of the model is impossible, for
example, when using a cloud-based speech recognition service.
One way to address the imperfections of speech recognition
models mentioned above is to improve their results in a post-
editor, a module operating on a textual output of a speech
recognition model. Typically, in production environments, the
post-editor provides means of correcting ASR errors manually,
for example, with hand-written regular expressions. The pro-
cess of creating and maintaining such corrections is laborious
and requires a lot of experience [5]. Therefore, the post-editor
can include an error correction model which learns how to
correct errors of a particular ASR system. This approach can
be applied regardless of an ASR model architecture, also for
systems where direct modification of the model is impossible.
It requires only text data to train, and its training requires
considerably less resources and time than performing the
adaptation of a speech recognition model. This paper presents
such an error correction model. In Section II we present
an overview of previous work on the subject. Section III
describes the data used for training and evaluation. Details
of the proposed approach are presented in Section IV. Results
and conclusions can be found in Sections V and VI.

II. RELATED WORK

For a review of ASR error detection and correction systems
together with a description of ASR evaluation metrics see [6].
Cucu et al. [7] propose error correction using SMT (Statistical
Machine Translation) model trained on a relatively small
parallel corpus of 2000 ASR transcripts and their manually
corrected versions. At an evaluation time, the model is used
to “translate” ASR hypothesis into corrected form. The system
achieves 10.5% relative WER improvement by reducing WER
of the baseline ASR system from 11.4 to 10.2. A similar
approach, but using a neural LSTM sequence-to-sequence
model and trained on a much larger dataset (40M utterances),
is presented in [8]. To produce ASR hypotheses, the authors
use a speech corpus generated from plain text data with a
text-to-speech (TTS) system. In addition to the spelling cor-
rection model, authors experiment with improving the results
of an end-to-end ASR system by incorporating an external
language model and a combination of the two approaches.
The proposed system achieves satisfactory results (19% rela-
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tive WER improvement and 29% relative WER improvement
with additional LM re-scoring, with baseline ASR WER of
6.03) but requires a large speech corpus or high-quality TTS
system to generate such corpus from a plain text. One of
the recent works [9] presents an error correction model for
Mandarin. The authors stress the importance of a low latency
of ASR error correction model in production environments and
propose a non-autoregressive transformer model, faster than its
autoregressive counterparts. The model is modeled on a large,
artificially created parallel corpus of correct-incorrect sentence
pairs, generated by randomly deleting, inserting, and replacing
words in a text corpus. Real ASR corrections dataset is used to
fine-tune the model to a specific ASR system. Relative WER
reduction reported by authors on a publicly available testset
is 13.87, which is slightly worse than autoregressive model
(15.53) while introducing a latency that is over 6 times lower
(21ms).

A similar approach to the one presented in this work is
proposed in [10], but serves different tasks (grammatical error
correction), operates on a poorer set of edit operations and
uses different tagging models.

III. DATA

We performed experiments for 3 European languages: Span-
ish, French, and German. The presented error correction
models were trained and evaluated on pairs of ASR hypotheses
and corresponding reference sentences. To create a corpus of
such pairs, recordings from speech corpora for each language
were processed using a corresponding model of an end-to-
end speech recognition system. Reference transcriptions from
speech corpora were paired with their corresponding hypothe-
ses, creating parallel corpora of corrections for each language.
To discard any differences caused by different normalization
of transcriptions in speech corpora and in ASR output, we
additionally performed automatic normalization of both ref-
erence and hypotheses sentences by lowercasing, removing
punctuation characters and inverse-normalizing numbers. The
data preparation pipeline is presented in Figure 1. For an
example of a freely available corpus of ASR corrections for
Polish prepared with the same pipeline, see [11].

Automatic
Speech

Recognition
system

ASR hypothesisRecording

Reference

 
 
 

Speech corpus

Normalizer

 
Corrections

corpus

Fig. 1. Data preparation pipeline

Speech corpora, used to create corrections corpora, contain
utterances used for virtual assistant development. They include
commands and questions targeted at the assistant. Some of
them are recorded in a studio for development purposes, and

TABLE I
DATASETS STATISTICS

de-DE es-ES fr-FR
Sentences 12242 16905 7180
Tokens 37955 55567 28004

some originate from usage data, after performing anonymiza-
tion.

Data statistics are shown in Table I. Data sets were randomly
divided into training, development, and test subsets in a
proportion 8:1:1.

For a description of tagger training data preparation process,
see section IV-A.

IV. METHOD

The proposed error correction method is designed to be
precise, easily controllable, and data efficient. In contrast to
methods inspired by machine translation, such as [8], our
model does not have to model and reproduce all tokens of the
output sequence. Instead, it learns only which tokens to modify
to correct the sentence. To make it precisely controllable,
the error correction mechanism works in two steps. First, a
sequence-tagging model assigns a tag to each token in the
input sentence. The tag indicates whether the token is correctly
recognized or requires correction. In the latter case, the tag
specifies an edit operation that is needed to transform the
incorrect sentence into a correct one. In the second step, the
assigned tags are used to perform edit operations that correct
ASR errors. This approach is especially suitable for production
settings because it allows one to precisely control which edit
operations to include in the model and which edit operations
to perform on inference time. The control can be based on
scores returned by the tagger (for example, by setting a global
scorer threshold) or on rules excluding certain operations in
certain contexts from being performed.

A. Tagging data preparation

To train a sequence tagging model, a corpus of ASR
hypotheses with assigned edit operation tags is needed. We
create it from the parallel corrections corpus described in
Section III. First, hypothesis and reference sentences are
compared and aligned using Ratcliff-Obershelp algorithm [12]
implemented in difflib library [13]. As a result, we get a
list of operation codes describing how to turn corresponding
parts of the hypothesis into reference. There are four operation
codes: "replace", "delete", "insert" and "equal". For parts of
a sentence which are not equal, we use a set of conditional
rules involving recursively invoking the difflib alignment to
tag each token with one of the edit operations. Examples of
tags and corresponding edit operations are presented in table
II. For an illustrated example of tags generation process, see
Figure 2.

The set of available edit operation classes can be adjusted to
the needs of a specific speech recognition system and a natural
language. Ideally, the set should cover all errors and be as
small as possible. If the set is too big, edit operations become
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too sparse for the tagger to learn them effectively. Therefore,
we chose to prioritize use o most expressive edit operations,
like „append_s”, which for example in English could cover
most of the errors associated with a singular noun in place of
a plural and missing "s" in third-person singular verbs. The
same errors could be covered by more precise rules correcting
only particular words, e.g. "replace_with_cats" (edit operation
assigned to the word "cat"). By using more general operations,
the model can generalize to unseen examples of errors. This
is where our approach is different from [10] which uses only
two main types of operations: KEEP ("None" in our approach),
DELETE ("del" in our approach) and can insert any phrase or
word from vocabulary V before the current token. Such an
approach cannot cover multiple errors with one tag.

Despite using edit operations that cover multiple errors,
the edit operations dataset is still sparse. About 15% of
edit operations are supported only with one example. To
make training more efficient and the model less overfitted to
singular examples, we use a cut-off of 150 most frequent edit
operations, also filtering-out all which are found only once in
the dataset. To differentiate between tokens which are correct
and those which errors are not frequent enough, we replace all
the filtered edit operations with a special edit operation called
"unsupported". This operation tag is present in the training set
and the model learns to tag some tokens with it, but when
correcting sentences on the inference time, there is no edit
operation performed on them. Sequence of edit operations
assigned to adjacent tokens can be interdependent - performing
only some of them may deteriorate the results. Therefore,
when one of the tokens is tagged with "unsupported", all sur-
rounding, non-empty tags are replaced with the "unsupported"
tag.

B. Tagging models

We train and evaluate two tagging model types: BERT
token classification model and contextual string embeddings
model [14], referred later as "Flair". BERT tagger model uses
locale variations of BERT transformer: Gbert for German [15],
Camembert for French [16] and Beto for Spanish [17]. A sin-
gle linear layer is added at the output, and the whole network
is fine-tuned for the tagging task. Training was performed for
6 epochs, extending the training time did not improve results.
The "Flair" model contains Bert models mentioned before,
extended with contextual string embeddings [18], LSTM [19]
and CRF [20] layers. Training was carried out for a maximum
of 100 epochs.

V. RESULTS

Both model types were evaluated using hold-out test sets by
calculating WRR (Word Recognition Rate) of original ASR
hypotheses and their corrected versions. Table III presents
averaged results. As can be seen on an example of German
dataset compared with other two - the worse the original ASR
results are, the easier for the correction model to achieve
higher absolute gains. Therefore, to compare correction mod-
els trained on datasets with different original results, we

cats
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cutecute

are

cat

Hypothesis Reference

replace

equal

equal

cute

are

cat append_s

equal

equal

Tagged Hypothesis

 
Corrections

corpus

Fig. 2. Tags generation example

calculate a relative WER (Word Error Rate) reduction metric,
which is calculated as

WERASR −WERCorrected

WERASR
(1)

where WERASR is WER of ASR system and WERCorrected

is WER after applying the correction model. Relative improve-
ments of our models vary between 21% and 24.7%, making
them comparable with state-of-the-art results reported in [8],
while using much smaller training datasets, without the need
of generating synthetic data with TTS engine. The Flair tagger
offers slightly better results (except for German, where results
are equal).

Table IV presents the time required for training the models
and the average times needed to correct a single sentence from
the test set. Both training and inference were performed using
a machine with a single Tesla P40 GPU.

VI. CONCLUSIONS

We presented a new approach to ASR errors correction
problem. As demonstrated using three independent datasets,
correction models trained using this approach are effective
even for relatively small training datasets. The method allows
to precisely control which errors should be included in the
model and which of the included ones should be corrected at
the inference time. The evaluations performed on the models
show that they can significantly improve the ASR results by
reducing the WER by more than 20%. All of the models
presented offer very good inference latency, making them
suitable for use with streaming ASR systems.
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TABLE II
EXAMPLES OF EDIT OPERATIONS

name description example
del deletes a token "a" → ""
append_s appends given suffix to the token "cat" → "cats"
add_prefix_ prepends given prefix to the token "owl" → "howl"
remove_suffix_1 removes 1 character from the end of the token "cats" → "cat"
remove_prefix_1 removes 1 character from the beginning of the token "howl" → "owl"
join joins token with previous one "book store" → "bookstore"
join_- joins token with previous one using given separator "long term" → "long-term"
replace_ replaces token with given string "cat" → "hat"

TABLE III
RESULTS OF ERROR CORRECTION MODELS

de-DE es-ES fr-FR
base WRR 78.07 90.70 93.51%

BERT
corrected WRR 83.48 92.65 94.97%
WRR gain 5.41 1.95 1.46
Rel. WER reduction 24.67% 20.97% 22.50%

Flair
corrected WRR 83.40 92.86 95.04
WRR gain 5.33 2.16 1.53
Rel. WER reduction 24.30% 23.23% 23.57%

TABLE IV
TRAINING (IN MINUTES) AND INFERENCE (IN MILLISECONDS) TIMES.

de-DE es-ES fr-FR

BERT
training time 28 40 10
inference latency 14 14 13

Flair
training time 180 154 67
inference latency 28 29 18

The presented method is well suited for industrial appli-
cations where the ability to precisely control how the error
correction model works, as well as small latency, are crucial.
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Myśliński, Andrzej . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .531
Myszkowski, Pawel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291

Nakayama, Minoru . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 745
Naumann, Billy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 505
Nguyen, Hung Son . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
Niewolski, Wojciech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 673
Nitarska, Natalia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 817
Normatov, Dzhakhongir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 935
Nowacka, Anna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .827
Nowak, Tomasz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191, 673
Nowak, Wioletta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 745

Odı̄tis, Ivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 763
Okulewicz, Michał . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399
Opioła, Łukasz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 563
Osinksa, Veslava . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 741
Ozkan, Necmettin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .883

Pacud, Radosław . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 715
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Poniszewska-Marańda, Aneta . . . . . . . . . . . . . . . . . . . . . . . . . . 213
Porter-Sobieraj, Joanna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 535
Probierz, Barbara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 715
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Więckowski, Jakub. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .789
Wielgosz, Maciej . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
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