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EAR Reader, it is our pleasure to present to you Posi-
tion Papers of the  17th Conference on Computer Sci-

ence  and  Intelligence  Systems  (FedCSIS’2022),  in  Sofia,
Bulgaria, and in the hybrid mode.

D
Position papers comprise two categories of contributions

– challenge papers and emerging research papers. Challenge
papers propose and describe research challenges in theory or
practice of computer science and information systems. Pa-
pers in this category are based on deep understanding of ex-
isting research or industrial problems. Based on such under-
standing and experience, they define new exciting research
directions and show why these directions are crucial to the
society at large.  Emerging research papers present prelimi-
nary research results from work-in-progress based on sound
scientific approach but presenting work not completely vali-
dated as yet. They describe precisely the research problem
and its rationale. They also define the intended future work
including the expected benefits from solution to the tackled
problem. Subsequently, they may be more conceptual than
experimental.

The main Conference Chair of FedCSIS 2022 was Ste-
fka Fidanova, while Nina Dobrinkova acted as the Chair
of the Organizing Committee. This year, FedCSIS was or-
ganized  by  the  Polish  Information  Processing  Society
(Mazovia Chapter), IEEE Poland Section Computer Soci-
ety Chapter, Systems Research Institute Polish Academy
of Sciences, Warsaw University of Technology, Wrocław
University of Economics and Institute of Information and
Communication  Technologies,  Bulgarian  Academy  of
Sciences.

FedCSIS 2022 was technically co-sponsored by: IEEE
Bulgarian Section, IEEE Poland Section, IEEE Czecho-
slovakia Section Computer Society Chapter, IEEE Poland
Section Systems, Man, and Cybernetics Society Chapter,
IEEE Poland Section Computational Intelligence Society
Chapter,  IEEE Poland  Section  Control  System Society
Chapter, Committee of Computer Science of the Polish
Academy of Sciences,  Mazovia Cluster ICT, Poland and
Bulgarian Section of SIAM.

Moreover,  last  year  the  FedCSIS  conference  series
formed the strategic alliance with QED Software, a Polish
software company developing AI-based technologies and
acting as the technological  co-founder  in  the AI-driven
start-ups. This collaboration has been continued.

During FedCSIS 2022, the keynote lectures were deliv-
ered by:
 Krassimir Atanassov, Bulgarian Academy of Sciences,

Sofia, Bulgaria: “Remarks on Index Matrices”,
 Chris Cornelis, Ghent University, Department of Ap-

plied Mathematics, Computer Science and Statistics:
“Hybridization  of  Fuzzy  Sets  and  Rough  Sets:
Achievements and Opportunities”,

 Ivan Lukovic, University of Belgrade, Faculty of Or-
ganizational Sciences, “Organizational Capability for
Information Management – Do We Feel  a Big Data
Crisis?”,

 Stefano Mariani on behalf of Franco Zambonelli (due
to serious health issues encountered right before the
conference), University of Modena e Reggio Emilia,
Italy: “Individual and Collective Self-development”.

Moreover,  this  year,  two special  guests  delivered  in-
vited talks:
 Bogusław Cyganek, who was awarded the 2021 Wi-

ley-IEEE Press Award, for his recent book “Introduc-
tion to Programming with C++ for Engineers”,

 Andrzej  Skowron,  who  delivered  the  talk:  “Rough
Sets  Turn 40: From Information Systems to Intelli-
gent Systems”, which was devoted to the 40th anniver-
sary  of  introduction,  by  late  Professor  Zdzisław
Pawlak, of the theory of Rough Sets.

FedCSIS 2022 consisted of five Tracks and a special
event for Doctoral School Students. Within each Track,
topical  Technical  Sessions  have  been  organized. Each
Technical Session was split into fully on site and fully on-
line sub-sessions. The on-site part of the conference took
place in the facilities of the Crisis Management and Dis-
aster Response Centre of Excellence in Sofia, Bulgaria.

Some of Technical Sessions have been associated with
the  FedCSIS  conference  series  for  many  years,  while
some of them are relatively new. The role of the technical
Sessions is to focus and enrich discussions on selected ar-
eas, pertinent to the general scope of each Track. The list
of  Tracks,  and  topical  Technical  Sessions  organized
within their scope, was as follows.

 Track 1: Advanced Artificial Intelligence in 
Applications (17th Symposium AAIA’22)
━ Artificial Intelligence for Next-Generation 
Diagnostic Imaging (1st Workshop AI4NextGenDI'22)
━ Artificial Intelligence in Machine Vision and 
Graphics (4th Workshop AIMaViG'22)
━ Personalization and Recommender Systems (1st 
Workshop PeRS'22)
━ Rough Sets: Theory and Applications (4th  
International Symposium RSTA'22)
━ Computational Optimization (15th International 
Workshop WCO'22)

 Track 2: Computer Science & Systems (CSS’22)
━  Computer Aspects of Numerical Algorithms (15th 
Workshop CANA'22)
━ Concurrency, Specification and Programming (30th  
International Symposium CS&P'22)
━ Multimedia Applications and Processing (15th  
International Symposium MMAP'22)
━ Scalable Computing (12th  Workshop WSC'22)

 Track 3: Network Systems and Applications 
(NSA’22)
━ Complex Networks - Theory and Application (1st 
Workshop CN-TA'22)
━ Internet of Things – Enablers, Challenges and 
Applications (6th Workshop IoT-ECAW’22)
━ Cyber Security, Privacy, and Trust (3rd International 
Forum NEMESIS'22)

 Track 4: Advances in Information Systems and 
Technology (AIST’22)
━ Data Science in Health, Ecology and Commerce (4th  
Workshop DSH'22)
━ Information Systems Management (17th Conference 
ISM'22)



━ Knowledge Acquisition and Management (28th 
Conference KAM'22)

 Track 5: Software and System Engineering 
(S3E’22)
━ Cyber-Physical Systems (9th International Workshop 
IWCPS’22)
━ Model Driven Approaches in System Development 
(7th Workshop MDASD'22)
━ Software Engineering (42nd IEEE Workshop 
SEW’22)

 7th Doctoral Symposium on Recent Advances in 
Information Technology (DS-RAIT'22)

The program of FedCSIS 2022 required a dedicated effort
of many people. We would like to express our warmest grati-
tude  to  all  Committee  members,  of  each  Track  and  each
Technical Session, for their hard work in attracting and later
refereeing 290 submissions.

We thank the authors of papers for their great contribu-
tion to the theory and practice of computing and intelli-
gence systems. We are grateful to the invited speakers for
sharing  their  knowledge  and  wisdom  with  the  partici-
pants.

Last, but not least, we thank Stefka Fidanova and Nina
Dobrinkova. It should be stressed that they made all the

preparations to  organize the conference in  Bulgaria  for
three years in a row, while only in 2022 the conference
actually happened there. They also worked with us dili-
gently to adapt the conference formula to organize it in
hybrid mode. We are very grateful for all your efforts!

We hope that you had an inspiring conference. We also
hope to meet you again for the 18th Conference on Com-
puter Science and Intelligence Systems (FedCSIS 2023)
which will  take place in Warsaw, Poland on September
17-20, 2023.

Co-Chairs of the FedCSIS Conference Series:
Maria Ganzha, Warsaw University of Technology, 
Poland and Systems Research Institute Polish Academy of
Sciences, Warsaw, Poland
Leszek Maciaszek, Macquarie University, Sydney, 
Australia
Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, Warsaw Poland and Management 
Academy, Warsaw, Poland
Dominik Ślęzak, Institute of Informatics, University of 
Warsaw, Poland
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Generative Adversarial Networks for students’ structure prediction. Preliminary research 113
Agata Kozina, Zdzisław Kes, Marcin Hernes, Paweł Golec, Krzysztof Nowosielski,
Olena Sidor, Korlan Zhanat

SOFTWARE, SYSTEM AND SERVICE ENGINEERING

Call For Papers 121
Small Footprint Embedded Systems Paradigm Based on a Novel and Scalable
Implementation of FORTH 123

Bogusław Cyganek

JOINT 42ND IEEE SOFTWARE ENGINEERING WORKSHOP AND 9TH
INTERNATIONAL WORKSHOP ON CYBER-PHYSICAL SYSTEMS
Call For Papers 131
An Integrated Checklist for Architecture Design of Critical Software Systems 133

Adela Bierska, Barbora Buhnova, Hind Bangui

Author Index 141

vi



17th International Symposium Advances in
Artificial Intelligence and Applications

THIS track is a continuation of international AAIA sym-
posiums, which have been held since 2006. It aims at

establishing the synergy between technical sessions, which
encompass wide range of aspects of AI. With its longest-
tradition threads, such as WCO focusing on Computational
Optimization, it is also open to new initiatives categorized with
respect to both, the emerging AI-related methodologies and
practical usage areas. Nowadays, AI is usually perceived as
closely related to the data, therefore, this track’s scope includes
the elements of Machine Learning, Data Quality, Big Data, etc.
However, the realm of AI is far richer and our ultimate goal is
to show relationships between all of its subareas, emphasizing
a cross-disciplinary nature of the research branches such as
XAI, HCI, and many others.

AAIA’22 brings together scientists and practitioners to
discuss their latest results and ideas in all areas of Artificial
Intelligence. We hope that successful applications presented
at AAIA’22 will be of interest to researchers who want
to know about both theoretical advances and latest applied
developments in AI.

TOPICS

Papers related to theories, methodologies, and applications
in science and technology in the field of AI are especially
solicited. Topics covering industrial applications and academic
research are included, but not limited to:

• Decision Support
• Machine Learning
• Fuzzy Sets and Soft Computing
• Rough Sets and Approximate Reasoning
• Data Mining and Knowledge Discovery
• Data Modeling and Feature Engineering
• Data Integration and Information Fusion
• Hybrid and Hierarchical Intelligent Systems
• Neural Networks and Deep Learning
• Reinforcement Learning
• Bayesian Networks and Bayesian Reasoning
• Case-based Reasoning and Similarity
• Web Mining and Social Networks
• Business Intelligence and Online Analytics
• Robotics and Cyber-Physical Systems
• AI-centered Systems and Large-Scale Applications
• AI for Combinatorial Games, Video Games and Serious

Games
• Evolutionary Algorithms and Evolutionary Computation
• Artificial Intelligence for Next-Generation Diagnostis

Imaging (1st Workshop AI4NextGenDI’22)

• Artificial Intelligence for Patient Empowerment with Sen-
sor Systems (1st Workshop AI4Empowerment’22)

• Artificial Intelligence in Machine Vision and Graphics
(4th Workshop AIMaViG’22)

• Intelligent Ambient Assisted Living Systems (1st Work-
shop IntelligentAAL’22)

• Personalization and Recommender Systems (1st Work-
shop PeRS’22)

• Rough Sets: Theory and Applications (4th International
Symposium RSTA’22)

• Computational Optimization (15th Workshop WCO’22)

TRACK CHAIRS

• Zdravevski, Eftim, Ss. Cyril and Methodius University,
Macedonia

• Szczuka, Marcin, University of Warsaw, Poland
• Matwin, Stan, Dalhousie University, Canada

PROGRAM CHAIRS

• Corizzo, Roberto, American University, USA
• Sosnowski, Łukasz, Systems Research Institute, Polish

Academy of Sciences, Poland
• Świechowski, , Maciej, QED Software, Poland

PROGRAM COMMITTEE

• Azad, Mohammad, Jouf University, Saudi Arabia
• Bellinger, Colin, National Research Council of Canada

– Ottawa, Canada
• Bianchini, Monica, Dipartimento di Ingegnegneria

dell’Informazione, Università di Siena, Italy
• Boukouvalas, Zois, American University – Washington

DC, USA
• Calpe Maravilla, Javier, University of Valencia, Spain
• Chelly, Zaineb, Université Paris-Saclay, UVSQ, DAVID,

France
• Colantonio, Sara, ISTI-CNR, Italy
• Corizzo, Roberto, American University, USA
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• Hullam, Gabor, Budapest University of Technology and
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Abstract—Professor Zadeh in his works proposed the idea
of grouping similar objects on the basis of certain similarity
measures, thus initiating the paradigm of granular computing.
He made the assumption that similar objects may have similar
decisions. This natural assumption, operates in other scientific
methodologies, e.g. methods based on k nearest neighbours,
in reasoning by analogy and in rough set theory. The above
assumption implies the existence of grouped information nodes
(granules) and has potential applications in reducing the size
of decision systems. The hypothesis has guided„ the creation
of granulation techniques based on the use of rough inclusions
(introduced by Polkowski and Skowron) - according to the
scheme proposed by Polkowski. In their work, the possibility of a
large reduction of the size of decision systems while maintaining
the classification efficiency was verified in experimental works.

In this paper, we investigate the possibility of using random
sampling in the approximation of decision systems - as part of
dealing with Big Data sets. We use concept-dependent granulation
as a reference approximation method. Experiments on selected
real-world data have shown a common regularity that gives a
hint on how to apply random sampling for fast and effective size
reduction of decision systems.

I. INTRODUCTION

IN THIS paper, we employ a granulation technique derived
from rough set theory [3]. More specifically, we applied

the concept-dependent granulation technique to reduce the
size of decision systems [6], a methodology derived from the
method proposed by Polkowski in paper [4] and extended
in the paper [6]. A comprehensive research in this context
is conducted in the monograph [5]. A demonstration of the
decision system approximation using the concept-dependent
method - showing the use of granulation to reduce the size of
decision systems - can be seen in Table I. In this Table, we see
how the granulation process allows us to reduce the size of the
training systems while retaining the internal knowledge from
the original systems. For example, for a radius of 0.682 we
have a reduction in the number of objects of almost 98 percent
while maintaining the original efficiency. The effectiveness
of granulation methods (according to Polkowski’s scheme)
has been verified in many contexts and works with basically
every popular classifier from SVM [8], decision trees [10] to
neural networks [9]. The methods have also found applications
in the context of steganography [11], preprocessing before
feeding data into neural networks [9], in ensemble models [7],

in classification processes [12], for absorbing missing values
[13], in localization of mobile robots under magnetically
variable conditions [14]. Due to the computational complexity
of our techniques, an area for exploration that has not yet
been adequately explored is their use for with methods for
dealing with Big Data. The use of random sampling is our
starting point in this area. In this paper, we use examples of
relatively small decision systems for a simple illustration of
the techniques. The application to big data of our method is to
sample up to the size of the data that can be recalculated in the
assumed time. Our results tentatively verify this possibility. As
a reference classifier, we chose the kNN method, which is not
a dedicated choice for our method. Any other classification
method adapted to the granular data could be used to verify
our assumptions.

The rest of the publication consists of the following sections.
In Section II, we have an introduction to the methodology used
in the paper, a demonstration of the granulation method and
an indication of the classifier. In Section III, we present exper-
imental results divided into two parts. Initial results showing
cross-sectional classification performance with different radii,
and detailed results with random sampling for selected sensible
(giving variable results) granulation radii. We summarise the
work in Section IV, where we also present our future research
plans.

II. RESEARCH METHODOLOGY

In this section we will introduce our reference granulation
technique and the classifier used.

A. Refence granulatiom method - concept-dependent granula-
tion

Let us illustrate the operation of the concept-dependent
granulation technique with an example. The system that is
being granulated was generated by the Toy Decision system
generator tool [1], [2].

Let us define

gcdrgran
(ui) = {uj ∈ Utrn :

|IND(ui, uj)|
|A| ≥ rgran
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TABLE I
EXAMPLE OF CLASSIFICATION USING TOY DATA - MUSHROOM DATA SET.

THE RESULTS PRESENTED HERE ARE FOR TWO SUCCESSIVE
GRANULATIONS, THE FIRST BEING layer1 THE SECOND layer2 .

layer1 layer2
rgran acc GranSize acc GranSize
0.364 0.887 5.4 0.886 2
0.409 0.884 9.4 0.884 2
0.455 0.891 15.6 0.89 2
0.5 0.915 20.2 0.894 2.8

0.545 0.947 33.8 0.903 4.8
0.591 0.966 40.8 0.887 8.6
0.636 0.983 44.2 0.905 11.2
0.682 0.994 43.8 0.946 15.8
0.727 0.995 48 0.977 21.6
0.773 0.996 58 0.992 27
0.818 1 94.2 0.996 41.6
0.864 1 200.4 1 82.8
0.909 1 504.8 1 226.6
0.955 1 1762.8 1 947.6
1 1 6499.2 1 6499.2

TABLE II
EXEMPLARY DECISION SYSTEM: IRIS-SHORT, 5 ATTRIBUTES, 15 OBJECTS

Day a1 a2 a3 a4 class
u1 4.6 3.1 1.5 0.2 Iris− setosa
u2 4.9 3.1 1.5 0.1 Iris− setosa
u3 5.1 3.3 1.7 0.5 Iris− setosa
u4 4.4 3.0 1.3 0.2 Iris− setosa
u5 5.0 3.6 1.4 0.2 Iris− setosa
u6 6.0 3.4 4.5 1.6 Iris− versicolor
u7 5.9 3.2 4.8 1.8 Iris− versicolor
u8 5.5 2.4 3.8 1.1 Iris− versicolor
u9 6.6 3.0 4.4 1.4 Iris− versicolor
u10 5.5 2.6 4.4 1.2 Iris− versicolor
u11 6.8 3.2 5.9 2.3 Iris− virginica
u12 6.9 3.1 5.1 2.3 Iris− virginica
u13 6.5 3.0 5.2 2.0 Iris− virginica
u14 6.7 3.0 5.2 2.3 Iris− virginica
u15 7.7 2.8 6.7 2.0 Iris− virginica

and d(ui) = d(uj)}
IND(ui, uj) = {a ∈ A; a(ui) = a(uj)}
Utrn is the universe of training objects,

and |X| is the cardinality of set

The sample concept-dependent granules with a 0.25 radius,
derived from decision systems from Table II look as follows,

gcd0.25(u1) = {u1, u2, u4, u5, }
gcd0.25(u2) = {u1, u2, }
gcd0.25(u3) = {u3, }

gcd0.25(u4) = {u1, u4, u5, }
gcd0.25(u5) = {u1, u4, u5, }

gcd0.25(u6) = {u6, }
gcd0.25(u7) = {u7, }

gcd0.25(u8) = {u8, u10, }
gcd0.25(u9) = {u9, u10, }

gcd0.25(u10) = {u8, u9, u10, }
gcd0.25(u11) = {u11, u12, u14, }
gcd0.25(u12) = {u11, u12, u14, }
gcd0.25(u13) = {u13, u14, u15, }

TABLE III
PART1 - TRIANGULAR INDISCERNIBILITY MATRIX FOR

CONCEPT-DEPENDENT GRANULE GENERATION (i < j), DERIVED FROM
TABLE II

cij = 1, if
|IND(ui,uj)|

|A| ≥ 0.25 and d(ui) = d(uj), 0, otherwise.

u1 u2 u3 u4 u5 u6 u7 u8

u1 1 1 0 1 1 0 0 0
u2 1 0 0 0 0 0 0
u3 1 0 0 0 0 0
u4 1 1 0 0 0
u5 1 0 0 0
u6 1 0 0
u7 1 0
u8 1

TABLE IV
PART2 - TRIANGULAR INDISCERNIBILITY MATRIX FOR

CONCEPT-DEPENDENT GRANULE GENERATION (i < j), DERIVED FROM
TABLE II

cij = 1, if
|IND(ui,uj)|

|A| ≥ 0.25 and d(ui) = d(uj), 0, otherwise.

u9 u10 u11 u12 u13 u14 u15

u1 0 0 0 0 0 0 0
u2 0 0 0 0 0 0 0
u3 0 0 0 0 0 0 0
u4 0 0 0 0 0 0 0
u5 0 0 0 0 0 0 0
u6 0 0 0 0 0 0 0
u7 0 0 0 0 0 0 0
u8 0 1 0 0 0 0 0
u9 1 1 0 0 0 0 0
u10 1 0 0 0 0 0
u11 1 1 0 1 0
u12 1 0 1 0
u13 1 1 1
u14 1 0
u15 1

gcd0.25(u14) = {u11, u12, u13, u14, }
gcd0.25(u15) = {u13, u15, }

Random coverage of training systems is as follows,

Cover(Utrn) = {gcd0.25(u2), g
cd
0.25(u3), g

cd
0.25(u4), g

cd
0.25(u6)

, gcd0.25(u7), g
cd
0.25(u10), g

cd
0.25(u11), g

cd
0.25(u15), }

TABLE V
CONCEPT-DEPENDENT GRANULAR REFLECTION OF THE EXEMPLARY

TRAINING SYSTEM FROM TABLE II, IN RADIUS 0.25, 5 ATTRIBUTES, 8
OBJECTS; MV IS MAJORITY VOTING PROCEDURE (THE MOST FREQUENT

DESCRIPTORS CREATE A GRANULAR REFLECTION)

Day a1 a2 a3 a4 class

MV (gcd0.25(u2)) 4.6 3.1 1.5 0.2 Iris− setosa
MV (gcd0.25(u3)) 5.1 3.3 1.7 0.5 Iris− setosa
MV (gcd0.25(u4)) 4.6 3.1 1.5 0.2 Iris− setosa
MV (gcd0.25(u6)) 6.0 3.4 4.5 1.6 Iris− versicolor
MV (gcd0.25(u7)) 5.9 3.2 4.8 1.8 Iris− versicolor
MV (gcd0.25(u10)) 5.5 2.4 4.4 1.1 Iris− versicolor
MV (gcd0.25(u11)) 6.8 3.2 5.9 2.3 Iris− virginica
MV (gcd0.25(u15)) 6.5 3.0 5.2 2.0 Iris− virginica
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Fig. 1. Mushroom dataset - summary of results

The granulation process can be supported by using the
indiscernibility matrix - see Tables III i IV. A granular
reflection of the training system can be seen in Tab V.

B. Reference classifiers

1) Description of k-nearest neighbors algorithm: We use
the kNN method from the Scikit-learn package as a reference
classifier.

C. Random sampling

We use random sampling in our work on the basis of
selecting a fixed percentage of objects - draw with return. In
the results showing the use of this method on the x-axis we
have the number of objects drawn. The parameters we present
in our results are appropriately projected onto the interval
[0,1]. We used standard normalization. The implementation
was done in python language using standard libraries.

III. EXPERIMENTAL SESSION

In the experimental part, we use three decision systems
from the UCI repository [15], including Mushroom, Australian
Credit and Heart Disease. In the kNN classifier we use k=1.
For Mushroom and Heart we use the Euclidean metric, for
Australian Hamming metric. For the initiation experiment, the
data are split in a ratio of 0.8 to 0.2 and a cross-classification
is performed for the granular systems created for the entire
spectrum of granulation radii.

A. Reference results for concept- dependent granulation.

In the following, we will present a reference result for the
granulation of the training system and the test classification
- where the data are split in a ratio of 0.8 to 0.2. We take
these results as a starting point for the analysis of the other
results. Let us interpret the results the experiments, which are
available in Figures 1, 2 and III-A.

Fig. 2. Australian dataset - summary of results

When considering the approximation speed of decision
systems, initial radii in the <0,0.5> range require training
systems to be covered by a large number of granules which
makes granulation slow. Once the threshold of 0.5 is exceeded,
the granulation is already less time-consuming and the running
time decreases. It is quite easy to find with this result areas
where the radius of granulation is optimal, giving the result
accuracy classification at a high level with a large reduction
in the size of training systems. The optimal radius is a
parameter that allows to achieve high classification accuracy
(close to efficiency on full data). Our earlier discovery, the
determination of optimal granulation radii by applying the
layered granulation method, can also be used for this purpose
- see [5]. When looking at the accuracy curve, we can see
that the level of classification accuracy increases as the radii
increase, this is due to the increase in the confidence of
determining the classification parameters. At the same time
the size of the granular decision systems increases, in the
region of radius one, where we use the whole training system
the classification level sometimes decreases because the noise
existing in the data can be used for classification. We have
shown previously that the granularity process for certain radii
reduce the noise in the data - which increases the quality of
the classification [5]. The last curve shows the percentage of
granular systems in relation to the original training systems.
It helps to determine in which area the granulation process
should be completed. These overall granulation results are our
starting point for research into the use of random sampling in
tuning our granulation method. We show the results in the next
section.

B. Concept-dependent granulation with random sampling.

The results, which are shown in Figures 4 to 21, demonstrate
the interesting dependence of the granulation process on ran-
dom sampling. By drawing a fixed percentage of objects from
the original training set, we use a return draw. This causes that

RADOSŁAW CYBULSKI, PIOTR ARTIEMJEW: APPLICATION OF RANDOM SAMPLING IN THE CONCEPT-DEPENDENT GRANULATION METHOD 5



Fig. 3. Heart disease dataset - summary of results

in the granulation process some objects are absorbed. Hence,
the percentage of granular systems in relation to original
training systems starts to decrease with increasing random
sample size.

First of all, for the individual radii, the decision-making
system, regardless of the starting size of the random sample,
has a similar final size. This can be observed by looking at
the Gransize curve, where with increasing random sample the
ratio of granular to pre-granular systems starts to decrease. At
the same time, the classification accuracy shows a fairly high
stability starting from radii in the region of 0.5. Which gives
the conclusion that the use of random sampling significantly
reduces the time required for the granulation process and
allows the use of a strongly reduced random training sample.
The level of reduction is individual to the specific data. In the
decision systems studied, we observed that the classification
accuracy is at a stable level with a reduction in the running
time of the approximation of up to 80 percent over the full
data.

Fig. 4. Mushroom dataset - the result of random sampling for r=0.818;
concept-dependent granulation

Fig. 5. Mushroom dataset - the result of random sampling for r=0.864;
concept-dependent granulation
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Fig. 6. Mushroom dataset - the result of random sampling for r=0.909;
concept-dependent granulation

Fig. 7. Mushroom dataset - the result of random sampling for r=0.955;
concept-dependent granulation

Fig. 8. Mushroom dataset - the result of random sampling for r=1.0; concept-
dependent granulation

Fig. 9. Australian dataset - the result of random sampling for r=0.357;
concept-dependent granulation
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Fig. 10. Australian dataset - the result of random sampling for r=0.429;
concept-dependent granulation

Fig. 11. Australian dataset - the result of random sampling for r=0.5; concept-
dependent granulation

Fig. 12. Australian dataset - the result of random sampling for r=0.571;
concept-depnedent granulation

Fig. 13. Australian dataset - the result of random sampling for r=.0643;
concept-dependent granulation
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Fig. 14. Australian dataset - the result of random sampling for r=0.714;
concept-dependent granulation

Fig. 15. Heart disease dataset - the result of random sampling for r=0.308;
concept-dependent granulation

Fig. 16. Heart disease dataset - the result of random sampling for r=0.385;
concept-dependent granulation

Fig. 17. Heart disease dataset - the result of random sampling for r=0.462;
concept-dependent granulation
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Fig. 18. Heart disease dataset - the result of random sampling for r=0.538;
concept-dependent granulation

Fig. 19. Heart disease dataset - the result of random sampling for r=0.615;
concept-dependent granulation

Fig. 20. Heart disease dataset - the result of random sampling for r=0.692;
concept-dependent granulation

Fig. 21. Heart disease dataset - the result of random sampling for r=0.769;
concept-dependent granulation
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IV. CONCLUSION

In the current work, we made an interesting discovery - that
random sampling works very well with the concept-dependent
granulation method while maintaining the classification quality
in reduced systems. For the decision systems studied, stable
results, comparable to the performance of the original training
systems - in terms of classification accuracy - are obtained with
random sampling allowing us to reduce the running time of
our method to as much as 20 percent of the original time (time
is reduced by 80 percent). The current result was confirmed on
three selected systems from the UCI repository, and represents
an initial pilot study that opens new research horizons - using
granulation methods based on approximate inclusions in the
context of Big Data. An interesting observation is that the final
granular systems for specific granulation radii (up to 0.5) have
a similar size for individual random samples.

The subject of further research will be to look for a way
to discover threshold values of random samples that give
meaningful granulation results. In addition, we plan to explore
in the context of granulation the whole range of possible
techniques used for dealing with Big Data sets.
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Abstract—In this paper, we evaluate feature learning in the
problem of retrieving subjectively interesting sounds from elec-
tronic music tracks. We describe an active learning system
designed to find sounds categorized as samples or loops. These
retrieval tasks originate from a broader R&D project, which
concerns the use of machine learning for streamlining the
creation of videogame content synchronized with soundtracks.
The method is expected to function in the context of limited
data availability, and as such cannot rely on supervised learning
of what constitutes an "interesting sound". We apply an active
learning procedure that allows us to find sound samples without
predefined classes through user interaction, and evaluate the use
of neural network feature extraction in the problem.

Index Terms—music information retrieval, machine learning,
signal processing

I. INTRODUCTION

THE USE of machine learning methods in Music In-
formation Retrieval (MIR) has developed significantly

in the past decade thanks to the improvements in machine
learning areas such as deep neural networks [1] and increased
availability of big data. We now have large datasets available
for problems such as genre recognition and auto-tagging [2],
emotion recognition [3], and more specialized problems such
as pitch tracking have seen massive improvements too [4]. The
most limiting factor for many narrow MIR problems remains
the lack of massive training datasets required to train well-
performing deep models.

This issue becomes more problematic when we consider the
limitations of existing datasets in practical applications. Many
methods are continuously developed on existing well-defined
problems, but when new practical demands arise, it is often
hard to find appropriate data. The MIR problems described in
this work were defined in cooperation with a business partner
interested in streamlining the creation of music-synchronized
videogame content. Such content relies on the ability to trigger
in-game events, such as playing particle effects or animations,
in sync with the audio. One of the functionalities the developer
was interested in was a retrieval system in which the creator
points to a single example of a particular sound in the context
of an existing music track, and all other occurrences of that
sound can be automatically marked.

The desired scenario creates an ambiguity impossible to
resolve with just a single sample. As such, we have opted
for an active learning solution in which the annotations are

obtained through the interaction of the developer with the
retrieval results. Our goal was to limit the effort of the user
in finding other occurrences of the sound (ideally working
perfectly with just a single occurrence). The system was also
expected to perform in an open-set recognition scenario, where
sound types cannot be pre-defined.

In this work, we focus on empirical evaluation of deep
feature learning to the described retrieval scenario. We have
previously published early results relying on the use of feature
extraction techniques considered standard for music audio in
this task [5]. We build upon the earlier work by extending the
method through the use of deep feature learning and evaluate
the result on an improved version of the dataset. The improved
dataset contains more annotations and a clear distinction
between two categories of repeating sounds typically found
in electronic music - loops and samples.

II. RELATED WORK

Retrieval of sound effects has been an active topic in MIR,
and we can relate our problem to multiple existing ones.
Sound event detection and classification [7] were considered
supervised tasks in multiple contexts, including non-musical
ones. These supervised tasks are usually defined as retrieval
of specific, predefined sound classes from large-scale collec-
tions, which makes the supervised methods ill-fitting for our
problem. However, zero-shot learning approaches which relate
to the way our task is defined found success in sound effect
classification [8] and could potentially be applied to ours.
These rely on a pre-trained deep neural representation and
transfer learning. Source separation [9] and onset detection
[10] are related to our task in that we need to separate
the sample and detect its times of appearance. There are
onset detection datasets [11] for a limited range of sounds,
usually drums, that could potentially serve as a benchmark
for that type of sound only. However, our base assumption
about the desired functionality of the system is that there
are no limitations on the types of sounds users can mark as
interesting.

Loop discovery has been considered in several papers,
although it is not a very active research topic. In the area
of music structure analysis, there is a concern with find-
ing repeated patterns [12]. However, more relevant to our
application, there exists a loop retrieval approach based on
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tensor decomposition introduced in [14]. The idea originates
from [13] in which modeling of audio using predefined loops
was attempted. The tensor decomposition approach improves
upon that work by being able to decompose audio without
loops being known in advance. It was later developed to
create Unmixer [15], a publicly available system for fully
unsupervised loop decomposition.

Active learning has been applied to MIR tasks on multiple
fronts: genre recognition [16], mood recognition [17] and
narrow tasks such as singing voice detection [18]. These
works assume a scenario in which the goal is to maximize
performance given a limited annotation budget. As such, they
use a variety of metrics to select samples that are most
beneficial to annotate. Metrics for sample selection can be
broadly classified into two categories: based on uncertainty and
based on correlation [19]. In the first case, the most uncertain
samples or samples that would result in the largest model
change are chosen. In the second case, samples are chosen
to represent a significant subset of the data, e.g., each sample
is representative of a particular cluster obtained in dataset
clustering.

Unsupervised feature learning focuses on using large
amounts of unannotated data to train general-purpose neural
networks that can find use in downstream tasks with a small
amount of training data. Early approaches to this problem
usually utilize an encoder-decoder architecture [20] and the
information bottleneck principle. A network that first encodes
and then reconstructs the data implicitly creates a compact and
robust lower-dimensional representation that leverages patterns
within the unlabeled dataset. More recently, a lot of attention
has been given to contrastive learning which leverages the
power of data augmentation. A self-supervised network is
trained by comparing data created from a single sample
through different randomized augmentations, with the goal of
creating a representation that is invariant to the augmentation.
It has been shown that using the principle of contrastive
learning alone is sufficient to train robust representations
without labels for any supervised tasks [21].

III. MATERIALS AND METHODS

Below we describe all data and methods used in the study.
The dataset has been previously used in [5], but here it is
developed further with the separation of two distinct types
of sounds. The method of active retrieval and the feature
representation it uses are descrived in subsections B-D.

A. Dataset Description

The dataset consists of 300 songs from the Creative
Commons repository sampleswap.org. Audio files within the
dataset are complete songs, ranging from 2 to 7.5 minutes in
length. The songs have been selected from 4 musical genres
(House, Dubstep, Drum&Bass and Downtempo) and anno-
tated by three workers based on their subjective perceptions
of interesting sound samples and loops. In the creation of
electronic music, a sound sample is a pre-recorded sound that
can be used for its interesting sonic qualities, while loop is a

pattern that can seamlessly repeat, usually with both melodic
and percussive components. Note that these aren’t mutually
exclusive, as any sound sample can be used within a loop,
and any loop can be sampled. Our game developer partner
was interested in retrieving both reused samples and actual
loops, which lead to our attempt to develop a general method
for any "standout" repeatable sounds, while still maintaining
the distinction between both categories in the dataset.

When defining these concepts to the annotators, we asked
them to consider samples to be audio effects and characteristic
sounds that stand out against the musical background and can
be heard at least twice in the same track, whereas loops were
described as seamlessly repeating musical and rhythmic pat-
terns. The annotations were created with 0.1-second precision.
Within the sample category, annotators preferred short sounds:
the majority of the sounds chosen were less than 3 seconds
long. However, some persistent background sounds as long as
24 seconds were perceived and marked as a single sample of
interest. Loops were longer on average, however, some loops
as short as 2 seconds also occur in the dataset. Overall, there
is a decent variety of what a potential user could understand
as samples and loops represented within the dataset.

B. Active Learning Retrieval Approach

The desired system works as follows: given an audio file
representation X , time of occurrence t0 and duration d, the
goal is to find a set of times {t1, ..., tn} marking all other
occurrences of this sound within the audio file. This search is
performed according to Algorithm 1, which repeatedly polls
the user with new retrieval results and then adds the responses
to the growing set of positive samples P or negative samples
N . The function UserResponse(newsample) corresponds
to the user giving a yes/no answer whether newsample is
a correct result. The algorithm is limited by patience, a
parameter that represents the number of negative samples that
can be returned before the user gives up on searching.

Algorithm 1 Active Retrieval Procedure
function RETRIEVE(X, t0, d, patience)

P ± {t0}
N ± '
while |N | < patience do

newsample± GetBestSamples(X,P,N, d)
if UserResponse(newsample) = true then

P ± P * {newsample}
else

N ± N * {newsample}
end if

end while
return P

end function

The key issue in defining a method for solving this problem
is the implementation of the function GetBestSamples which
uses some representation of the sound file X , the set of
samples identified as positive so far P and the set of samples
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identified as negative so far N . This function should retrieve
the most fitting candidate for a new positive sample, and return
its time of occurrence. A natural choice for this function is
nearest neighboor search in a feature space that represents the
percieved similarity between sound excerpts well. In that case,
the key element becomes the choice of the feature space.

C. Feature Representations of Audio

The baseline methods we present can be applied to multiple
representations of audio, including a vector sequence obtained
from a pre-trained deep learning model. In evaluation, we
focus on the following vector sequence representations derived
from the audio spectrogram:

1) Mel spectrogram: Mel spectrogram is an example of a
spectral representation that takes the psychoacoustic properties
of sound into account. Mel spectrogram transforms short
frames of the signal into the frequency domain, using a loga-
rithmically spaced Mel frequency spectrum. This corresponds
to human perception of frequency better than the linearly
spaced Short Time Fourier Transform. Mel spectrogram is not
used directly as a feature representation (in preliminary tests,
it achieved worse results than MFCC), but instead, serves as
an input to a feature learning network described in subsection
D.

2) MFCC: Mel-frequency Cepstral Coefficients are fea-
tures commonly used in speech recognition that have found
success in multiple MIR tasks. MFCC vectors capture timbral
properties of sound well but lose precise frequency informa-
tion.

D. Unsupervised Feature Learning

Our unsupervised feature learning setup combines autoen-
coding and contrastive learning losses. We have found that
using only one of these was not sufficient, which will be
elaborated on in Section IV. For the contrastive loss, we chose
to base the network on the BYOL (Bootstrap Your Own
Latent) approach [22], an evolution of the earlier SimCLR
method [23]. For the autoencoding objective, we use a standard
MSE reconstruction loss with no additional modifications.

1) Bootstrap Your Own Latent: The BYOL approach is
an evolution of earlier contrastive learning methods, resulting
from the observation that the previous methods took some
unnecessary precautions from creating a loss with trivial, bad
global optima. The loss LBY OL for a pair of samples (x, x2)
created through data augmentation is written in a simplified
form in Eq. 1:

LBY OL(x, x
2) = 'N(Pr(P (E(x))))2N(Pf (Ef (x

2))))'2
(1)

Two samples resulting from data augmentation: x and x2,
pass through four consecutive components: E denotes an
encoder network, P denotes a projection network, Pr denotes
a predictor network and N denotes vector normalization. The
f subscript denotes the "frozen" version of components (i.e.,
not updated through gradient descent steps).

While network E is the feature extractor we are trying to
obtain as the end goal of feature learning, other components
exist to improve the training procedure. The projection layer
P is optional but has been shown by the authors of the
original SimCLR paper to improve the quality of trained
representations in downstream tasks. The predictor network
Pr helps prevent the collapse of training by making the
architecture asymmetric. Unlike earlier contrastive learning
methods, BYOL does not explicitly prevent a collapse to a
bad global optimum in its loss (for example, if the encoder
E outputs the same vector for any input, the MSE could be
easily reduced to 0). However, the creators of the method
have shown empirically that in a practical setting, with random
initialization and gradient descent training of the N , P , and Pr
components, the training procedure is not expected to collapse.
E, P and Pr networks are trained with gradient descent.

Ef and Pf components are instead updated as an exponential
running mean of respectively E and P . I.e., the parameters
θf of a frozen network are updated based on the parameters
θ of a respective unfrozen network, using Eq. 2 with a
hyperparameter α * (0, 1):

θf = αθf + (12 α)θ (2)

2) Autoencoder Network: For autoencoder training objec-
tive LAE , we use the simplest possible formulation, as shown
in Eq. 3:

LAE(x) = 'D(E(x))2 x'2 (3)

The loss is calculated on an example x using encoder
network E and decoder network D.

IV. RESULTS

The results presented below are obtained through Algorithm
1 with patience set to 5 and nearest neighboor implementation
of the function GetBestSamples. Between different experi-
ments, we only change the representation of sound supplied
to the algorithm.

Implementation we use to obtain our results utilizes librosa
[24] for the extraction of the audio features: Mel-spectrogram
and MFCC. All features were extracted at a 22kHz sampling
rate, with default parameters for the size of spectrogram frames
(window sizes of 1024 and hop lengths of 512, Hamming
window). The neural network was implemented and trained in
Pytorch [25]. Matrix and vector computations are performed in
NumPy [26], and for more computationally expensive matrix
operations (distance calculations for determining the nearest
neighbor) we also use Pytorch. On a system with an NVIDIA
2080Ti GPU, the use of GPU for distance calculations results
in a significant speedup of approximately 2x when processing
the entire dataset for evaluation.

For the encoder neural network in both BYOL and au-
toencoder approaches, we use a 5-layer convolutional neural
network with kernel size 3 and 128 channels in each layer.
For the decoder module in autoencoder, and the projection
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and predictor modules of BYOL, we found 2 layer convolu-
tional networks sufficient, and adding layers to those modules
resulted in no improvements. The network is trained for 1000
iterations with Adam optimizer and 256 batch sizes.

For BYOL augmentations we have tested the following: ad-
dition of Gaussian noise (mean 0, standard devaitaion 0.3),ran-
domly removing 20% of the 128 Mel-spectrogram frequency
bins, transposition by a fixed number of mel frequency bins
and an augmentation based on Harmonic-Percussive Sound
Separation (HPSS). The last augmentation applies HPSS to
separate the harmonic components from one of the samples in
pair (x, x2) in the loss function of BYOL (Eq. 1). Final results
are obtained with a combination of all agumentations.

As our end goal is to find all occurrences of the sound, the
key figure of merit is recall, and as the task is practically
oriented, our evaluation is based on the recall achievable
within given patience. Precision of the system is less relevant,
as patience directly limits how many false-positive answers
can occur.

To contextualize the following results, we measured the
results of a naive nearest neighboor approach without the use
of active learning. The naive baseline achieves a recall of 0.3
on the Samples subset of the data, and 0.51 on the Loops
subset of the data.

A. Results In The Samples Category

Results in the audio samples category are shown in Fig.
1, including recall over specific genres. A learned feature
extractor outperforms the standard MFCC feature extrac-
tor. The improvements are seen mainly in Drum&Bass and
Downtempo songs. Within the House genre, retrieval achieves
equally good results for both approaches, which can be largely
explained by the low structural complexity of songs in this
part of the dataset (several tracks have a single repeating
loop as a baseline for the entire track, which makes retrieval
significantly easier). We can see that the main difficulty
appears in the Dubstep genre, where feature learning achieves
no improvement.

Fig. 1. Results in the sound samples category

B. Results In The Loops Category

Results in the audio loops category are shown in Fig. 2,
including recall over specific genres. We can see that the
retrieval of loops can be significantly easier than finding audio
samples, likely stemming from the fact that by our definition
loops share melodic and rhythmic qualities while for samples,
the musical background can vary a lot. The feature learning
approach improves over the MFCC features in overall results,
and the improvements are seen within every genre. Much
like in the sample searching task, the highest performance is
seen in the House genre, and Dubstep is an outlier in being
significantly harder than other genres.

Fig. 2. Results in the loops category

C. BYOL vs. Autoencoder

Fig. 3 shows the comparison of results depending on the
chosen loss function in both samples and loop categories,
which motivated us to choose a combination of BYOL and
autoencoder loss. While the BYOL loss alone is insufficient
and autoencoder is enough to outperform MFCC features, the
best performance is achieved when using a combination of
both approaches.

D. Augmentation Choice

Fig. 4 shows the comparison of results depending on the
choice of augmentation in BYOL training. The augmentation
selection for BYOL ended up being less crucial than expected.
This is especially seen for Harmonic-Percussive Separation,
which we expected to improve the results by helping the
extractor to focus on respectively percussive (more significant
for sound samples) or melodic (more significant for loops)
components of the sound. In practice, simple augmentations
such as dropping frequency bins or adding Gaussian noise are
enough to improve the results over autoencoder alone and the
use of highly computationally complex HPSS isn’t justified by
the results.
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Fig. 3. Reuslts deppending on feature learning approach

Fig. 4. Results depending on augmentations used in BYOL

E. More Representative vs. Bigger Training Data

As the key problem that motivates the use of feature learning
is limited data availability, we also compare the results of
training on a larger available dataset against the use of a
small, but representative dataset. For this comparison, we
used our sampleswap.org evaluation data (without labels) to
train the "representative" model, while the "bigger" model is
trained on a set of 15000 songs from the MagnaTagATune
dataset. MagnaTagATune includes electronic music, but is
not focused on it, and contains many genres irrelevant for
our evaluation set such as classical and folk music. In Fig.
5, we compare the results. As can be seen, we achieve
a similar retrieval quality with both approaches, but hand-
selected representative data slightly outperforms training on
a larger, but non-representative dataset.

V. CONCLUSIONS AND FUTURE WORK

We have demonstrated a feature learning approach im-
proving on our earlier work on the retrieval of subjectively
interesting sound excerpts. The task concerns using active

Fig. 5. Comparison of training the feature extractor on MTAT and our dataset

learning and user interaction to find multiple occurrences of
an interesting sound in a music piece.

To facilitate a better evaluation of our results, we have
developed our dataset to separate two categories of potential
interesting "sound components" of electronic music. Loops are
repeating melodic and rhythmic patterns commonly used by
electronic music composers, while sound samples are sounds
that stand out against the musical background and do not have
to be melodic or rhythmic in nature. We have found that sound
samples are significantly harder to find using our approach and
may require further effort to separate well from the musical
background.

The learneble feature extractor we used was a neural
network trained in a fully unsupervised manner, using the
principles of autoencoding and contrastive learning. We have
found that this approach improves results when compared to
a MFCC representation. A more detailed examination of the
method’s performance shows a number of conclusions. For
best performance, autoencoding and BYOL approaches fto
feature learning can be combined. Neither of these achieves
the best results alone. In BYOL, an agumentation-based
contrastive learning approach, the choice of augmentation
affected the results, but the effect was not crucial to achieving
good results. We have found that training on a small, but
representative dataset was better than using a larger dataset
with wide variety of music.

Future directions of development could include improve-
ments of the neural network architecture, and development of
the unsupervised learning method to achieve a representation
that better separates ditinct sound components.
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Abstract—This contribution focuses on the most popular
scheme of reasoning in approximate reasoning, generalized
modus ponens. Also, we consider the case when the reasoning is
performed with one fuzzy rule. Usually, the compositional rule
of inference introduced by Zadeh is involved. However, it is also
common to use the Bandler-Kohout subproduct. We compare
these two rules showing by experimental results the conditions
when applying one of them is more appropriate. We concentrate
on an example of image transformation where applying a
different rule of inference gives a different conclusion. Moreover,
we point out some theoretical justifications for particular fuzzy
connectives used in both methods (fuzzy implication functions,
triangular norms and, in general, fuzzy conjunctions).

I. INTRODUCTION

WHENEVER we have imprecise data but would like to
obtain meaningful results, we use methods called ap-

proximate reasoning. In this contribution, we analyse approx-
imate reasoning based on fuzzy sets regarding one scheme,
generalised modus ponens. For this scheme, we infer using
the following idea,

RULE: IF x is A, THEN y is B
FACT: x is A′

CONCLUSION: y is B′

where A,A′, B,B′ are fuzzy sets representing properties of
objects x and y. A and A′ are such that they are only slightly
different (in some subjective opinions and using this informal
language). It is why the conclusion expressed by a B′ should
also be "similar" to B to keep the intention of approximate
reasoning. In our investigations, we consider two rules of
inference:

• the Compositional Rule of Inference (CRI), see [1]

B′(y) := sup
x∈X

T (A′(x), I(A(x), B(y))), y ∈ Y,

(CRI)
• the Bandler-Kohout Subproduct (BKS), see [2]

B′(y) := inf
x∈X

I(A′(x), T (A(x), B(y))), y ∈ Y,

(BKS)
where T is a t-norm or a generalization of a conjunction and
I is a fuzzy implication. We analyse particular sample data in
order to show when (CRI) is better than (BKS) and vice versa.
It should be noted that various scientists study these two rules
of inference, see, e.g. [3], [4]. We focus on image processing

and show that using a different inference rule gives a distinct
conclusion, what is reflected in the output image. Our main
hypothesis is: if A and A′ are quite "similar", then B and
B′ will be more similar when B′ is obtained from (CRI).
However, if A and A′ are "different", then B and B′ will be
more similar when B′ will be calculated from (BKS).

The paper is organised as follows. Section 2 recalls some
necessary definitions and facts used in the sequel. In Section
3, we present some experimental results and state our conclu-
sions, observations, and verifications of hypothesises. Section
4 presents some theoretical results that partially justify our
assumptions.

II. PRELIMINARIES

First, let us introduce a symbol F(X) as a family of all
fuzzy sets on X . Let us start with recalling some standard
definitions and facts regarding t-norms and fuzzy implications.

Definition 2.1 (see [5], [6]): A function T : [0, 1]2 → [0, 1]
is called a triangular norm (t-norm in short), if it satisfies the
following conditions for all x, y, z ∈ [0, 1]

(T1) T (x, y) = T (y, x),
(T2) T (x, T (y, z)) = T (T (x, y), z),
(T3) T (x, y) ≤ T (x, z) for y ≤ z, i.e., T (x, ·) is non-

decreasing,
(T4) T (x, 1) = x.
Theorem 2.2 (see [6, Theorem 5.1]): For a function

T : [0, 1]2 → [0, 1] the following statements are equivalent:
(i) T is a continuous Archimedean t-norm.

(ii) T has a continuous additive generator, i.e., there exists
a continuous, strictly decreasing function f : [0, 1] →
[0,∞] with f(1) = 0 such that

T (x, y) = f−1 (min{f(x) + f(y), f(0)}) , x, y ∈ [0, 1].

Moreover, such a representation is unique up to a
positive multiplicative constant.

We will need the following characterization of convex
functions.

Theorem 2.3 (see [7, Theorems 7.3.2 and 7.3.3]): If a
function f : [0, 1] → R is continuous, then the following
statements are equivalent:

(i) f is convex.
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(ii) For all x, y ∈ [0, 1] such that y ≤ x and all ε > 0 such
that x+ ε, y + ε ∈ [0, 1] it holds

f(y + ε)− f(y) ≤ f(x+ ε)− f(x). (1)

In our investigations we also use fuzzy implication func-
tions.

Definition 2.4 (see [5], [8]): A function I : [0, 1]2 → [0, 1]
is called a fuzzy implication, if it satisfies the following
conditions:

(I1) I is non-increasing with respect to the first variable,
(I2) I is non-decreasing with respect to the second vari-

able,
(I3) I(0, 0) = I(1, 1) = 1 and I(1, 0) = 0.

Definition 2.5 (see [8]): We say that a fuzzy implication I
satisfies

(i) the identity principle, if

I(x, x) = 1, x ∈ [0, 1], (IP)

(ii) the left neutrality property, if

I(1, y) = y, y ∈ [0, 1], (NP)

(iii) the ordering property, if

x ≤ y ⇐⇒ I(x, y) = 1, x, y ∈ [0, 1]. (OP)

Definition 2.6 (see [8, Definition 2.5.1]): A function
I : [0, 1]2 → [0, 1] is called an R-implication if there exists
a t-norm T such that

I(x, y) = sup{t ∈ [0, 1] | T (x, t) ≤ y}, x, y ∈ [0, 1].
(2)

If I is generated from a t-norm T , then it will be denoted by
IT .

For R-implications generated from left continuous t-norms
we have the following characterization.

Theorem 2.7 (cf. [8, Proposition 2.5.2]): For a t-norm T the
following statements are equivalent:

(i) T is left-continuous.
(ii) A pair (T, IT ) satisfies the following residual principle

T (x, z) ≤ y ⇐⇒ IT (x, y) ≥ z, x, y, z ∈ [0, 1],
(RP)

(iii) The supremum in the formula (2) is the maximum, i.e.,

IT (x, y) = max{t ∈ [0, 1] | T (x, t) ≤ y}, x, y ∈ [0, 1].
(3)

Theorem 2.8 (see [8, Theorem 2.5.21]): If T is a continuous
Archimedean t-norm with the additive generator f as given in
Theorem 2.2, then

IT (x, y) = f−1(max{f(y)− f(x), 0}), x, y ∈ [0, 1]. (4)

III. EXPERIMENTAL RESULTS

Here, as we mentioned in the Introduction, we will consider
the case when our set of fuzzy rules contains only one rule.
Therefore the inference process will proceed exactly according
to (CRI) and (BKS). Let us take two different rules that
concern the same topic. In both cases we will use (CRI) and
(BKS) and we will compare our results.

In this matter, we would like to compare fuzzy sets A ∈
F(X) and B ∈ F(Y ). It is important to show that dependen-
cies between them have an influence on a choice of the rule
of inference (CRI) or (BKS). Keeping in mind X 6= Y , we
cannot calculate the standard similarity measure. However, we
will use this notion to construct a function which compares A
and B. Throughout literature we may find different properties
of similarity measures and in a consequence different sets of
axioms (see [9]–[12]). Let us mention some of them which
can be considered here. Let S : F(X)

2 → [0, 1].
(P1) S(X, ∅) = 0, S(A,A) = 1, A ∈ F(X),
(P2) S(A,B) = S(B,A), A,B ∈ F(X),
(P3) S(A,B) = S(Aσ, Bσ), A,B ∈ F(X), where if

A = [a1, . . . , an], B = [b1, . . . , bn] then Aσ =
[aσ(1), . . . , aσ(n)], Bσ = [bσ(1), . . . , bσ(n)] and σ ∈
Sn (is a permutation of {1, . . . , n}).

Let us take the following two well-known similarity mea-
sures (see [9] and [12]),

M1(A,B) =

{
1, A = B = ∅,∑n

i=1 min{A(ai),B(bi)}∑n
i=1 max{A(ai),B(bi)} , otherwise,

and

M2(A,B) = AMn
i=1(1− |ai − bi|), A,B ∈ F(X),

where AM is the arithmetic mean.
For comparing sets A ∈ F(X), B ∈ F(Y ) we will
assume that |X| = |Y | = n and take the following function
N1, N

1, N2, N
2 : F(X)×F(Y ) → [0, 1].

N1(A,B) =




1, A = B = ∅,
min

σ,τ∈Sn

∑n
i=1 min{A(aσ(i)),B(bτ(i))}∑n
i=1 max{A(aσ(i)),B(bτ(i))} , otherwise,

N1(A,B) =




1, A = B = ∅,
max

σ,τ∈Sn

∑n
i=1 min{A(aσ(i)),B(bτ(i))}∑n
i=1 max{A(aσ(i)),B(bτ(i))} , otherwise,

N2(A,B) = min
σ,τ∈Sn

AMn
i=1(1− |aσ(i) − bτ(i)|),

N2(A,B) = max
σ,τ∈Sn

AMn
i=1(1− |aσ(i) − bτ(i)|),

where A ∈ F(X), B ∈ F(Y ). For these functions we see that
for instance G(X, ∅) = 0 = G(∅, Y ) and G(A,A) = 1, where
A = [x1, . . . , xn] = [y1, . . . , yn] and G ∈ {N1, N

1, N2, N
2}.

Symmetry cannot be checked because of the domain (which
is not symmetric, however if we take a function defined on a
domain F(Y )×F(X), then of course values will be equal).
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Now let us consider two examples which can show the
guidelines for the choice between (CRI) and (BKS). First,
let us mention that our motivation for this work is the
comparison of two different images which were obtained as
the conclusions from (CRI) (Fig. 2) and (BKS) (Fig. 3) - each
pixel was considered as an input with one fuzzy rule used in
the inference process (see [13]).

Fig. 1. The original image.

Fig. 2. Image obtained with (CRI).

In the following examples we used NumPy and Matplotlib
libraries for Python (see [14], [15]). Also we have applied two
pairs of (T, I):

1) (TP, IGG), where TP(x, y) = xy and

IGG(x, y) = ITP
(x, y) =

{
1, x ≤ y,
y
x , x > y,

Fig. 3. Image obtained with (BKS).

2) (TLK, ILK), where TLK(x, y) = max{0, x+y−1} and
ILK(x, y) = ITLK

(x, y) = min{1, 1− x+ y}.
In both these cases, we have left-continuous t-norms and R-
implications generated by corresponding t-norms.

Example 3.1: This example is directly connected with the
transformations of Fig. 1 which are presented above. However,
because of the quite big size of the original image, we analyse
the one consisting of small parts of it (Fig. 4). It contains
different colours visible in the Fig. 1 and it has 1456 pixels.

Fig. 4. Image made of pieces of the Fig. 1.

The first rule which is used by us is the following:

If an input pixel is then an output pixel is

It means: if the pixel has values [246, 246, 81], then the
output pixel has values [206, 249, 88]. Then for fuzzy sets
A,B representing these values of pixels (which in general
can be from the different universes) we have N1(A,B) =
0.915, N1(A,B) = 0.506, N2(A,B) = 0.935, N2(A,B) =
0.522, so in all cases similarity is rather high. Now let us see
how the similarity of A and A′ looks like compared with the
one of B and B′. The results are given in the following charts.
To make the plots more clear we have drawn them for every
second pixel from the Fig. 4.
We can see that regardless what similarity measure is used, the
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similarity of B&B′ is directly proportional to the similarity
of A&A′ for the rule (CRI) (Fig. 5, 6, 9, 10). However in
the case of (BKS) the situation is not as clear as before (see
Fig. 7, 8, 11, 12). Nevertheless, we might say that for many
input data the similarity of B&B′ is inversely proportional,
in particular to data where similarity of A&A′ is greater than
0.5. These conclusions can be also confirmed by the linear
regression (in magenta).

Fig. 5. Dependence between similarities calculated with M1 for (CRI) and
(TP, IGG), 1st rule.

Fig. 6. Dependence between similarities calculated with M2(CRI) and
(TP, IGG), 1st rule.

Example 3.2: Here we consider the same Fig. 4, the same
pairs (TP, IGG), (TLK, ILK) but we have another rule (we
call it the 2nd rule):

If an input pixel is then an output pixel is

It means: if the pixel has values [246, 246, 81], then the out-
put pixel has values [128, 42, 239]. Hence, for fuzzy sets A,B
we have N1(A,B) = 0.714, N1(A,B) = 0.346, N2(A,B) =
0.785, N2(A,B) = 0.372, so in all cases similarity is lower
than in Example 3.1. Now let us compare obtained similarities
as we did before. On Figures 13, 14, 17, 18 we can see that
values of similarities are still directly proportional. Simulta-
neously, we might say that for most of data obtained from
BKS the similarity of B&B′ is inversely proportional to the

Fig. 7. Dependence between similarities calculated with M1 (BKS) and
(TP, IGG), 1st rule.

Fig. 8. Dependence between similarities calculated with M2 (BKS) and
(TP, IGG), 1st rule.

Fig. 9. Dependence between similarities calculated with M1 for (CRI) and
(TLK, ILK), 1st rule.
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Fig. 10. Dependence between similarities calculated with M2(CRI) and
(TLK, ILK), 1st rule.

Fig. 11. Dependence between similarities calculated with M1 (BKS) and
(TLK, ILK), 1st rule.

Fig. 12. Dependence between similarities calculated with M2 (BKS) and
(TLK, ILK), 1st rule.

similarities of A&A′ (Fig. 15, 16, 19). Here the exception is
only Figure 20, where we cannot say that.

Fig. 13. Dependence between similarities calculated with M1 for (CRI) and
(TP, IGG), 2nd rule.

Fig. 14. Dependence between similarities calculated with M2(CRI) and
(TP, IGG), 2nd rule.

Fig. 15. Dependence between similarities calculated with M1 (BKS) and
(TP, IGG), 2nd rule.

After these examples we state the following observations,
which are not what we expected at the beginning.

Hypothesis 1: The more A and B are similar, the more B
and B′ are similar for (CRI).
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Fig. 16. Dependence between similarities calculated with M2 (BKS) and
(TP, IGG), 2nd rule.

Fig. 17. Dependence between similarities calculated with M1 for (CRI) and
(TLK, ILK), 2nd rule.

Fig. 18. Dependence between similarities calculated with M2(CRI) and
(TLK, ILK), 2nd rule.

Fig. 19. Dependence between similarities calculated with M1 (BKS) and
(TLK, ILK), 2nd rule.

Fig. 20. Dependence between similarities calculated with M2 (BKS) and
(TLK, ILK), 2nd rule.

Hypothesis 2: The less A and B are similar, the more B
and B′ are similar for (BKS).

It turned out, it is not entirely true. Hence, our observation
and conclusion are as follows.

Observation 1: Let A,A′ ∈ F(X), B,B′ ∈ F(Y ).
(i) The similarity of B and B′ is directly proportional to

the similarity of A and A′ for the rule (CRI).
(ii) The similarity of B and B′ is not always proportional

to the similarity of A and A′ for the rule (BKS).
(iii) The similarity of B and B′ is usually inversely propor-

tional to the similarity of A and A′ for the rule (BKS).

IV. THEORETICAL PART

In this section, we want to justify the point (i) from
Observation 1.

Let us consider the case of R-implications generated from
left-continuous t-norms. First of all let us recall that such pairs
(T, IT ), where T is a left-continuous t-norm, satisfy

y = sup
x∈[0,1]

T (x, I(x, y)), y ∈ [0, 1], (CRI-GMP)

which can be seen as a generalization of the property of the
interpolativity (see [13]).
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Let us focus on the formula (CRI). Our initial assumption is
A and A′ express the fact there is small difference between
some property of an object x.
Let us suppose that |X| = |Y | = n, n ∈ N, n > 1 and let us
denote A = [x1, . . . , xn], A

′ = [x′
1, . . . , x

′
n], B = [y1, . . . , yn]

and let

εi = |xi − yi|, i = 1, . . . , n,

δi = |xi − x′
i|, i = 1, . . . , n.

Also suppose that if A and B are ’similar’, then |xi − yj | ≥
εi, i 6= j.
We will show that the following inequality holds for any
Archimedean continuous t-norm T with a convex generator f
(t-norms used for the experiments have convex generators),

yi + c ≤ T (x′
i, IT (xi, yi)) ≤ yi + a,

for a ∈ {−εi − δi, 0,−εi + δi}, c ∈ {−εi − δi,−δi,−εi + δi}
and xi such that xi − εi − δi ≥ 0, i = 1, . . . , n.
Firstly, let us consider the case δi = xi − x′

i.
1) if xi ≤ yi, then we have

T (xi − δi, IT (xi, yi)) = T (xi − δi, 1)

= xi − δi

= yi − εi − δi,

and

yi − εi − δi = xi − δi ≤ T (xi − δi, IT (xi, yi)).

2) if xi > yi, then

T (xi − δi, IT (xi, yi)) ≤ yi ⇐⇒
IT (xi − δi, IT (xi, yi)) ≥ IT (xi, yi),

which is true from the (RP) and the monotonicity of
IT . Now we will show yi − δi ≤ T (xi − δi, IT (xi, yi)).
Let us recall inequality (1), which can rewritten in the
following way

f(y + ε) + f(x) ≤ f(x+ ε) + f(y), where y ≤ x.

This can be applied here as

f(xi − δi) + f(xi − εi) ≤ f(xi) + f(xi − εi − δi),

where x := xi− εi, ε = εi, y := xi− εi− δi. The above
inequality is equivalent to

f(xi − δi) + f(xi − εi)− f(xi) ≤ f(xi − εi − δi)

⇐⇒
f−1(f(xi − δi) + f(xi − εi)− f(xi)) ≥ xi − εi − δi

Note that xi − εi − δi ≥ 0, so

f(xi − δi) + f(xi − εi)− f(xi) ≤ f(0)

and

min{f(0), f(xi − δi) + f(xi − εi)− f(xi)}
= f(xi − δi) + f(xi − εi)− f(xi),

so further we may write

T (xi − δi, f
−1(f(xi − εi)− f(xi))) ≥ xi − εi − δi

⇐⇒
T (xi − δi, IT (xi, xi − εi)) ≥ xi − εi − δi

Now, let x′
i > xi, so δi = x′

i − xi.
1) if xi ≤ yi, then we have

T (x′
i, IT (xi, yi)) = x′

i = yi + δi − εi.

2) if xi > yi, then we have

T (x′
i, IT (xi, yi)) = T (x′

i, IT (x
′
i − δi, x

′
i − δi − εi))

≤ x′
i,

which, by (RP), is equivalent to

1 = IT (x
′
i, x

′
i) ≥ IT (xi − δi, x

′
i − δ − εi)

and
T (x′

i, IT (xi, yi)) ≤ x′
i = yi − εi + δi.

Moreover,

xi + δi − εi ≤ T (x′
i, IT (xi, yi)).

Indeed, again using the property of convex continuous
function from (1) we have

f(x+ ε) + f(y) ≥ f(x) + f(y + ε),

and applying it for the generator f of a t-norm T we
obtain

f(xi+2δi)+ f(xi− εi− δi) ≥ f(xi+ δi)+ f(xi− εi),

for such substitutions:
x := xi + δi,
y := xi − εi − δi,
ε := δi.
Next, from the fact f is strictly decreasing we may write
f(xi)+ f(xi− εi− δi) ≥ f(xi+2δi)+ f(xi− εi− δi).
Therefore we have

f(xi − δi − εi) + f(xi) ≥ f(xi + δi) + f(xi − εi),

that is equivalent to

f(xi − δi − εi) ≥ f(xi + δi) + f(xi − εi)− f(xi)

⇐⇒
xi − δi − εi ≤ f−1(f(xi + δi) + f(xi − εi)− f(xi))

⇐⇒
xi − δi − εi ≤ T (xi + δi, f

−1(f(xi − εi)− f(xi)))

⇐⇒
xi − δi − εi ≤ T (xi + δi, IT (xi, xi − εi))

⇐⇒
yi − δi ≤ T (x′

i, IT (xi, yi))

Here again, we used the fact that

f(xi+δi)+f(xi−εi)−f(xi) ≤ f(xi−δi−εi) ≤ f(0).
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The conclusion is the following: for inferred B′ =
[y′1, . . . , y

′
n] values of y′i for i ∈ {1, . . . , n} are in the neigh-

bourhood of yi and if εi, δi approach 0, y′i also approaches yi
and in the consequence value of the similarity measure of B
and B′ is close to 1.

V. CONCLUSIONS

In this contribution, we have compared two rules of infer-
ence, the Compositional Rule of Inference and the Bandler-
Kohout Subproduct. Our goal was to investigate some depen-
dencies between input and output. Our observations are the
following. The similarity of B and B′ is directly proportional
to the similarity of A and A′ for the rule (CRI). The similarity
of B and B′ is not always proportional to the similarity of A
and A′ for the rule (BKS). The similarity of B and B′ is
usually inversely proportional to the similarity of A and A′

for the rule (BKS), especially if the similarity of A and A′

(the antecedent and the input) is greater than 0, 5. In future
work, we want to study these methods deeply with more rules
and for different fuzzy logical operations classes.
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Abstract4A common problem when using real  data is  the

fact that the values usually exhibit some degree of uncertainty.

Measurement  uncertainties  therefore  represent  a  major

challenge when trying to interpret and draw conclusions from

real  data.  This  is  especially  true  in  on-site  analysis  in  the

environmental  sector  where  the  uncertainty  in  sample  plays

such a large role. An approach for the modelling and analyze of

data  for  polluted  water  and  the  inclusion  of  measurement

uncertainties  is  presented.  This  approach  is  based  on  fuzzy

modelling,  in  which  the  uncertainty  of  the  parameters  is

represented  by  so-called  fuzzy  numbers  and  thus  reflect  a

possible blurred range of these parameter values. The result is

a  fuzzy  pattern  classifier,  which  allows  a  fuzzy  and  thus

realistic  characterization  of  unknown  water  samples.  The

procedure  is  exemplified  using  the  extinction  spectra  taken

using a UV/Vis spectrometer.

I. INTRODUCTION

HE conservation  of  water  resources  and  the  need  to
continuously  monitor  the  quality  of  these  water

resources (e.g., in watercourses, wastewater, bathing lakes,
etc.)  is  of  increasing  importance  nowadays.  The
determination of sufficient characteristic values to describe
the  water  quality  and  the  subsequent  characterization
represent a significant challenge. Various parameters play an
important  role  in  this.  Polycyclic  aromatic  hydrocarbons
(PAHs) such as benzene or naphthalene are a priority sub-
stance  in  water  policy.  In  addition,  other  significant
indicators  may  be  relevant  for  the  determination  of
pollutants. [1] These substances can be determined using a
variety of standardized analytical methods. However, many
methods  have  limitations,  particularly  when  investigating
very  low  concentrations  in  water.  In  addition,  these
measurement  methods  are  traditionally  performed  in  the
laboratory mostly after water sampling at different locations
at  different  times.  These  approaches  are  no  longer
considered  efficient  [234].  To  detect  and  analyze  the
formation  of  pollutants  directly  at  the  source,  an  on-site
sensor  system  is  required.  Continuous  and  unbiased
measurements of this type can then be used for the optimal
control and verification of water quality. For this reason, the

T

Helmholtz  Centre  for  Environmental  Research  (UFZ)  is
working  on  an experimental  setup that  can  analyze  water
samples directly on-site using ultraviolet (UV) / visible (Vis)
spectroscopy.  Each  sensor-based  measurement  has  an
objective  uncertainty,  which  essentially  depends  on  the
measuring  method  and  instrument.  For  example,  for
measuring instruments this uncertainty can be specified by
an accuracy or error class according to DIN 1319-2, DIN
1319-3.  Unstable  operating  conditions  which  occur
especially in the environmental sector, and here with mobile
on-site  analysis,  lead  to  additional  uncertainties.  For
instance, seasonal changes in temperature and humidity may
also contribute to the uncertainty of a measurement.

One  of  the  advantages  of  using  fuzzy  classification
methods is that such uncertainties can be characterized. The
assignment to a pollutant substance is not crisply defined but
is categorized according to a grade of membership.  These
are in the range between zero and one. The underlying fuzzy
is based on a theory published by Zadeh in 1965 [5] and
since then, it has been used and further developed in many
areas, current such as the selection process for outsourcing
users [6]  or for  the description of transportation problems
through the extension of fuzzy sets [7]. The basic idea is to
extend  the  classic  binary  classification,  in  this  case  the
pollutant is present or not, to allow a gradual change. In our
case, this allows the model to output that the pollutant may
be present and further analysis is necessary. This is shown
by the membership function to a fuzzy set. Such fuzzy forms
of  description,  in  which  the  crisp  values  are  included  as
special  cases,  represent  a  new  optimized  meaning  in  the
characterization of water quality. They have the advantages
of greater flexibility and proximity to reality compared to the
crisp forms of description, and moreover allow the adequate
implementation of expert knowledge.

The  procedure  is  demonstrated  using  the  measurement
data of water samples recorded by a UV/Vis test setup. The
characteristic  properties  of  different  water  samples  (here
measured in the form of extinction spectra) with different
substance concentrations are to be derived from the data in a
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so-called learning phase and to be used to model a fuzzy 

pattern classifier. With this classifier, a statement is to be 

made as to whether a certain substance is present with 

uncertainty, present or present with a certain degree of 

certainty. If a substance is not present, the membership of 

these three classes will be zero. This serves as the basis for a 

fuzzy and, thus, realistic characterization of current 

(unknown) water samples in the next working phase. 

Depending on the results, recommendations for action can be 

made afterwards. 

II. METHODICAL BASICS 

A. The UV/Vis measuring setup 

The measuring device used is a UV/Vis measuring setup. 

UV/Vis spectroscopy uses electromagnetic radiation to 

detect substances in water. In the case of pollutants in water, 

for example, part of the radiation is absorbed by the 

pollutants. This can be seen in the absorption/extinction 

spectrum by comparing the measurement to a blank 

measurement. By means of the absorbed wavelength and the 

level of absorption, the type and concentration level of the 

substance can be concluded. The experimental setup was 

realized at the UFZ Leipzig and will be integrated into a 

mobile submersible probe for future on-site data acquisition. 

The setup consists of a UV/Vis light source with a deuterium 

and a tungsten lamp, a measuring cell, and a spectrometer. 

The connection of the three components is used via optical 

fibers. The measuring cell consists of two collimator 

adapters with optical windows, a stainless-steel flow cell and 

two 90° collimators each. The cuvette containing the 

dissolved sample substance can be inserted into the flow cell. 

The control and data acquisition of the measurement setup 

are carried out on a laptop using Python software, which 

automatically compares the measured data with a 

prerecorded blank spectrum to create an extinction spectrum 

from the two transmission spectra according to the Beer-

Lambert law. Measurement uncertainties already arise during 

the testing in the laboratory, e. g. from the lamp due to 

fluctuations in energy supply or due to the noise caused by 

the spectrometer. For later mobile use, the results can also be 

affected by e. g. temperature or humidity. Which would be 

reflected in the noise behavior of the spectra, or it can lead to 

a rise in the baseline. 

 

B. Fundamentals of the Fuzzy Pattern Classification  

The fuzzy system used here is based on the fuzzy pattern 

classifier introduced by Bocklisch [8]. This methodology is 

widely used in pattern recognition for object classification. 

Here, a set of fuzzy membership functions ¿: x ³ [0, 1] are 
created per class, which model characteristic features of this 

class.  Through the membership functions, the feature values 

x * IR of an object can be mapped to the unit interval, which 

represents the membership to a feature of an ideal class 

member. All the memberships are then merged and classified 

into the appropriate classes. Then the object is assigned to 

the class that has the highest aggregated value.  This 

procedure is already used in many areas such as in signal 

processing applications and automation systems [9, 10] or in 

the field of neuronal statements and medical diagnostic 

reasoning [11, 12]. In addition, this fuzzy modeling is also 

used for data-inherent structures [13] or for online 

recognition of fuzzy time series patterns [14].  

 

The exact procedure is divided into a learning phase and 

a working phase. In the learning phase, a fuzzy classification 

model is constructed in a multidimensional feature space. 

This can be achieved by choosing between a data-driven or 

expert-based approach. In the data-driven procedure, several 

measurement runs are performed for predefined prototypical 

dilution series. First, the recorded object data sets (learning 

data) are divided into crisp groups. Two strategies are 

possible: 

1) A cluster analysis (e.g., hierarchically agglomerative) is 

performed for the object data. This is a mathematical 

method, which creates corresponding groups through the 

accumulation of certain similar objects (in the sense of a 

small distance measure) as a result. 

2) An a priori division of the objects into groups based on 

expert knowledge is carried out. This can be done by 

dividing the objects, here e.g., dividing the extinction 

maxima according to before or above the detection limit. 

Subsequently, these crisp groups are transferred to fuzzy 

groups. The description of each group in the one- or multi-

dimensional feature space is achieved here by a highly 

flexible, parametric membership function of the 

AIZERMAN potential function type. This function is 

described and illustrated in simplified form for the 

symmetrical one-dimensional case (Fig. 1). 

 

        (1) 

 

 

Fig.  1 One-dimensional AIZERMAN                                                 

potential function [4] 

 

Meaning of the parameters (see also Fig. 1):  

÷ Local information u0 (crisp): representative of the 

fuzzy quantity (special case) 
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÷ Broadening c (to the left and right side of u0): 

precisely observed range 

÷ Border membership b ÷ [0,1]: determines the 

membership values at the borders of the strictly 

area 

÷ Maximum value of membership a (usually 

normalized with a = 1) 

÷ d describes the continuously decreasing course of 

the membership function (d ð >: crisp (binary) 

description) 

 

The potential function can be used to describe both one-

sided open intervals and closed intervals in a fuzzy way. In 

addition, the differentiation of the left and right-sided branch 

increases the adaptability. In the multivariate case, the 

characteristic dimension of the membership function is 

expanded accordingly, whereby each group can be 

represented by an analytically closed membership function. 

By using a closed analytical membership function to describe 

each group in the one- or multi-dimensional feature space, 

the method used here also differs from the rule-based fuzzy 

logic [15]. In a data-driven procedure, the parameters are 

calculated automatically from the recorded (learning) data 

sets by means of supervised learning [8]. 

The abovenamed AIZERMAN potential function may be 

applied to each axis of a multidimensional space. Thus, even 

information about high-dimensional groups can be described 

efficiently by a few parameters. A further advantage of the 

AIZERMAN potential function approach is that trapezoidal 

and triangular attribution functions as well as the so-called 

fuzzy singletons (crisp description as a special case of fuzzy 

case) can be converted into such a uniform description form, 

thus enabling a highly flexible and universal application with 

the possibility of modelling. 

As an alternative to this data-driven approach, the 

parameters can be determined by expert knowledge, i. e for 

each of the characteristics fuzzy areas are defined manually 

and the fuzzy groups are then formed. This approach is 

typically used for linguisdetertic characteristics. Their values 

are not exactly defined, but colloquially defined by certain 

expressions (e. g. <small=, <medium=, <large=). 
In the working phase, the classification model (Fuzzy 

Pattern Classifier) created in the learning phase is used for 

fuzzy identification of the current water sample (rep-resented 

by corresponding working data). The result is an 

membership or sympathy vector, whose components indicate 

the memberships to all declared classes. The current water 

status can be determined in a precise way from the maximum 

attribution values. The security (or risk) of this decision can 

be determined by the differences in the membership values. 

 

III. RESEARCH RESULTS AND DISCUSSION 

A. Structure of the data base 

Several dilution series with different concentrations of 

benzene, naphthalene, uranine and rhodamine B were 

prepared for the compilation of different data sets. By means 

of the measurement setup, extinction spectra were recorded 

for each substance at different concentrations (see Fig. 2). 

 

 
 

 

 

 

Fig.  2 Concentration-dependent extinction spectra of (a) benzene, (b) 

naphthalene, (c) uranine and (d) rhodamine B 

Each substance was subjected to several measurement 

runs. Table 1 presents the selected dilution samples or 
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their respective datasets and explains the abbreviations 

contained therein. The classification into this groups is 

based on the limit of detection or limit of quantification 

of the recorded data and is used for the subsequent 

classification into sharp classes. 

 

TABLE I. 

WATER SAMPLES USED WITH ABBREVIATED TITLE  

Short description 
Description of the samples with 

classification into the different existing 

classes 

BUP Benzene is unsurely present 

BP Benzene is present  

BSP Benzene is surely present  

NUP Naphthalene is unsurely present 

NP Naphthalene is present  

NSP Naphthalene is surely present  

UUP Uranine is unsurely present 

UP Uranine is present  

USP Uranine is surely present  

RUP Rhodamine B is unsurely present 

RP Rhodamine B is present  

RSP Rhodamine B is surely present  

 

The extinction spectra of each compound were first 

described mathematically with an algorithm. For the 

mathematical description, several Gaussian functions were 

added to a total function and the parameters were each 

adapted to a spectrum of a substance. This characteristic 

overall function is then overlayed on all spectra and fitted to 

the spectra using the method of least squares. The R-squared 

is calculated. As the overall function is characteristic for 

each substance, the R-squared basically indicates the 

probability with which a certain substance is present. The 

extinction maximum gives a statement about the 

concentration content of the substance. These data were then 

stored in an overall dataset. Subsequently, the data sets were 

selected on a random basis and then divided into so-called 

learning and work data (see Section 2.1). The R-squared and 

extinction maxima were stored in an object file (.OTX). Fig. 

3 shows a section of the created object file. This consists of a 

header with the necessary information about the data and 

then lists the object number, the corresponding class (here 

the assignment to the respective water sample) and the 

measured values for each of the two characteristics. 

 

 

Fig.  3 Extract of learning data in OTX format 

 

B. Classifier Development 

In the learning phase, a fuzzy classification model was 

first constructed in the two-dimensional characteristic space. 

The data-driven approach was combined with an expert-

based approach by dividing the learning data into sharp 

groups and then building up the fuzzy pattern classifiers. A 

priori grouping is used to divide the learning data into crisp 

groups (see Fig. 4). 

 

Fig.  4 Object distribution of data according to a priori grouping 

  The parameters for the fuzzy pattern classifier were 

transferred from crisp groups to fuzzy ones based on the 

parametric belonging function. For each characteristic of 

an object the membership function was described with 

the parameter values. Here, c is the elementary 

uncertainty of the objects and can be regarded as the 

measurement uncertainty of the respective measured 

values. Subsequently, the objects are first unified in one-

dimensional sets and then transformed into 

multidimensional fuzzy pattern classes (in this case two-

dimensional) using an N-fold compensatory Hamacher 

intersection operator [16]: 

    

 

(2) 

 

 Here n describes the total numbers of dimensions and i 

present the index of the basis functions. If this is applied to 

all sets, the result is 12 classes in the two-dimensional 

feature space. (See Fig. 5). 
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Fig.  5 Result of the classifier development

For  this  fuzzy  pattern  classifier,  only  the  measured
concentrations  were  considered.  To ensure  that  very  high
concentrations  can  also  be  automatically  included  in  the
evaluation,  the  fuzzy  pattern  classifier  was  adapted  using
expert  knowledge.  The  expert-based  procedure  offers  a
supplement  to  the  data-driven  approach,  with  which  an
adaptation of the constructed classifier can be carried out.
Since  no  very  high  concentrations  were  measured  in  the
present test runs, but it is known from Beer-Lambert's law
that these also increase with increasing extinction maxima,
the respective classes were enlarged in the direction of the
feature "extinction maxima" (see Fig. 6).

Fig.  6 Expert-based adaptation of the built classifier

In the working phase, the classification model created in
this way was used for the fuzzy identification of the current
water  samples.  The  work  data  are  represented  here  by
<artificial= work data, since they were generated by means
of the original learning data set. This means that the total
function  was  again  overlayed  on  the  spectra  and  the  R-
squared and the extinction maximum were determined. For a
given  substance  or  mixture  of  substances  with  the

corresponding  characteristic  values  for  R-squared  and
extinction maxima, a characterization can now be carried out
by  determining  the  membership  to  the  fuzzy  groups
described by the fuzzy pattern classifier. The selection of the
group  can  typically  be  made  according  to  the  highest
membership value. As an example, this is demonstrated for a
total  of  six  water  samples  or  their  object  data  sets,  see
Table 2 and Fig. 7.

Fig.  7 Graphical representations of the assignment of test data

In Table 2, the largest value has been marked to illustrate
the  accuracy  of  the  possible  assignment.  A  partial
superimposition  of  classes  does  not  always  allow a  clear
assignment. Nevertheless, interpretations can be made based
on the calculated class membership.

Point  1  is  only  assigned  to  BUP  with  a  very  low
membership value, which already indicates that benzene can
only be present  here with uncertainty.  It  can therefore be
assumed that benzene is hardly present in this measurement.
Point 2 is clearly assigned to BP with a value above 0.75.
Point  6  is  also  clearly  assigned  to  classes  RP  and  RSP.
Therefore,  it  can  be  concluded that  benzene is  present  at
point 2 and that rhodamine B is present for sure at point 6.
At  point  3,  there  is  a  low  allocation  to  NP,  whereby  a
tendency towards NUP is also recognisable. This fact can be
explained  by  the  same  substance,  but  with  different
concentrations  of  these  two  substance  mixtures,  which  is
also  reflected  in  the  strong  superposition  of  the
corresponding classes. Here, the substance should be further
observed to see in which direction it develops. In the case of
points 4 and 5, both points are clearly allocated to a specific
class with point 4 belonging to UUP and point 5 belonging
to RUP. Since the concentrations here are very low, both are
assigned to the classes that represent an uncertain presence
of the respective substance.

IV. CONCLUSION

An approach to the characterization of water samples for
on-site  methods  using  fuzzy  classification  was  presented.
Measurement uncertainties during data acquisition and the
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associated fluctuations in the measured characteristic values
can be modelled much more flexibly and more realistically
than  with  conventional  methods  due  to  the  fuzzy  group
description.  The data  necessary  to  obtain the  membership
functions can be obtained both by real measurements and by
a linguistic description of different states by a human expert.
Alternatively, a combined approach is possible. In summary,
the  consideration  of  uncertainties  in  the  detection  and
evaluation of water samples is of great benefit. Firstly, the
data can be modelled in a much more flexible and realistic
manner  by  means  of  the  implementation  of  fuzzy
information.  Secondly,  data-based  and/or  expert-based
modelling  can  be  used  (applicability  to  numerical  or
linguistic  characteristics  including  mixed  combinations  of
characteristics)  which  also  offers  an  advantage  for  such
methods.  Finally,  the  modelling  of  states  with
fuzzy/incomplete description and the applicability to high-
dimensional characteristic spaces can be realized.

Overall,  the  presented  methodology  offers  a  suitable
approach for automatic classification of water sample data in
on-site  analysis.  Successful  field  deployments  for  future
applications  require  a  more  extensive  data  base  with  an
increased  number  of  characteristics  for  more  detailed
characterization of the water samples.
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Abstract—The aim of this paper is to introduce a novel
approach to detecting “uninformative” job titles in research
domain, i.e., detecting titles that convey little or no information
about the focus and/or content of a particular job – like
“Academic staff member AP/2”, “PhD student position” etc.
Such job titles decrease the success rate of job advertisements.
The proposed approach belongs to zero shot approaches – it
exploits only existing, easy accessible classification of jobs to
research fields and it does not require any additional (manual)
annotations. This work introduces an experimental corpus and
provides preliminary results of our approach.

I. INTRODUCTION

BASED on an internal survey of ResearchJobs.cz1, job
advertisements with well prepared, informative titles gain

more attention from potential candidates in terms of (unique)
users visits than vacancies having only general titles like
“Postdoc position”, “Academic staff member” etc. Moreover,
as shown in [1], a job title is a suitable feature in predicting
CTR2 of job advertisements. Hence, a question of automated
detecting of inappropriate job titles naturally arises in this
setting.

Obviously, the task of detection uninformative titles can
be straightforwardly addressed by common supervised ML
techniques requiring an annotated corpus labeled in a binary
way (informative/uninformative). However, a preparation of
such a corpus is resource-extensive activity.

Our approach is based on the assumption that an appro-
priate job title provides us enough information to classify
the job advertisement to a correct research field. Moreover,
we assume that a classification of job offers to predefined
fields is commonly available (usually selected from predefined
categories by the user when submitting the advertisement).

Roughly said, if a correctly working classifier of research
fields assigns an incorrect label to a job title – since the label
is known – then the job has an inappropriate title, i.e., the
failure of the classifier indicates an uninformative or even
incorrect title. For example, if a classifier assigns “Computer
science” label to a job entitled only “PhD student” submitted
by the user within “Medical sciences” field, than we can
conclude that the title is not appropriate, since it did not pro-
vide enough information to predict the research field correctly.

1Czech job portal focused on research and academic vacancies
2Click-Through Rate, CTR is defined as the number of clicks that a given

advertisement receives divided by the number of times it is shown.

In contrast, “Postdoc in therapy for neuromuscular diseases”
labeled as “Medical sciences” by the user (who submitted the
offer) and also by the classifier, than it indicates sufficiently
informative title ensuring correct (automatic) classification.

Unlike ordinary classification task where the text is the only
input, in our task, the input consists of the text (job title) as
the first part and also of the human selected/submitted class
as the second part. The result then depends on the difference
or identity of predicted and submitted class.

Such a tool for detecting uninformative job titles can be
directly used for an automatic feedback to users when sub-
mitting their advertisements and/or together with an automatic
recommendation of a more suitable title.

The paper organization follows the standard IMRAD struc-
ture: Section 2 provides an overview about methods, i.e.,
models and data in our case. Section 3 contains results,
Section 4 then the corresponding discussion. Since this paper
has a “proof-of-concept character”, the paper is completed
with the overview of further work research directions.

II. MODELS AND DATA INVOLVED

In this section, we provide a description of ML models and
data used for training and zero shot task testing.

A. Core Idea of Zero Shot Approach

As already mentioned in Introduction, the keystone of the
proposed approach is a classifier assigning a research field to
a job title.

The trained classifier will be subsequently used to classify
job titles from the (zero shot) test set where research field la-
bels are known and these items are also equipped with a binary
(informative–uninformative) human labels which serves as
a gold-standard. If there is a mismatch of “real” research field
label and the output of the classifier, than the title is marked
as uninformative, otherwise marked as informative.
The evaluation w.r.t. these two labels is performed further in
a standard way.

The basic dataset to be used in this work (see Subsection
2.3) contains 5,341 positions from Euraxess portal, thus the
same number of job titles. The median length (number of
characters) of job titles is 57, whereas the the average is 65.76,
1st quartile 36 and 3rd quartile 85 characters. Thus we are
dealing with classification of short texts.
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Classification of short texts belongs to one of the traditional
tasks of ML/NLP with a long history [2]. This direction of
research was often driven by motivation for sentiment analysis
of tweets [3] and other social media content.

B. Models for Classification

The general task of classification of short text can be tackled
by several ML methods. However, the aim of this work is not
to focus on the classification itself – but later on the zero
shot [4] part. This section provides an overview of models as
well as corresponding features involved. In this work we will
deal only with neural networks based models, namely:

• Character-based 1D-convolutional neural network (Char-
CNNs),

• Convolutional Word2Vec-based model (CNNs),
• Universal sentence embeddings (USE).
CharCNN Character-based convolutional networks are

a frequent choice for processing of short texts [5]. Their
advantages are – among others – that they can be employed in
language agnostic setting [3], they are robust to misspellings
and they can easily deal with special character combinations
such as emoticons etc.

In this model, a job title is represented as a fixed length
sequence (255 characters, since it is the maximal length of
the job title) of one-hot encoded character vectors – in this
case we deal with 128 characters, shorter titles are padded
with zero vectors. Therefore, the corresponding matrix has
dimension 128 × 255. This matrix is subsequently processed
by 1D-convolutional layer with 25 filters of kernel size equal to
3 (i.e., we are processing “character-trigrams”) and the result
of this convolutional layer is fed to 1d-max pooling layer with
pool-size again equal to 3. The decision is made by standard
softmax dense layer with 9 output neurons (i.e., number of
output classes). The final model contains 28,759 trainable
parameters, the hyperparameters of the model (number of
filters etc. were set using grid search).

Diagram of the architecture is shown on Figure 13.

Fig. 1. Character-based CNN architecture

CNNs Convolutional word2vec-based models belong to tra-
ditional architectures for text classification [2]. Convolutional
neural networks were successfully used in short text clas-
sification (tweets in particular) in many branches, including
biomedical domain [6].

3Diagrams are modified versions of one from: https://towardsdatascience.
com/convolutional-neural-network-in-natural-language-processing-
96d67f91275c

In this setting, a job title is represented of a fixed length
(30 words in our case) sequence of word2vec [7] embeddings.
Shorter titles are padded by zero vectors. Since we deal with
texts of research domain, we did not used general word2vec
embeddings but pretrained embeddings of dimension 200
learned on texts of scientific (biomed) domain, that were used
in [8]. Representation of words that occur in a job title but
are not contained among words with pretrained embeddings is
uniformly set to zero vectors.

This sentence matrix (200×30) is fed to a 1D-convolutional
layers with 22 filters and kernel size 3 followed by 1d-max-
pooling layer with pool-size of 3. Hyperparameters were set
again using grid search. Finally, softmax classification output
layer is used. This model has 15,211 trainable parameters in
total, the overall architecture is depicted on Figure 2 and it
is formally similar to the previous case, however, here we do
not use one hot encoding.

Fig. 2. Word2vec-based CNN architecture

USE As an example of more advanced methods –
transformer-based representations, we used Universal Sentence
Encoder (USE) [9], successfully applied in many areas such
as Semantic Textual Similarity (STS), [10]. The trained model
implementation was obtained from TensorFlow Hub4. It pro-
vides a 512-dim sentence (text snippet) representations – in
our work, the pretrained network was used straightforwardly
for feature extraction. These representations were subsequently
fed into a dense layer (dim: 32; the number was obtained again
by grid search), followed by the output softmax layer as in the
previous cases. The model has 16,713 trainable parameters in
total.

Implementation Details: The complete implementation of
this work was elaborated in R + Keras library5. As optimizer,
RMSprop [11] was used in all training scenarios. The number
of epochs varies from 12 to 16 depending on the model and
data involved.

C. Data Involved

The data used in this work can be basically divided into two
groups: data used for training the “research field classifier” and
data used for testing the zero shot approach (informative/un-
informative classification).

4https://tfhub.dev/google/universal-sentence-encoder/4
5https://cran.r-project.org/web/packages/keras/index.html
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TABLE I
DISTRIBUTION OF LABELS IN BASIC JOB TITLES DATASET

Research Field (class) Instances
A – Social sciences 754
B – Physics and Mathematics 541
C – Chemistry 224
D – Geosciences 117
E – Biosciences 309
F – Medical Sciences 515
G – Agriculture 461
I – Informatics/computer science 262
J – Industry 588

1) Data for Learning the “Research Field Classifier”:
The key dataset is a database dump of Euraxess portal6 from
March, 2021. It was provided in the form of one large XML
file. Each position has several attributes, however, from our
point of view, only a few of them are relevant: job title and
research field, in particular.

The raw dataset contains 5,341 positions. Each position is
assigned to at least one research field (for example: Psycho-
logical sciences, Physics etc.) and may be assigned also to
research subfields (for example: Psychology, Applied physics
etc.). The total number of research fields is 41, including two
special labels All and Other.

To ensure to deal with a single-class classification task, we
filtered out only positions that have just only one research field
label, and moreover, we did not take into account positions
having All or Other labels. This resulted in a reduced dataset
of 3,771 positions whereas each position is labeled by one of
39 labels. However, this labeling is strongly unbalanced – top
3 classes are Engineering, Agricultural sciences and Medical
sciences containing 465, 461 and 446 positions respectively.
On the other hand, the least numerous labels in this reduced
dataset are Criminology, Ethics in social sciences and Ethics
in physical sciences with 1, 1 and 2 occurrences respectively.

In order to deal with more balanced classification and to
reduce the number of classes, we used a coarser Czech classi-
fication system of research branches7 having 9 classes (more
precisely, it deals with 10 classes, the last one is K – Defense,
but this field is not taken into account). Simple handcrafted
transformation rules were prepared. The utilization of this
classification has also other reasons that will be obvious later
in this chapter. The distribution of labels in the dataset of
position titles is provided in Table I.

Subsequently, we randomly selected 3,000 of items (posi-
tions) to be the training set for research filed classification.
The rest of 771 positions were left for further preparation of
test set of zero shot (“informative/uninformative” classification
task).

To achieve better classification accuracy, we also prepared
an auxiliary annotated dataset of a bigger volume – research
project titles together with their research branch classification.

6Euraxess portal is one of the most important European job portals focused
on research and academic position. It publishes positions solely in English –
https://euraxess.ec.europa.eu/jobs/.

7IS VaVaI: https://www.isvavai.cz/

These data were taken from open data section of Czech R&D
Information System8 which gathers (meta)data about all R&D
projects in the Czech Republic funded by public sources.
This dataset contains 43,694 items (project name–classification
pairs). The aim of exploiting this dataset was to extend the
original training data by this easily obtainable stuff. Each
model is trained both with the original basic dataset and this
enriched one.

To provide a better idea of items in this auxiliary dataset,
we randomly select three examples of project titles with
corresponding classification labels.

• Phospholipid metabolizing enzymes as new components
of salicylic acid signalling pathway: C – Chemistry

• Communities and resources in late prehistory of Jebel
Sabaloka, central Sudan: from analysis to synthesis: A –
Social sciences

• Optimization of hunted species management in relation
to the sustainable forest management: G – Agriculture

2) Test Data for Zero Shot Classification: The second
part of the data involved is the test dataset for zero shot
classification, i.e., job titles manually labeled as informative
or uninformative.

There were 771 remaining jobs (job titles) from Euraxess
dataset that were not intended for training, whereas 102 (!) of
them were manually marked as uninformative; the rest (i.e.,
669 items) is considered as informative. This dataset of 102
uninformative job titles was subsequently enriched by another
set of 48 uninformative titles (annotated manually again)
which were obtained from a randomly shuffled collection of
jobs from ResearchJobs.cz portal (this portal uses also the
“A–J research branches” classification). Hence the number of
uninformative examples in the test dataset reached 150. To
obtain a balanced test set, 150 items with informative titles
were randomly selected from already mentioned list of 669
items. This dataset can be provided upon a (mail) request.
The content of uninformative subset of job titles is illustrated
using a wordcloud, see Figure 3. Inter-annotator agreement
was not investigated in this context.

Obviously, typical, i.e., most frequent, words in uninforma-
tive part of job titles are general names of academic/research
positions (professor, PhD), words linked to hiring process (call,
applications), general duties (teaching, research).

In addition to general words common for both classes,
the informative job titles contain bigger amount of relatively
infrequent words denoting particular research fields (physics,
biology) and corresponding specific words (quantum, molec-
ular).

Examples of informative and uninformative job titles ran-
domly selected from this zero shot test dataset are provided
in the following list (job title – user selected research field
classification – informative/uninformative label):

• Doctoral student in Economic History (A – Social sci-
ences): informative

8https://www.isvavai.cz/open-data
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Fig. 3. Wordcloud generated from uninformative job titles

TABLE II
RESULTS IN DIFFERENT SCENARIOS (MODEL–DATA)

Architecture Dataset 10-fold UninfTask

CharCNN basic 0.4413 0.6900
ext 0.4100 0.6167

CNN basic 0.5717 0.7600
ext 0.5720 0.7833

USE basic 0.5480 0.7900
ext 0.5897 0.7867

• PhD scholarship in 6G Wireless Communications (J –
Industry): informative

• Assistant Professor FSI UJEP (J – industry): uninforma-
tive

• Fellowship for Postdoctoral Researcher (F – Medical
sciences): uninformative

III. RESULTS

Since our work relies on two-way classification, the eval-
uation is based mainly on accuracies. The evaluation has
basically two levels: evaluation of research field classifier and
evaluation of uninformative/informative classifier.

The evaluation of research field classifier is done as an av-
erage of accuracies in 10-fold cross validation, the evaluation
of uninformative/informative classifier as standard accuracy.

The results in different scenarios (model-data) are summa-
rized in Table II

Confusion Matrices: More detailed view on bold-marked
results (i.e., best results for each model) are available via
confusion matrices: Table III, Table IV and Table V.

IV. DISCUSSION

The best results were achieved using Universal Sentence
Encoder. As can be seen from the confusion matrix, our

TABLE III
CONFUSION TABLE FOR USE MODEL

Predicted label
Uninformative Informative

True label Uninformative 126 24
Informative 39 111

TABLE IV
CONFUSION TABLE FOR CNN MODEL

Predicted label
Uninformative Informative

True label Uninformative 122 28
Informative 37 113

algorithm based on research field classifier failures was able to
detect 79 % of uninformative job titles. It should be mentioned
that this proposed approach inherently implies certain error
arising from the fact that in some cases the classifier can
predict the correct class of uninformative title by chance.

On the other hand, 26 % of informative job titles were
marked as uninformative – i.e., predicted and true label were
not equal in the case of informative title (“informativeness”
was labeled manually). Preliminary human conducted analysis
indicates that most of these cases were borderline items with
respect to output classes (classification system) and the the
assumption of dealing with jobs that are assigned just to one
class in our setting. A position “PhD in robotics” can serve
as an example: both Computer science and Industry labels
are relevant in this case, analogous situation is often between
medical and biological sciences – the correct “real-world”
assignment is the subject of the whole text of job detail which
is not taken into account due to the main aim of this work.
Hence an alert when predicted research field label and label
selected by the user are not identical as a side-effect points
out possibly confusing title.

According to observations of confusion matrix of CNN
approach, we see that both USE and CNN are comparable.
In the number of false negatives, CNN approach slightly
outperforms USE, in true positives, the situation is reversed.
The results of CharCNN are strongly below expectations.

In both successful approaches (USE and CNN) the effect of
additional training items (research project titles) is marginal,
moreover, in CNN approach training without additional data
lead to better performance. Notable effect of enriching the
training dataset was observed only in convolutional character-
based approach.

The cases of trully informative job titles labeled as uninfor-
mative will be a subject of further investigations on a larger

TABLE V
CONFUSION TABLE FOR CHARCNN MODEL

Predicted label
Uninformative Informative

True label Uninformative 123 27
Informative 66 84
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dataset. Generally, the sources of this misclassification belong
to the following two groups:

1) wrong category assignment by user during submission
of the job advertisement,

2) incorrect work of the research field classifier.
Relatively poor performance of the research field classifier

in 10-fold cross validation at first sight is caused by the
following reasons:

1) High proportion of uninformative job titles in the Eu-
raxess dataset: according to our preliminary human
experiments it consists approximately 1/8 of the dataset.

2) Frequent presence of borderline case (as described
above).

3) Relatively high number of output classes (thus also
a trivial majority vote classifier achieves very low ac-
curacy).

4) Occasional occurrence of job titles in languages other
than English, misspellings etc.

V. CONCLUSION AND FURTHER WORK

We have introduced a novel zero shot approach to de-
tection of uninformative job titles in research domain based
on exploiting incorrect predictions of a job field classifier.
We prepared corresponding experimental corpora and provide
some preliminary results.

Further Work

Our results of this zero shot approach indicate that this cho-
sen direction is promising. Nevertheless, there is a large room
for improvement, mainly in the sense of exploiting fine-tuned
variants of BERT [12] and its variants like SentenceBERT [13]
and others [14].

For our preliminary experiments, the single label setting was
chosen due its simplicity. However, the nature of the task is
rather multi-label, thus we will adopt our approach for multi-
label classification. The side effect is that we can immediately
use larger datasets (without filtering jobs that are assigned just
to one class).

Further generalization may lead also to fuzzy point of view:
rather than speaking about crisp “text–class” membership
function we can deal with a fuzzy membership: each job
advertisement (and job title so) may belong to more classes
with different degrees of membership – as an example we can
consider positions like “Postdoc in cancer research” which
are spanned between biological and medical sciences. Fuzzy
approach to sentiment analysis of tweets [15] can serve as an
inspiration.

As already mentioned, this work is restricted only to job
titles in English. Another direction of further investigations can
be naturally focused on language agnostic as well as multilin-
gual approaches (analogous to [16] for instance) which will
be able to detect uninformative titles also in other languages.

A separate chapter in further research is a language gen-
eration for improving job titles – given a text, i.e., content
of the job advertisement, the task is to create an appropriate,

informative job title. As a promising direction seems to be
application of GPT transformers [17] for language generation
as well as summarization techniques [18] – extreme summa-
rization of particular parts of job detail (e.g., requirements)
may be a suitable addition to an uninformative prefix (like
“Postdoc”, “PhD student” or “Assistant Professor”).
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Abstract—Although there are many efficient deep learning
methods, object detection and classification in visible spectrum
have many limitations especially in case of poor light conditions.
To fill this gap, we created a novel thermal video database con-
taining few thousands of frames with annotated objects acquired
in far infrared thermal spectrum. Thanks to this we were able
to show its usability in the traffic object recognition based on the
YOLOv5 network, properly trained to gain maximal performance
on thermal images, which contain many small objects and are
characteristic of different properties than the visible spectrum
counterparts. The proposed thermal database, as well as the fully
trained model are main contributions of this paper. These are
made available free for other researchers. Additionally, based
on the highly efficient car detector we show its application in
the car speed measurement based exclusively on thermal images.
The proposed system can be also used in the Advanced Driver-
Assistance Systems (ADAS), and help autonomous driving.

I. INTRODUCTION

ARTIFICIAL intelligence (AI) and machine learning (ML)
are two of the fastest developing technologies nowadays.

New and novel architectures are developed to be faster, more
accurate and reliable. Image classification and object detection
is very active field of research and many innovative techniques
were proposed recently. Range of possible applications is very
wide and autonomous driving is one of them. It gained much
of an interest from scientists and companies recently. Vision
systems based on a visible lights have limitations when used in
a moving vehicle caused by wide range of lighting conditions
that can occur. Low light during the night time as well as
very high amounts of light during the day pose a challenge to
hardware and software modules. On the other hand, thermal
imaging in recent years gains popularity, both in industrial
solutions, as well as in research projects.

However, the development of the image analysis methods
might be rapid for images acquired using conventional RGB
sensors, other imaging technologies operating in spectrum
beyond visible light still fall short mostly due to the lack of
publicly available sufficiently large training datasets.

To help alleviate this problem, in this paper we present:

• A new novel traffic dataset acquired using thermal imag-
ing camera.

• Pretrained object detection model based on YOLOv5
architecture.

• An exemplary application based on detections: speed
measurement in thermal spectrum.

• Examples of potential further applications.
Our dataset contains videos with close to 30,000 hand-

annotated objects, many of small size, which makes them
difficult to detect. Our second contribution is pretrained object
detection model based on YOLOv5 architecture. Primary use
case intended for this model is detecting four classes of objects
in thermal images, as well as car speed measurement, which
is the third contribution provided in this paper.

The paper is organized as follows. Section II describes the
related works. In Section III process of acquiring the data
and model training is explained. Section III-B presents the
structure and provides more insight into dataset. Section IV
shows example of how acquired data might be used in calculat-
ing vehicle’s speed. In Section V more of future development
possibilities are discussed. Finally, Section VI concludes the
paper.

II. RELATED WORKS

Object detection combined with thermal imaging gained a
lot attention in recent years. Thermal imaging is based on
observing infrared waves emitted by warm objects [1]. It
allows user to see infrared spectrum which is invisible with
naked eye. Hence it’s willingly used not only during daylight,
but especially during nighttime or difficult weather conditions
[2] [3]. In this section an overview of the influencing works
related to the processing of thermal images, analysis and
detection in infrared spectrum is presented and discussed.

A. Object detection in thermal images

Knapik et al. [4] presented eye detection in thermal images
scheme using the virtual high dynamic range technique, to
enhance performance of the dense grid of scale-invariant
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feature descriptors, combined with the bag-of-visual-words
approach.

Redmon et al. proposed a series of improved versions of
the YOLO architecture, i.e. YOLOv2 [5] and YOLOv3 [6].
Deep convolutional backend network, along with techniques
like residual skip connections, residual blocks and upsampling,
it is still one of the fastest object detection techniques, while
achieving very respectable accuracy. Recently, a thorough
refreshment of the YOLO architecture, named YOLOv5, was
presented by Jocher et al. [7].

In [8] Bhattarai and MartíNez-Ramón presented intelligent
system for real-time object detection and recognition for
firefighters during an emergency response. They trained deep
Convolutional Neural Network (CNN) to improve situational
awareness by identifying objects of interest from thermal
imagery in real-time.

In an article from 2020, Gong et al. [9] employed thermal
camera for vehicle detection task. In order to achieve faster
detection time, the modified YOLOv3-tiny architecture, by
recalculating anchor box priors as well as deepening the
network structure.

Thermal images are also used to enhance other modalities.
Zhou et al. in [10] presented feature fusion network for
salient object detection (SOD) task, merging foreground and
background information from RGB camera and thermal sensor.
Proposed architecture outperforms 12 state-of-the-art methods
under different evaluation indicators.

Some researchers propose custom network architectures,
designed specifically for infrared images, like Dai et al. in
[11]. They proposed TIRNet architecture, which consist of
lightweight feature extractor as well as residual branch for
regression and classification.

B. Thermal imaging and datasets

One of the biggest problems of thermal imaging is low res-
olution. To mitigate this problem, Rivadeneira et al. presented
novel super-resolution architecture for thermal images based
on CycleGAN network [12]. Authors created they own dataset
for network training.

Yeduri et al. presented novel low resolution thermal images
dataset in [13]. Containing 3200 images of sign language digits
captured with very low-res thermal sensor can be used to build
human input devices for people with disabilities.

Kristo et al. [2] compared night vision to thermal imaging
in their paper and emphasized benefits of using infrared
thermal imaging approach over standard RGB. Their research
was focused on difficult weather conditions, as described,
their dataset was captured during winter in different weather
conditions, such as rain, fog or clear weather, during the night.
In their paper, YOLOv3 model was trained on custom dataset
to detect objects (people) even from far away (up to 215m).

System proposed by Knapik and Cyganek in [14] proved
that thermal imaging can be successfully applied to driver’s
fatigue detection task based on yawn detection. Face alignment
is done by detection of eye corners. Then, yawns are detected
based on the proposed yawning thermal model.

Thermal imaging was proposed by Farooq et al. [15] to
support Advanced Driver-Assistance Systems (ADAS). In their
research, thermal imaging was used to capture different objects
that are likely to be met on road, such as person, dog, bicycle,
car, bike, etc. They also proposed YOLOv5 model trained on
their custom dataset. In their work, also a comparison between
several available YOLOv5 models was made.

III. EXPERIMENTAL PART

A. Data acquisition

The data provided with this article was collected using the
thermal imaging camera FLIR® A35. Acquisition took place
in the afternoon, between 3.30 PM and 4 PM with cloudy
weather and temperature around -3°C. Videos contain real-life
traffic with cars, trucks, buses and people. Camera was placed
at elevated footbridge above the street, our setup is shown in
Figure 1/ Figure 2 shows RGB image of field of view the setup
had. It also depicts exact weather conditions and approximate
time of the day.

Figure 1: Acquisition setup

Figure 2: Camera’s field of view

Images were manually labeled to provide ground-truth data
which is used for training and evaluation. Sample images from
the dataset are presented in Figure 3.
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(a)

(b)

(c)

(d)

Figure 3: Sample images from the dataset

B. Dataset description

Dataset contains over 6000 annotated images with more than
30000 object instances. Within dataset, 4 classes are annotated,
as shown in Table I. Frames were annotated using DarkLabel
[16] software. To maintain consistency with COCO dataset,
we used the same class IDs. Figure 4 presents number of the
instances per class.

Table I: Class IDs

Number Name
0 person
2 car
5 bus
7 truck

Images in the dataset are in .jpg and .bmp format. The
resolution of single image is 320x256 pixels with 8-bit
grayscale values. Annotation files are stored in text files with
.txt extension in YOLO format [7].

Figure 4: Number of instances in each class.
Classes: 0 - person, 2 - car, 5 - bus, 7 - truck

Dataset is publicly available for all researchers to down-
load from our website: https://home.agh.edu.pl/~cyganek/
AutomotiveThermo.zip.

C. Data structure

Dateset contains images and labels as well as trained
YOLOv5 object detector. Images are divided into train, vali-
date and test subsets, each stored in a separate folders.

D. Object detection model training

To evaluate the dataset, we decided to train and test object
detection model based on YOLO architecture. We chose open-
source implementation provided by Ultralytics company [7].
This architecture was chosen due to its availability and ease
of use and high quality of code. Due to dataset size and
computation speed we decided to use YOLOv5m variant out
of other available models (Figure 5). Training was executed
in several runs, each with slightly different variables, such as
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e.g. epochs number. Finally, after comparing results of all runs,
model was trained for 50 epochs, to observe if this would lead
to model overfitting. Training results are presented in Figure 6.
These results contain graphs of loss subfunctions: box loss,
objects loss and classification loss as well as precision, recall
and mean average precision (mAP). It is clearly visible, that
the more epochs pass by, the more accurate the model is.
Figures 7a - 7d show precision, recall and overall score of the
model’s accuracy. After being trained, model was later tested
on new, unseen but labeled images. Figure 8 shows predictions
of labeled objects on test data. A closer look of a predictions
made by trained model and the confidence levels of detected
objects are shown in Figure 9.

Figure 5: Family of YOLOv5 models
Source: [7]

IV. VEHICLE SPEED MEASUREMENT

Presented dataset might be used for vehicle speed measure-
ment. This can be achieved by calculating distance travelled by
a vehicle within some portion of time. It’s relatively easy to get
the timestamps, as images come with exact date with minutes
and seconds in their name. When it comes to getting distance
out of collected data, let’s take into consideration 2 photos
(Figure 10). Timestamp provided with left image is 15:50:44,
and timestamp provided with right image is 15:50:45, which
means, that exactly one second passed between taking those
two images. Let’s also consider car marked in yellow circle.

Now, to measure the distance the vehicle has travelled
within this time, we need to have some reference. This can
be done in several ways, but for our sample application we
decided to use the line marks between right and middle lane.
Although they are not clearly visible, they still can act as a
reference in this experiment. Based on knowledge where the
recordings took place and the standards according to which
the stripes are painted [17], we can conclude that stripe itself
is 2m long, and the gap between 2 stripes is 4m long.

In Figure 11 red lines show there the stripes are, and
blue lines represent car’s front in regard to the stripes. Now,
distance can finally be measured. In Figure 11, considered
vehicle travelled 3 gaps and 2.5 stripes, which is equal to

3 · 4m+ 2.5 · 2m = 17m (1)

All necessary data to calculate the velocity is now available,

(a) Training box loss (b) Training object loss

(c) Training class loss (d) Validation box loss

(e) Validation object loss (f) Validation class loss

(g) Metrics mAP_0.5 (h) Metrics mAP_0.5:0.95

Figure 6: YOLO model train results

thus
17m

1s
· 3600 s

h

1000 m
km

= 61.2
km

h
(2)

Although no radar data was acquired to back up this
calculation, the result is believable and within allowed speed
limit on this road, which leads to conclusion, that velocity can
be measured by calculating distance travelled within certain
timestamped frames.
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(a) F1 score

(b) Precision vs confidence

(c) Precision vs Recall

(d) Recall vs confidence

Figure 7: Training results.

(a) Labels

(b) Predictions

Figure 8: Detection results on test data

Figure 9: Sample detections
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Figure 10: Two pictures, right taken exactly
1 second after left

Figure 11: Highlighted stripes (red) and car’s front bumper
position in regard to the stripes (blue)

V. FUTURE POSSIBILITIES

Dataset presented in this paper can be used to develop
computer vision systems for numerous applications, like traffic
monitoring, traffic management for smart cities as well as
surveillance and advanced driver assistance systems. Thanks
to usage of long-wave infrared imaging, such systems will be
immune to even the harshest lighting conditions, providing the
same level of accuracy in day and night.

VI. CONCLUSION

Main contribution of this paper is novel thermal imaging
dataset with automotive scenes. It contains several thousands
images with hand annotated objects. Second contribution
of this paper is trained object detector based on YOLOv5
architecture that shows high accuracy in small object de-
tection alongside with the high speed of operation. Both,
the automotive thermal database, as well as the pretrained
automotive thermal object detection model, are available free
for further research on our website. Moreover, we present
sample application of our model for car speed measurement
based on thermal images. Clear advantages of such approach
are also presented. Finally, in the future we plan to further
extend our database, as well as develop more resilient trackers
that can reliably operate in dense road conditions and with
thermal images.
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Kozminski University

CRASH Center for Research on Social Change and Human Mobility
ul. Jagiellońska 57/59, 03-301 Warsaw, Poland

Email: kchlasta@kozminski.edu.pl

Abstract—We present the design, implementation and eval-
uation of a new cloud-based social chatbot called MyMigra-
tionBot, that is deployed to Facebook. The system asks and
answers questions related to user’s personality traits and person-
job competency fit to give feedback, and potentially support
migrant populations. The chatbot’s response database is based
on reputable socio-psychological tools and can be customised.
The system’s backend is written with Node.js, deployed to AWS
and Twilio, and joined with Facebook through Graph and
Messenger APIs. To our knowledge this is the first multilingual
social chatbot deployed to Facebook and designed to research
and support migrant populations with feedback in Europe. It
does not have personality like other bots, but it can study
and feedback on migrants’ personality and on other customised
questionnaires e.g., job-competency fit. The aim of a social
chatbot in our research project is to help engage migrants with
social research using feedback information tailored to them. It
can help migrants to get knowledge about their psycho-social
resources and therefore to facilitate their integration process into
a receiving labour market. We evaluated the chatbot on a group
of 53 people, incl. 23 migrants, and we present the results.

I. INTRODUCTION

CHATBOTS are increasingly popular in everyday interac-
tions. The ever increasing affordability and popularity

of ICT devices leads to a wider range of communication
channels available for different social groups. Is might be
viable to use these channels for a number of reasons. Firstly,
a social chatbot as an interaction system is able to gather
feedback from its respondents and use it to increase the
availability of information, the quality of both commercial and
public services, and perhaps improve users’ quality of life.
Secondly, a social chatbot can give personalised feedback to
respondents which can increase motivation to participate in
research. And thirdly, a social chatbot with feedback can give
higher satisfaction out of participating in research [13].

This manuscript focuses on MyMigrationBot, a social chat-
bot system able to gather Big Data for social research from
Facebook, and interact with users through multiple communi-
cation channels using a Facebook Messenger protocol.

II. MOTIVATION

Migrant populations often lack support, usually from avail-
able public services in a receiving country, as there are
massive movements in a short period of time, due to some
unpredictable circumstances like war or a natural disaster.

Such people are usually not prepared to start a new working
life in a new labour market.

In recent years Poland, as well as other European countries
received millions of both labour immigrants and war refugees.
We believe these people could be supported in the receiving
societies not only by human agents, but also by new technolo-
gies like personal assistants and avatars, often simply known
as the social chatbots.

In 2022 a new massive wave of immigration from Ukraine
arrived in Poland. As of the 5th of May 2022 according to Op-
erational Data Portal of UN High Commissioner for Refugees1

3,143,550 Ukrainians entered Poland out of 5,757,014 people
who left Ukraine since February 2022, when the Russian
invasion had started, which consists of nearly 55 per cent of
all recently fleeting Ukrainian population.

Immigrants and refugees widely use mobile phones and
other smart devices. The poly-media accessibility in one
smartphone makes it ’a must-to-be taken’ by every human
on the move [15]. As Dekker et al. (2018) [4] show in
relation to Syrian refugees who applied for asylum in the
European Union (EU) member states in 2015 and 2016 (the
largest group), they used smartphones and social media in
migration decision making. The most meaningful issues for
refugees as reported by the authors are linked to the access
and evaluation of the trustworthiness of information. The kind
of social chatbot which we propose in this article could for
instance help them to diagnose their psycho-social capitals and
to facilitate navigation through the available public services
upon arrival.

This is because our chatbot can use different structured or
semi-structured questionnaires in its conversations. Apart from
that, new custom conversations can be designed to enhance
the existing functionality of the MyMigrationBot. One of
the biggest advantages of our chatbot is the functionality of
feedback given to our users as a ’social and non-material’
complimentary thank you for their participation. The feedback
can be also customised.

To summarise, the main motivation for us was to create a
multilingual social chatbot system - as a conversational agent -
able to provide migrant populations with targeted, immediate

1https://data2.unhcr.org/en/countries/
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feedback, so that they can better integrate into a receiving
society.

III. QUESTIONS AND FEEDBACK

The first set of questions asked by MyMigrationBot is taken
from the Ten-Item Personality Inventory (TIPI) [8] measuring
the Big Five personality dimensions: (1) Extroversion, (2)
Agreeableness, (3) Conscientiousness, (4) Emotional Stabil-
ity, and (5) Openness to Experience. As the original TIPI
questionnaire was created in English only, we used the Polish
adaptation by Sorokowska (2014) [21], and a translation to
Ukrainian prepared by a native speaker of Ukrainian. Kosinski
at al. (2014) [12] show manifestations of user personality in
website choice and behaviour on online social networks, which
was a great inspiration for us.

Personality has been linked to migration for a number of
reasons. The work offered by social psychologists goes a long
way to show that the migrant personality matters in making
migration decisions. Personality traits influence international
voluntary migration. They also inform about self-selection to
migration. Boneva and Frieze (2001) [2] show that individuals
who want to emigrate possess a syndrome of personality
characteristics that differentiates them from those who want
to stay in their country of origin. They also explain the role
of personality in desires to emigrate. Emigrants are not just
responding to a particular set of economic conditions; there is
something specific about the personality of those who desire to
move. Emigrants are less prone to anxiety and insecurity than
non-emigrants [19]. Higher persistence, openness to experi-
ence, as well as previous experience of living internationally,
all increased the chances that a participant was planning
to move abroad. Higher agreeableness and conscientiousness
lowered the odds of a move. Men who were lower in emotional
stability were more likely to want to leave, but the same
effect was not found for women [22]. Liable et al. (2021) [14]
showed that non-cognitive personality traits explain the wage
gap between male migrants and non-migrants. Polek et al.
(2011) [18] report that personality traits bring us information
about adjustments of migrants to the new environments, and
they can help in migrant integration processes.

Yet another tool that we incorporated into our MyMigra-
tionBot was a Job-Competency Fit Scale [11], which also
gives tailor-made feedback to our respondents. This measure
of fit is referred to in psychology as a molar measure, a direct
question [5]. Although a competence has many meanings, the
main meaning is about performing a task, or a function on
an adequate level, with knowledge and understanding of a
situation. Job fit is the key factor in being hired today in the
labour market. We endowed our social chatbot with the list of
26 human competencies connected to cognitive and soft/social
competencies which were tested initially in big social surveys
on human capital [9]. Then we asked our users: "Think about
the job you are currently working in. Then, please specify
to what extent the competencies and skills listed below are
needed (required) for the position you hold?". Then the chatbot
gives feedback according to means verified before. Therefore

our social chatbot offers a tool which can help to match a
person and their competencies to a proper job.

User experience is a key concept for designing and enhanc-
ing the quality and usability of software products [23]. There-
fore, we have decided to include System Usability Scale [1]
(SUS) to gather some subjective assessment on the MyMigra-
tionBot’s design and usability for migrants and non-migrants.
It was a simple survey with a standard scale consisting of a
10 item questionnaire with five response options for respon-
dents: from strongly agree to strongly disagree (Likert’s social
scale). We need to learn more about the bot’s accuracy, task
completion and responsiveness. User experience evaluation
allows us to identify how our MyMigrationBot should evolve
in the future to meet experience and expectations [17] of our
target population - various categories of migrants. To a certain
degree, the assessment feedback by users embeds us into a co-
designing process [3], especially since our MyMigrationBot is
still in a prototype phase.

Nowadays many chatbots have been designed with an aim
to assist with information-seeking, and guidance are based
on a frequently asked question and answers mode (FAQ).
Sansonett et al. argue that human users expect chatbots to
understand their texts, provide adequate answers and that they
will be interactive with humans in run-time. As far as we
know there are many social chatbots to support psychotherapy
(e.g. Woebot) and AI legal services. There are chatbots who
are given personality (e.g. XiaoIce of Microsoft) in order
to make them user-friendly and responsive to users’ queries
and interests. There is also a Tinka chatbot - a dialogue
system performing as an assistant in the mobile phone delivery
system of T-mobile Austria. Tinka is able to act and deliver
customer information in various topics. Our benchmark might
be Eike, a chatbot (with an avatar) with a personality designed
to deliver information to various groups of migrants [3].
According to respondents’ testing this chatbot, Eike “should
be be a gentle city-born messenger pursuing peace in the
neighbourhood. Eike should be able to know about living in
a German city and be happy to share their knowledge with
anyone who comes to seek it. Eike should soothe worries in a
soft and friendly voice and always have a positive appearance,
rendering migrants hopeful and optimistic in terms of living
and working” (2020: 224). Our approach presented in this
article is different. We design, implement and evaluate a social
chatbot called MyMigrationBot which helps users to learn
more about their personality (a bot does not have a personality
of its own), their Job-Competency Fit and possible other
customised questionnaires with feedback diagnosing psycho-
social capital of humans. Therefore our conversation design
is slightly different than ’a standard’ chatbot design. Next to
introduction, greetings, admitting errors, it delivers answers.
The bot is particularly designed for migrants to help them to
diagnose themselves for the labour market’s needs.

IV. IMPLEMENTATION

The architecture of MyMigrationBot comprises of front-end
in Facebook Messenger, and back-end deployed into AWS
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Cloud. The conversation engine uses Twilio [10] platform,
that is linked to Facebook using Facebook Send API2. All
data is stored with AWS RDS service with MySQL 8 en-
gine. The source code of the MyMigrationBot is stored in a
private GitHub repository3, shareable with interested parties
on-demand. Back-end is written with Node.js version 16.13.1,
and it uses Crypto package for Facebook application secrets
encryption. We use Node.js MySQL drivers (version 2.18.1)
for accessing the database4, and the Node.js request package5

(version 2.88.2) for processing https requests to Facebook’s
Graph API endpoint (in version 12). Node.js Twilio package6

(version 3.76.1) is used to invoke calls to Twilio Autopilot
API endpoint. Both Twilio Autopilot and Twilio Functions
were created manually using the Twilio console. We also used
Node.js Twilio-cli package7 to manage our Twilio resources
(e.g. Autopilot and Functions).

A. Dialogue Management

To drive the responses of MyMigrationBot we used Twilio
Autopilot, a response and dialogue management system based
on customizable, serverless functions from the Twilio cloud
platform. The Autopilot service [7] allows us to “build, train,
and deploy AI bots using natural language understanding
and machine learning”. It also simplifies deployment of the
required functions from the code repository to different cloud-
based environments.

The dialogue manager functionality within Twilio Autopilot
chooses which response to return to the user. The system
will choose "the best response", so the one that was ranked
highest by the engine. If the score of the top ranked response
is below a defined threshold (determined and customizable in
the Autopilot’s configuration), the dialogue manager system
will select an off-topic response instead, that indicates lack of
understanding (e.g. say “I do not understand, please repeat.”).
The system also contains a simulator allowing to both test and
train the chatbot.

Apart from Twilio, the MyMigrationBot conversations can
be monitored through the administration panel of a Facebook
Page, to which it is linked. Moreover, a Facebook user
granted page administrator role can monitor and participate in
chatbot’s conversations. As a result a human agent is able help
users facings issues in conversations, to help them progress
through the survey, or to help the chatbot in responding to
any non-standard interactions, e.g. to avoid biased contents of
databases [20].

While Twilio platform has recently been used for custom
chat applications using WhatsUp by Immigration Policy Lab at
Stanford University [6], this is the first deployment of Twilio
cloud platform with Facebook Messenger to migration studies,
and second to support migrants in Europe.

2https://developers.facebook.com/docs/messenger-platform
3https://github.com/KarolChlasta/BigMig
4https://www.npmjs.com/package/mysql
5https://www.npmjs.com/package/request
6https://www.npmjs.com/package/twilio
7https://twil.io/cli

B. Facebook APIs

Facebook launched the Messenger platform in 20168. We
use Facebook Messenger API through Twilio platform. The
API connects to the backend of MyMigrationBot, which was
deployed to AWS Cloud, and it bridges Twilio with Facebook.
When a message event occurs, it notifies bot’s web-hook and
calls a predefined Twilio function.

We also use Facebook Graph API9 in its latest version
(v13.0). As stated by Facebook, the Graph API is the primary
way to read and write to the Facebook social graph, and all
their SDKs and products “interact with the Graph API in
some way”. We used this API to retrieve a limited set of
demographic information about MyMigrationBot’s users from
their public Facebook profiles. We recognise the fact that
due to recent controversies and data leaks [16], the use of
Facebook’s Graph API is now made more difficult for any
non-public elements of the profile. The process now requires
a multi-level approval, and a time-consuming vetting process
from Meta, Facebook’s parent company. This might impact
the timelines of adding any new attributes to our database in
future.

At the moment, each time a conversation with MyMigra-
tionBot is started, the basic set of attributes is saved into the
RDS in AWS Public Cloud. These attributes are described in
Table II of the Appendix section.

Once all the back-end actions of MyMigrationBot are com-
plete, the relevant text message is selected using the dialogue
management system, and the response is sent to Facebook to
deliver to the users’ Messenger client(s). The process ends
with matching the user’s responses to the variables for the
relevant user session. A screenshot of multilingual interaction
with MyMigrationBot is presented in Figure 1.

C. Infrastructure

The infrastructure of this project is hosted in AWS Cloud.
A few of the AWS services and their components were
created, and configured manually (e.g. Virtual Private Cloud,
Public and Private Sub-nets, Network ACLs and IAM users).
Other AWS services, like RDS, EC2, Security Groups, Launch
configuration, and Auto Scaling groups were deployed auto-
matically using Terraform (version 1.0.11). The Infrastructure
was loaded from the code by Terraform using development
workstations. Terraform state files are kept in Amazon S3.
Terraform gets access to AWS Cloud via AWS IAM user
access keys. The same method of authentication is used by
AWS Command Line Interface to manage AWS resources for
the project.

Our infrastructure in AWS is kept in Virtual Private Cloud
(VPC) in Europe (Ireland) region. We used Internet Gateway
Component to open network traffic between the public Internet
and our VPC.

We protect our infrastructure with two layers of firewall,
on the subnet and application level. We use Network ACLs

8https://about.fb.com/news/2016/04/messenger-platform-at-f8/
9https://developers.facebook.com/docs/graph-api/
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Fig. 1. Target Architecture of MyMigrationBot

for subnet level firewall and Application Firewall for Security
Groups, for which we opened the traffic only for the protocols
and ports that are used in the project. The Back0end was
installed on a single EC2 instance, which was created via
Auto Scaling Groups. The Server Instance Type of t2.micro
(1 CPU, 1 GiB Memory, 3.3 GHz Intel Scalable Processor)
was selected for the beta testing.

To protect our back-end server’s webhooks against ex-
ecution from unauthorised third-party applications we use
Facebook Page and Verify Tokens, as well as application
secrets.

Apart from having a specific domain name hosted in AWS
Route 53, we also used Ngrok service to publish URL for our
back-end server. We haven’t used the AWS Application Load
Balancer, as it was not justified by the beta testing stage of
the project.

The back-end server is run as a Windows service. It is
started automatically during the boot process of the EC2
instance.

V. EVALUATION

A. Participants

We recruited N=53 participants for the study. Mostly from
Poland (n = 34; 64.2%), men (n = 33; 62.26), filling the tool on
the computer (n = 25; 47.2%) or on the phone (n = 20; 37.7%).
Almost half of them are people with experience of migration
(n = 23; 43.4%). Mean age (M = 31.02; SD = 12.73). Medium
ICT skills (M = 4.15 / 5.00; SD = 0.91). Note that the male
group includes a single person, who declares a gender that
is not aligned with the person’s legal status in the country.
Although every participant was an active Facebook user, only
21 (39.6%) declared their ICT skills as excellent. Detailed data
on participants is presented in Table I.

TABLE I
DESCRIPTIVE CHARACTERISTICS OF THE PARTICIPANTS

Variable Name Category Number %

Nationality

Polish 34 64.2
Ukrainian 6 11.3
Belarusian 5 9.4

British 1 1.9
Czech 1 1.9
French 1 1.9

Polish-Italian 1 1.9
No data 4 7.5

Country of Birth

Polish 34 64.2
Ukraine 6 11.3
Belarus 5 9.4

UK 2 3.8
Czechia 1 1.9
France 1 1.9
India 1 1.9

No data 3 5.7

Gender Female 20 37.73
Male 32 62.26

Device
Computer 25 47.2

Mobile Phone 21 39.6
No data 7 13.2

Immigrant No 30 56.6
Yes 23 43.4

B. Procedure

The participants were engaged with a pilot study of MyMi-
grationBot via a Facebook page of CRASH Center for Re-
search on Social Change and Human Mobility of Kozminski
University using Facebook Messenger10.

10https://www.facebook.com/CRASHKozUni
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Fig. 2. MyMigrationBot’s interaction with users of mobile devices on Facebook Messenger in Polish, Ukrainian and English

Participants used their own personal computers or mobile
devices to interact with MyMigrationBot. After completing a
single interaction with the chatbot, they were asked to answer
a post-study questionnaire on the usability of that interaction,
with optional open-ended questions on MyMigrationBot’s ad-
vantages and disadvantages. In took around 5-10 minutes to
complete the study.

VI. RESULTS

System Usability Scale (SUS) was used. This is a 10
item questionnaire with five response options for respondents;
from Strongly agree to Strongly disagree. SUS allows us to
evaluate a wide variety of products and services, including
hardware, software, mobile devices, websites and applica-
tions [1]. Though the scores are 0-100, SUS score above 68
would be considered above average and anything below 68 is
below average.

Both on the computer and on the phone, the MyMigra-
tionBot respondents’ results at SUS were in both cases about
M = 70.00 (computer M = 70.00 and mobile phone
M = 70.25).

To compare the System Usability Scale between respondents
who experienced and did not experience migration, t-Student

for independent groups analysis was counted. It turned out
that people with no experience of migration assessed the tool
usability slightly better (M = 71.08;SD = 8.14) than people
with experience of migration (M = 68.26;SD = 12.14).
However, this difference turned out to be statistically insignif-
icant t(51) = 1.012; p > 0.05.

We have also gathered additional, optional, unstructured
feedback from the participants in Table III of the Appendix
section of this manuscript. The feedback was based on 5 open-
ended questions.

VII. DISCUSSION

With the rapid inflow of migrants to Europe the social
chatbots have their momentum [3] both for research, and for
practical use associated with information-seeking and migrant
integration as a result.

Our MyMigrationBot is not designed as a persona with
a personality but as a professional trustworthy assistant to
diagnose a respondent’s personality and other psycho-social
resources through an individual tailor-made feedback protocol.
The architecture of our bot is flexible enough to customise
questionnaires with feedback when new needs emerge. The
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main limitation is that we have not been able to fully im-
plement the target architecture in relation to all the AWS
cloud components and automation services. As a result, the
maintenance of the MyMigrationBot is still partially manual.
The configuration of the server infrastructure (AWS EC2,
Ngrok) was automated using the user data script that gets
executed on the instance’s initial boot. The script downloads
and installs all the required utilities e.g. AWS Client, Ngrok,
as well as retrieving the source code from GitHub, but that
script is still triggered from the developers’ laptops.

At present we also do not use all the services listed on
Figure 1, namely the Analytics component (Spark), as well as
the AWS CodePiplines, CodeBuild, and CodeDeploy. We use
a free GitHub repository instead. The reason for that limitation
was cost. Our intention was to cut the cost of the project until
the beta testing finishes. All the cloud infrastructure is attached
to the main author’s individual Twilio and AWS accounts
(and his credit card). This was also the reason for a technical
decision to host our Internet backend with Ngrok service.

The MyMigrationBot was also tested on limited number of
users, with the maximum of 5 users using the system at the
same time on April 28th 2022. We recognise that more in
depth performance testing is needed prior to the production
release of the application.

Additionally, manual configuration of Twilio Autopilot and
Twilio Functions is prone to human error. In future, we
want to be able to automate creation of Autopilot (together
with Twilio Services, that replace Twilio Functions) directly
from the source code, using Twilio CLI. We believe this will
simplify building new chatbots, and it will be convenient for
multi-chatbot environments. We have already implemented this
approach, but have not been able to fully test it. Another social
limitation concerns the fact that the bot itself does not recruit
survey respondents, which is currently the biggest challenge
for social and marketing research.

VIII. CONCLUSION

MyMigrationBot is the first deployment of a Facebook so-
cial chatbot using Twilio in Central Europe, and the second in
Europe [3] to support migrant population. To our knowledge,
it is also the first chatbot using Facebook’s Graph API for
information retrieval, to gather reliable Big Data for social
science research, with a special focus on migrant populations.

The application was positively assessed by our beta testers,
who were both migrants and stayers. There was no significant
statistical difference in perceived usability between the groups.
People do not like filling out surveys but can be motivated
by constructive feedback given to them [13]. We have gath-
ered a lot of interesting feedback from 53 beta testers. We
will focus our efforts on improving user experience e.g. by
adding graphical elements to the surveys, and overcoming
the key limitations highlighted by our users in beta testing,
prior to publicly releasing the MyMigrationBot for migrant
populations. We also plan to place our MyMigrationBot into
a co-design process with migrants in focused groups [3] in
order to: firstly, maximise an interactive engagement of our

users and therefore a conversation flow; secondly, to enhance
the usability of the machine; and thirdly, to refine our initially
proposed solution. We also plan to deliver our MyMigrationBot
to migrant population as part of a platform for assessments of
various psycho-social capitals of migrants which are used in
the labour market.
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APPENDIX

TABLE II
MYMIGRATIONBOT’S LOGICAL DATA MODEL SUMMARY

Attribute Name Type Default Source Description
Id (PRIMARY KEY) bigint NOT NULL Database Primary key of the record in database

Fb_Id varchar(255) NOT NULL Messenger protocol Facebook user identifier

First_name varchar(255) NULL Graph API FB user’s first name

Last_name varchar(255) NULL Graph API FB user’s last name

Locale varchar(255) NULL Graph API FB user’s home address

Hometown varchar(255) NULL Graph API FB user’s birth place

Timezone float NULL Graph API FB user’s current timezone offset from UTC

Birthday varchar(255) NULL Graph API FB user’s birthday

Gender varchar(255) NULL Graph API FB user’s gender

TIPIPL_odp_1 smallint NULL User input User answer for TIPIPL question

TIPIPL_odp_2 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_3 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_4 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_5 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_6 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_7 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_8 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_9 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_odp_10 smallint NULL User input User’s answer for TIPIPL question

TIPIPL_ekstarwersja double(5,1) NULL Backend Evaluation of user’s answer for Extraversion

TIPIPL_ugodowosc double(5,1) NULL Backend Evaluation of user’s answer for Agreeableness

TIPIPL_sumiennosc double(5,1) NULL Backend Evaluation of user’s answer for Conscientiousness

TIPIPL_stabilnosc double(5,1) NULL Backend Evaluation of user’s answer for Emotional Stability

TIPIPL_otwartosc double(5,1) NULL Backend Evaluation of user’s answer for Openness to Experience

DopKomp_czy_pracujesz varchar(5) NULL User input Are you employed? (Flag)

DopKomp_odp_num_1 varchar(5) NULL User input User’s answer to Competence-Job fit question

Inter_odp_1 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_2 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_2 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_3 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_4 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_5 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_6 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_7 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_8 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_9 smallint NULL User input User’s answer to System Usability Scale

Inter_odp_10 smallint NULL User input User’s answer to System Usability Scale

Record_created datetime NULL Backend Database date and time of record creation

Jezyk varchar(10) NULL User input Language flag for the surveys executed

Profile_pic varchar(500) NULL Graph API User’s Facebook profile picture (Url)

Age smallint NULL Graph API Age of Facebook user

It_skils smallint NULL Graph API FB user’s level of it skils (1-5)

Immigrant smallint NULL Graph API FB user’s immigrant flag

Device varchar(500) NULL Graph API FB user’s device type flag
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TABLE III
PARTICIPANTS’ FEEDBACK ON MYMIGRATIONBOT

What are your overall impressions of using this chatbot on Facebook?
- “Generally a good impression. Easy to use, readable.”
- “Chatbot was ok to use, the questions were easy to understand. There were no technical problems.”
- “It was fun, the questions were interesting. It gave me something to think about.”
- “Easy to use, horrible in visual design.”
- “Pretty good, sometimes the languages were not consistent”
- “Quite short, and not a bad experience overall.”
- “When I inputted a random letter, the chatbot corrected me – asked to use one of 5 valid answers, which is nice to see.”
- “The program is friendly and convenient, the survey can be completed anywhere, and only takes a short while.”
- “At first I did not know how to start, nothing was displayed until I made the first move. I had to initiate the conversation.”
- “I didn’t know what to do, when the greeting in three languages came out.”
- “It gives a person a feeling of communication with a person, and therefore some comfort.”

What are the advantages of the chatbot experience/interaction?
- “Easy to understand questions, variety of languages.”
- “It was fun to look into ourselves and to see how we are.”
- “The questions were interesting and it gave me a bit to think about myself and how I behave around people.”
- “Not having to scroll through different pages and check boxes, using natural language, even if it was just typing in numbers, was a lot more natural.”
- “Easy to use. Fast. Easy to use/read, few languages.It’s easily accessible.”
- “It was fast, very simple to use, pretty clear and non-sophisticated.”
- “Also the feedback (input only values 1-5) in case of a wrong answer was a nice thing.”
- “It was nice to see in what category I belong to. It helps us have a better idea of who we are. It wasn’t too long to take.”

What are the disadvantages of the chatbot experience/interaction?
- “Different scale for each question (sometimes 1-7 or 1-5,1-6) which is confusing and easy to miss, also I do not find this bot helpful, it is not complex enough.”
- “When I chose English language, there are some sentences in Polish.”
- “Scales across all surveys should be the same. At the moment the psychological tools use the scale from 1-5, 1-6 or from 1 to 7.”
- “Executing survey in English, I found a few chatbot answer in Polish.”
- “I didn’t know how to start the conversation with the social chatbot.”
- “There is No ability to change answers.”
- “Lack of the option of choosing the answer by clicking the mouse, currently they must type the answer from the keyboard.”
- “It’s a little more difficult to read through the longer messages.”
- “The bot should print the messages in order. Sometimes it sent multiple different messages in the same time (results + questions).”
- “The worst was the fact that in the end there were questions (are you employed) which were put in between other results statements which was very confusing.”
- “User should not be given questions and statements in random order.”
- “Regrading adding answers, using keyboard is less convenient that clicking on the links in some kind of form.”
- “After selecting English as a language – some of the messages were still written in Polish.”
- “There was also no clear instruction in the chatbot itself to begin the conversation.”

What made it difficult for you to use/interact with the chatbot?
- “Sometimes it was hard put a number on any expression. Other than that I had no difficulties.”
- “Really easy to use if you have eyes to read. It’s hard to read long messages on the messenger.”
- “There were some hiccups with the language the bot used. Even though I selected English at the beginning, parts of the messages were in Polish it was confusing.”
- “Nothing, I was only afraid of typing something wrong – I wouldn’t like to break the chatbot.”
- “Finding questions in such long pieces of text was a bit challenging.”
- “In the end the question was combined with a “Thank you for completing. . . .etc.” and I didn’t see there was a question after all.”
- “Lack of instructions Inconsistency in language Messages appearing too quickly.I didn’t know if I should read or answer the next ones.”
- “The scale (1-7;1-5) was very complicated. In chatbots without visuals maybe it would be easier to have simpler scale like 1-3.”

How can we improve the experience/interaction with the chatbot?
- “I would also recommend to add a ’sleep time’ for the bot (wait few seconds before the bot sends its response).”
- “In the questions maybe disclose different behaviours, but similar, so that a person while using the chatbot would not feel that they have to choose only one.”
- “Instead create more questions that might give you more insight to the person.”
- “I would recommend to add “sleep time” for the bot (wait few seconds before boot sends its respond).”
- “Any sign that bot is working, gives a person feeling of communication with a person and therefrom – comfort.”
- “Split questions for sure. Some different traits were put together and while I felt 3 with one, I felt 7 with other. So I chose more or less 5 but that wasn’t good.”
- “In the final part no matter what language you choose you get a sum-up in polish which may be off-putting for some people because they wouldn’t understand it.”
- “Maybe also split the long blocks of text into smaller ones – especially if there are questions mixed with statements.”
- “Instead of having the user type in numbers, use chatbot buttons.”
- “Maybe at the end, the chatbot can compile a small file of all the results to send to the user.”
- “shorter messages. It could be anonymous.”
- “Make buttons to click on, instead of having numbers to type. Reduce the repetitive questions.”
- “Unify the language after choosing one.”
- “Add intro like: Hi I am a chatbot that will help you to.”
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Network Systems and Applications

MODERN network systems encompass a wide range
of solutions and technologies, including wireless and

wired networks, network systems, services, and applica-
tions. This results in numerous active research areas ori-
ented towards various technical, scientific and social as-
pects of network systems and applications. The primary
objective of Network Systems and Applications conference
track is to group network-related technical sessions and pro-
mote synergy between different fields of network-related re-
search.

The rapid development of computer networks including
wired and wireless networks observed today is very evolving,
dynamic, and multidimensional. On the one hand, network
technologies are used in virtually several areas that make
human life easier and more comfortable. On the other hand, the
rapid need for network deployment brings new challenges in
network management and network design, which are reflected
in hardware, software, services, and security-related problems.
Every day, a new solution in the field of technology and
applications of computer networks is released. The NSA track
is devoted to emphasizing up-to-date topics in networking sys-
tems and technologies by covering problems and challenges re-
lated to the intensive multidimensional network developments.
This track covers not only the technological side but also
the societal and social impacts of network developments. The
track is inclusive and spans a wide spectrum of networking-
related topics.

The NSA track is a great place to exchange ideas, conduct
discussions, introduce new ideas and integrate scientists, prac-

titioners, and scientific communities working in networking
research themes.

TOPICS

• Networks architecture
• Networks management
• Quality-of-Service enhancement
• Performance modeling and analysis
• Fault-tolerant challenges and solutions
• 5G developments and applications
• Traffic identification and classification
• Switching and routing technologies
• Protocols design and implementation
• Wireless sensor networks
• Future Internet architectures
• Networked operating systems
• Industrial networks deployment
• Software-defined networks
• Self-organizing and self-healing networks
• Mulimedia in Computer Networks
• Communication quality and reliability
• Emerging aspects of networking systems

Track 3 includes technical sessions:
• Complex Networks—Theory and Application (1st Work-

shop CN-TA’22)
• Internet of Things—Enablers, Challenges and Applica-

tions (6th Workshop IoT-ECAW’22)
• Cyber Security, Privacy and Trust (3rd International Fo-

rum NEMESIS’22)





1st Workshop on Complex Networks: Theory and
Application

IN the nature and the world around us, we can observe many
network structures that interconnect various elements such

as cells, people, urban centers, network devices, companies,
manufacturing machines, etc. Most of them have the nature
of evolving networks whose structure changes over time. The
analysis of such systems from the complex networks point
of view allows for better understanding of the processes
within them, which can be used to optimize their structure,
improve their management methods, detect failures, improve
their operating efficiency and plan their development and
evolution.

The main goal of this event is to exchange knowledge
and experience between specialists from different areas who
in their research and design work use theories and solutions
characteristic for complex systems. We believe that the meet-
ing will create new ideas and concepts that will affect the
development of contemporary methods of design, operation
and analysis of network systems.

TOPICS

The list of topics includes, but is not limited to:
• Complex networks architecture
• Large scale networks analytics
• Mathematical and numerical analysis of networks
• Modeling of computer networks
• Cognitive networks
• Visualizations of network processes
• Dynamics on networks
• Biological and physical models on networks
• Dynamic modification of communication protocols pa-

rameters for enterprise and ISP systems
• Complex network management
• Performance modeling and analysis in complex networks
• Network function virtualization

• Social networks
• Graph theory and network algorithm application
• Evolving networks
• Detection of anomalies in the functioning of an

enterprise-class computer network element
• Predictive maintenance
• Network technologies supporting society 5.0 and educa-

tion 5.0
• Architecture for next-generation network applications
• Distributed complex systems for remote working and

collaboration
• Algorithms for controlling and monitoring complex com-

puter networks

TECHNICAL SESSION CHAIRS

• Bolanowski, Marek, Rzeszow University of Technology,
Poland

• Paszkiewicz, Andrzej, Rzeszow University of Technol-
ogy, Poland

PROGRAM COMMITTEE

• Al-Naday, Mays, University of Essex, United Kingdom
• Ballas, Rüdiger G., Mobile University of Technology,

Germany
• Houssein, Essam H., Minia University, Egypt
• Ignaciuk, Przemysław, Lodz University of Technology,

Poland
• Kryvyi, Serhii, Taras Shevchenko National University of

Kyiv, Ukraine
• Kuchanskyy, Vladislav, Institute of Electrodynamics of

the National Academy of Sciences of Ukraine
• Palau, Carlos, Universitat Politècnica de València, Spain
• Provotar, Oleksandr, Taras Shevchenko National Uni-

versity of Kyiv, Ukraine
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Abstract—In social media research the lack of ground truth
for evaluation is a recurrent problem. We study the preference
mining task in Twitter network which suffers from this lack of
ground truth problem. We implement three different methods
from literature, considering a common preference domain of
news and carry a comparative study among them. Our pre-
liminary findings show that is possible to combine methods in
order to avoid unfeasible user surveying baselines and enable the
evaluation of techniques. In the future, our target is to completely
eliminate ground truth sets and evaluate based on correlation and
causality techniques.

I. INTRODUCTION

IN SOCIAL media research evaluation without ground truth
is a pressing need [1]. Social networks are characterized

by a huge volume of unstructured data, which can reveal from
spatiotemporal and causal patterns to users sentiments. The
problem is that mining such patterns is challenging due to the
lack of reference values previously established. For example,
according to [1] researchers are interested in discover when
and where certain user activity is likely to occur – when the
user is going to search for restaurant reviews? Where the user
will be in the evening? Without surveying this user, however,
the gap between prediction algorithms and reality can be deep.

We investigate the user preference mining problem in social
networks [2]. Specifically, we look for patterns that describe
preferences of a given social network user. For instance,
considering a domain of news, we want to discovery what
are the user u preferred themes through her interactions in
her social network. Thus, we can discover that u prefers to
read news about politics over sports news, for example. This
task fits exactly in the above discussed problem where we do
not have ground truth preference values neither is feasible to
manually survey each user about her preferences in the whole
social network.

To tackle this problem, we conduct a comparative study
among three different preference mining methods in Twitter
dataset. The goal is to analyze the behavior of independent
models when mining preferences and then overlap results. This
resultant intersection set of mined preferences can perform as
ground truth. Our contributions are two-fold. (i) Bring a set

of different preference mining methods to the same context
of Twitter and (ii) compare and overlap results building a
trustworthy set of preferences to fill the gap caused by the
lack of a ground truth.

II. THE USER PREFERENCE MINING PROBLEM

User preference is a specific type of opinion that establishes
an order relation between two objects. For example, when a
user says: “I prefer sports than economy”, we clearly identify
her preference to sports themes over economy ones. These
preference order relations (or preferences, for short) respect the
irreflexive and transitive properties. We denote by o1 {u o2 the
preference of user u by the object o1 over o2 for o1, o2 * D,
where D is a preference domain.

Methods for learning and predicting preferences in an auto-
matic way are among the recent research topics in disciplines
such as machine learning, knowledge discovery and recom-
mender systems. Approaches relevant to the area range from
approximating of an as effective as possible question-answer
process (preference elicitation) to collaborative filtering where
customer preferences are estimated from the preferences of
other customers [2]. In fact, problems of preference learning
can be formalized within various settings, depending on the
underlying type of preference model or the type of information
provided as an input to the learning system. We explore the
role of user preferences in recommender systems.

In a general way, to build an effective preference prediction
system the following process is executed (Figure 1): first elicit
patterns from feedback, which can be explicit (e.g. rating
movies) or implicit (e.g. social data, visual perception, clicks,
logs). The preference mining task consists in deriving a model
from feedback able to infer a preference order between two
given objects. This model is often referred to as prediction
model. In some proposals, any preference mining task is used,
and there is just a user profiling module that seeks to represent
preferences through feature vectors or tensors. In the end,
given some items and a target user u, the goal is to predict a
preference order or a ranking (a special case of total orders of a
set of alternatives) of these items according to u’s preferences.
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Many approaches have been used the term user preferences
for different purposes. In recommender systems, this term
refers to user profiling, i.e., the way that users’ tastes are
represented, generally by means of a feature vector or a
tensor. In general Artificial Intelligence (AI) research, this user
preferences term refers to the preference order over objects
or ranking inferred by a preference model. In our work we
refer to user preferences as well as in AI research line: the
preference order induced over objects.

Problem definition. Given a social network N , a user u and
a preference domain D, return a set P of order relations {u

over D that describes u’s preferences.

III. THE TWITTER SOCIAL NETWORK

Through Twitter Streaming APIs1, during the course of 95
days, we collected tweets related to Brazilian news. All tweets,
retweets and quoted-status2 containing some mention to the
Brazilian newspaper Folha de São Paulo, whose Twitter user
is @folha, were considered. In all, we collected 1,771,435
tweets and 292,310 distinct users in a time span of tweets
posting times from Aug 7 2016 to Nov 9 2016.

Based on such tweets, we applied Latent Dirichlet
Allocation (LDA) [3] to extract a set of topics to represent
user’s preferences. We got a total of 50 topics, that then
were manually grouped in 7 more general topics. In the end,
the preference domain is D = {politics, international,
sports, entertainment, security, economy, others}. The
same crawling and topic extraction strategies were used in
[4], but for a short dataset (3 weeks time span).

IV. MINING USER PREFERENCES FROM TWITTER

We compare two literature methods for preference mining
[5], [6] based on implicit feedback and the baseline method
given by explicit feedback. Despite proposed in literature,
neither of them have been evaluated.

Favorites (FV). This is the method based on explicit feedback.
Intuitively, we can build a preference ranking based on the
number of favorites (likes) a user gives over a topic in
preference domain. Though apparently straightforward, this
method still face to the lack of ground truth problem as
users not necessarily assign as favorite their preferred topics.
Sometimes, favorite can be a strategy to store some important
post which not necessarily is preferred.

Follower Network (FN). This method proposed in [5] is
based on Twitter following relationship. The intuition is that
if a user u1 follows some personalities or celebrities, then u1

prefers topics related to what those personalities represent. For
instance, if u1 follows some representative celebrity user u2

1https://dev.twitter.com/streaming/
2Quoted-status are retweets with comments

from fashion world, and u1 does not follow u3 which is a
religious leader, then u1 prefers fashion topics over religion
topics. Bringing to our context, we match each item in the
preference domain D with specific Twitter users referring
to publishing channels from Folha de S. Paulo. These users
compose the set A. The match is defined by the function
f : A ³ D. For instance, topic t = sports is assigned to
user u =@folhaesporte, t =politics is u =@folhapoder and
so on. Then, we built a follower/following network considering
all users in our dataset and extract preferences of a given
user u according to the following steps : (1) if u does not
follow any v * A then others * D is preferred by u over all
o * D 2 {others}. Else, (2) for each v * A followed by u,
add t { o in PFN , for t, o * D and f(v) = t. Remark that in
this strategy we just have two levels of preferences: the most
preferred objects and the others.

Topic Distribution (TD). This method was proposed in [6]. In
this comparative study we slightly adapted it as our goal is not
recommendation, just user profiling and preference extraction.
The preference mining strategy is based on the number of
tweets/retweets about some topic t * D. The most tweet-
ed/retweeted topic by u is the preferred one over the second
most tweeted/retweeted which is preferred over the third one
and so on. As example, if u posts three times about politics
and two times about sports, then we can establish a preference
order between politics and sports (politics { sports and
sports is preferred over the remaining topics o * D). Here
preference order levels can be deeper than in FN method.

In face of three different methods FV, FN and TD, and a
common preference domain D, our proposal in this article lies
at the combination of these methods in order to obtain a final
set PGR containing trusty preference relations for a given user,
which can supply the lack of ground truth.

V. PRELIMINARY FINDINGS

Our goal in these preliminary experiments is to observe the
preference set mined for each method for a given user. We
seek to answer how the methods FV, FN and TD overlap in
their results? We define the agreement score Su for a given
user u as

Su =
|PM1 + PM2 + ... + PMn |
|PM1 * PM2 * ... * PMn |

(1)

where PMi
is the resultant preference set mined by method

Mi and n > 1 is the total number of methods being combined.
The higher Su the higher the agreement among methods and
thus, more reliable is the resultant preference ground truth set
PGT = |PM1

+ PM2
+ ... + PMn

|.
Considering user u1 (id=279635698), the mined preference

sets are described below.

PFV = {politics {u1
international, politics {u1

sports, politics {u1
entertainment, politics {u1

security,
politics {u1 economy, politics {u1 others}
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Fig. 1. Schema of a traditional preference prediction system.

PFN = {politics {u1
international, politics {u1

entertainment, politics {u1
security, politics {u1

economy, politics {u1
others, sports {u1

international,
sports {u1 entertainment, sports {u1 security,
sports {u1 economy, sports {u1 others}

PTD = {politics {u1 international, politics {u1

sports, politics {u1 entertainment, politics {u1 security,
politics {u1

economy, politics {u1
others}

The corresponding agreement scores for u1 are in Figure 2.
Each CM1,...,Mn

corresponds to the methods combination run.

Combination Su1

CFV,FN 0.454
CFV,TD 1.0
CFN,TD 0.454
CFV,FN,TD 0.454

Fig. 2. Agreement scores among methods FV, FN and TD for user u1

Combination Savg

CFV,FN 0.061
CFV,TD 0.429
CFN,TD 0.066
CFV,FN,TD 0.03

Fig. 3. Agreement scores among methods FV, FN and TD averaged for all
users.

Figure 3 summarizes our results so far. The agreement score
Savg is the average of scores of all users in our dataset.
Notice that the best score is for combination CFV,TD. Also,
FN is the worst performance, penalizing the full combination
CFV,FN,TD score.

Discussions. There are other social network preference mining
methods in literature not embraced in this study [7], [8]. The
challenge is in applying methods proposed for very specific

and diversified contexts in the same preference domain study.
The technique from [7], for example, could not be applied in
our news preference domain due to the lack of comparative
sentences in tweets. In [8] the approach is ranking preference
learning and the preferences are extracted from labels indi-
cating fan page’s political view in Facebook. A problem not
tackled yet relies on consistency issues in resultant preference
set PGT . Given the transitive property of a preference relation
{ over a domain D, PGT is consistent if there is not any
inferred preference o { o * PGT for o * D.

VI. FINAL REMARKS

We have raised the discussion about evaluating without
ground truth in social media research. In this context, we
are studying the problem of preference mining in Twitter
network. Three different existent methods have been imple-
mented considering a common preference domain of news
categories (sports, politics etc). In order to supply the lack of
ground truth in our problem, we have proposed a combination
strategy of the resultant set of preferences of each method
to generate a final trustworthy set of user preferences. Our
next steps will be study more methods [7], [8], [9] and social
networks (Last.fm, Instagram, TikTok), and organize them
according to their main features. Our final goal is to propose a
framework able to extract preferences based on correlation and
causality patterns, to eliminate the need of ground truth sets
of preference relations. We expect that our method generalizes
over other sources of data, for instance IoT domain [10] and
web media [11].
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6th Workshop on Internet of Things—Enablers,
Challenges and Applications

THE Internet of Things is a technology which is rapidly
emerging the world. IoT applications include: smart city

initiatives, wearable devices aimed to real-time health monitor-
ing, smart homes and buildings, smart vehicles, environment
monitoring, intelligent border protection, logistics support. The
Internet of Things is a paradigm that assumes a pervasive
presence in the environment of many smart things, including
sensors, actuators, embedded systems and other similar de-
vices. Widespread connectivity, getting cheaper smart devices
and a great demand for data, testify to that the IoT will
continue to grow by leaps and bounds. The business models
of various industries are being redesigned on basis of the
IoT paradigm. But the successful deployment of the IoT is
conditioned by the progress in solving many problems. These
issues are as the following:

• The integration of heterogeneous sensors and systems
with different technologies taking account environmental
constraints, and data confidentiality levels;

• Big challenges on information management for the appli-
cations of IoT in different fields (trustworthiness, prove-
nance, privacy);

• Security challenges related to co-existence and intercon-
nection of many IoT networks;

• Challenges related to reliability and dependability, espe-
cially when the IoT becomes the mission critical compo-
nent;

• Zero-configuration or other convenient approaches to
simplify the deployment and configuration of IoT and
self-healing of IoT networks;

• Knowledge discovery, especially semantic and syntactical
discovering of the information from data provided by IoT.

The IoT technical session is seeking original, high quality
research papers related to such topics. The session will also
solicit papers about current implementation efforts, research
results, as well as position statements from industry and
academia regarding applications of IoT. The focus areas will
be, but not limited to, the challenges on networking and infor-
mation management, security and ensuring privacy, logistics,
situation awareness, and medical care.

TOPICS

The IoT session is seeking original, high quality research
papers related to following topics:

• Future communication technologies (Future Internet;
Wireless Sensor Networks; Web-services, 5G, 4G, LTE,
LTE-Advanced; WLAN, WPAN; Small cell Networks. . . )
for IoT,

• Intelligent Internet Communication,
• IoT Standards,
• Networking Technologies for IoT,
• Protocols and Algorithms for IoT,
• Self-Organization and Self-Healing of IoT Networks,
• Object Naming, Security and Privacy in the IoT Environ-

ment,
• Security Issues of IoT,
• Integration of Heterogeneous Networks, Sensors and Sys-

tems,
• Context Modeling, Reasoning and Context-aware Com-

puting,
• Fault-Tolerant Networking for Content Dissemination,
• IoT Architecture Design, Interoperability and Technolo-

gies,
• Data or Power Management for IoT,
• Fog—Cloud Interactions and Enabling Protocols,
• Reliability and Dependability of mission critical IoT,
• Unmanned-Aerial-Vehicles (UAV) Platforms, Swarms

and Networking,
• Data Analytics for IoT,
• Artificial Intelligence and IoT,
• Applications of IoT (Healthcare, Military, Logistics, Sup-

ply Chains, Agriculture, ...),
• E-commerce and IoT.

The session will also solicit papers about current implementa-
tion efforts, research results, as well as position statements
from industry and academia regarding applications of IoT.
Focus areas will be, but not limited to above mentioned topics.

TECHNICAL SESSION CHAIRS

• Cao, Ning, College of Information Engineering, Qingdao
Binhai University

• Chudzikiewicz, Jan, Military University of Technology,
Poland

• Zieliński, Zbigniew, Military University of Technology,
Poland
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Abstract—This position paper describes the aims and prelimi-
nary results of the Distributed and Adaptive Edge-based AI Models
for Sensor Networks (DAISeN)1 project. The project ambition is
to address today’s edge AI challenges by developing advanced
AI techniques that model knowledge from the sensor network
and the environment to support the deployment of sustainable
AI applications. We present one of the use cases being considered
in DAISeN and review the state-of-the-art in three research
domains related to the use case presented and directly falling into
the project scope. We additionally outline the main challenges
identified in each domain. The developed Global Navigation
Satellite Systems (GNSS) activation model addressing the use
case challenges is also briefly introduced. The future research
studies planned for the remaining period of the project are finally
outlined.

I. INTRODUCTION

THE NUMBER of solutions that provide Artificial In-
telligence (AI) and Machine Learning (ML) based sys-

tems has been growing recently. These solutions facilitate
the creation of new smart products and services in many
different fields. In addition, sensor networks are undergoing
great expansion and development and the integration of AI
and sensor networks benefits many areas such as Industry
4.0, healthcare, mobility, logistics, and many other Internet-
of-Things (IoT) applications. However, this has also put new
challenges in front of researchers and practitioners. New real-
time AI and ML algorithms are needed along with different
strategies to embed these algorithms in sensor boards and
network nodes such as fog/edge nodes. For example, edge-
based AI requires robust and adaptive models that take into
account the temporal component of a data flow and allow for
vertical and horizontal scaling of the decision-making process.
These models must employ efficient learning algorithms that
are capable of dealing with information varying over time
and coping with large scale missing and inaccurate values. In
addition, the decision-making models should be composable
so that they can be distributed on the edge devices in order to

This work is part of the Sony RAP 2020 Project “Distributed and Adaptive
Edge-based AI Models for Sensor Networks”

1Daisen is a volcanic mountain located in Tottori Prefecture, Sanin Region
of Japan.

ensure a trade-off between the decision accuracy, latency, and
consumed energy per decision.

The IoT is an emerging key technology for future industries
and the everyday lives of people, e.g., it has been playing an
increasingly important role in healthcare, agriculture, home
services, industrial processes, and transportation. Wireless
Sensor Network (WSN) is an enabling technology for IoT [1],
and, by definition, is the bridge between the physical world
and the intelligence residing on the Internet. The integration of
AI and sensor networks (by means of the IoT) are now realities
that are changing our lives. Sensor networks are widely used
to collect environmental parameters, e.g., in homes, buildings,
and vehicles, where they are used as a source of information
that aids the decision-making process and, in particular, it
allows systems to learn and monitor activity. Although there
are numerous advantages of sensor networks, it should be
mentioned that they also consume energy and contribute to
E-waste [2]. These place new stress on the environment and
the smart world.

According to the World Economic Forum (WEF)2, the IoT
is undoubtedly one of the largest enablers for responsible
digital transformation. WEF survey has outlined that more than
80% of IoT deployments are currently addressing, or have
the potential to address the Sustainable Development Goals
(SDGs)3 defined by the United Nations, for example, industry,
innovation, and infrastructure; smart cities and communities;
affordable and clean energy (SDG #7); good health and
well-being (SDG #3); clear water and sanitation (SDG #6);
smart agriculture; responsible production and consumption
(SDG #12).

Today’s IoT solutions embed and leverage AI both in the
end-user services and the network’s management. To boost
sustainability, IoT solutions need to be sustainable and usable.
These goals are achievable only by means of advances in AI,
decision making, and edge and fog computing. AI algorithms
and decision-making models are at the core of state-of-the-
art and future IoT applications and need to be distributed
among IoT devices, such as WSN nodes, and edge and fog

2World Economic Forum, Internet-of-Things Guidelines for Sustainability
(2018) http://www3.weforum.org/docs/IoTGuidelinesforSustainability.pdf

3United Nations’ Sustainable Development Goals https://sdgs.un.org/goals
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nodes, to scale vertically and horizontally, and to minimize
energy consumption. At the same time, the management
of complex IoT infrastructure (that includes fog WSN and
edge/fog computing nodes) should be operated with energy-
aware decision-making mechanisms that leverage distributed
ML/AI techniques. The DAISeN project aims to address the
challenges discussed above by developing:

• advanced AI algorithms for continual, shared, and evolv-
ing learning, that enable learning from multiple data
sources by distributed training, and continual updating
of the model;

• distributed decision-making models allowing vertical and
horizontal scaling in order to guarantee high-quality
decision-making concerning time consumption, energy
consumption, and data communication.

This position paper is organized as in what follows. The
research objectives of the DAISEeN project are described in
Section II. In Section III-B we outline one of the use cases
being considered in DAISeN and review the state-of-the-art
ML and data mining techniques applicable at the edge. They
are analyzed in relation to the use case to bring to evidence the
challenges and gaps the project aims to fill. Preliminary results
are reported in Section IV. Finally, the paper is concluded by
our outlook (Section V).

II. RESEARCH OBJECTIVES

The main focus of the proposed research lies in the usability
of AI on edge devices and fog nodes to improve the perfor-
mance and sustainability of sensor networks and the training
process.

The DAISEeN project will investigate methods for transfer-
ring and adapting AI algorithms to edge devices with limited
computational performance. The ambition is the development
of resource-aware AI algorithms that can be run on edge
nodes. These algorithms take into account the hardware and
software capabilities of the edge nodes and the capabilities
of the communication links between these nodes, always
keeping in mind that a balance is found between the limited
energy resources of edge devices and the complexity of the
AI algorithms. Therefore, the network traffic between the edge
devices has to be kept low. That can be achieved by several
methods such as context-aware techniques [3], dynamic device
clustering, role assignments, or intelligent sensor fusion, and
data reasoning techniques that can account for dynamically
changing surrounding environment, including context predic-
tion.

Another challenge addressed by DIASeN is the development
of advanced AI algorithms for continual, shared, and evolving
learning that enable learning from multiple data sources by
distributed training and continual updating of the model.
This can be achieved by developing unsupervised and semi-
supervised methods to automate knowledge extraction and
learning in data stream scenarios [4], [5]. The main problem
investigated is how the newly arrived information can be
taken into account in the learning phase and can be used for
continuous adaptation of the learned model [6]. In addition,

it will be studied how to develop, train, and evaluate a model
with no direct access to labeled data. Candidate approaches to
address those challenges are:

1) dynamic unsupervised and semi-supervised learning
models that are robust to the appearance of drifting con-
text and additionally enable to learn from multiple data
sources by distributed training, and continual updating
and evolving of the model [4], [6], [7], [8];

2) development of dynamic techniques for automatic anno-
tation (labeling) of the data;

3) usage of transfer learning techniques enabling reuse of
knowledge from training in earlier tasks to subsequent
tasks.

The other research ambition of DAISeN is the design of
distributed/composable data mining models. These models will
allow to vertically/horizontally scale the decision making in
order to guarantee high quality decisions in edge computing
environments. This can be achieved by adopting ML models
that can predict the computational level (i.e., cloud vs. edge)
with respect to the network operational context (e.g., latency
vs. accuracy). Such models will allow one to run the lighter
but less accurate models at the edge for the sake of latency,
and the computation-intensive but higher-accuracy models
in the cloud. The focus is on developing data mining and
ML techniques to maintain local models embedded in the
edge devices and further integrate low-level edge devices’
observations into a global model [4], [5], [9]. Computed at
a higher level, the latest can produce reliable decisions based
on the available input data. Those techniques will produce a
global model even when data from some devices are missing
due to network changes or degradation.

III. DAISEN USE CASE AND STATE OF THE ART

A. A context-aware GNSS activation use case

Sony provides software solutions in smart logistics for
monitoring and tracking goods. GNSS is the used positioning
technique for detecting the tracker’s current position. GNSS is
known to perform well in open sky environments. However,
the trackers may be in any place, such as open outdoors,
crowded city areas, indoors, and so on. Sony would like to
perform context-aware control of GNSS activation by auto-
matically and accurately detecting indoor/outdoor localization
of the trackers by consuming the least energy. The Sony
requirement is to use radio signals received from Long-Term
Evolution (LTE) base stations to detect the environment (in-
door/outdoor). The main idea is that the propagation of radio
signals is affected by the environment. Different environmental
scenarios have different signal strength characteristics. By
learning different signal strength characteristics, it would be
possible to determine the tracker’s environment.

The setup explained above requires advanced AI solutions
that can detect indoor/outdoor localization (environmental
context) of the tracker for controlling GNSS activation in order
to save power. In addition, these models are expected to be
able to continuously adapt to new scenarios and environments,
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as well as to learn in the distributed framework from many
trackers to improve environmental context detection.

B. Current state of the art and challenges

In this section, we review ML and data mining techniques
related to the use case described in Section III-A. The
discussed techniques fall into three main research domains:
context-awareness at the edge, continual and evolving learning,
and federated learning, see Table I.

1) Context awareness at the edge: Our considerations are
limited to indoor/outdoor context-awareness methods at the
edge due to the fact that it is related to the use case discussed
above (see Section III-A).

Efficient knowledge discovery is critical for the optimized
operation and management of IoT/sensor networks. Context
may affect the complex systems’ operation and management
procedures at various levels, from the physical to the commu-
nication, up to the application level [10]. For example, as dis-
cussed above, positioning edge devices, such as smartphones
and trackers, in outdoor areas typically rely on GNSS such
as the Global Positioning System (GPS), which performs well
in open sky environments. However, these devices may be in
any place, such as deep indoors, metal containers, crowded
urban areas, etc. In addition, the GPS consumes too much
energy to be useful for many applications. Therefore, detecting
indoor/outdoor and providing this context-aware information
in various environments may be helpful and lead to battery-
saving solutions. Many indoor/outdoor detection methods have
already been proposed.

In [11], these methods are classified into two main groups:
threshold-based techniques and ML-based techniques. Ap-
proaches in the first group use fixed detection rules and thresh-
olds, such as a sensor reading above a certain value, to classify
an edge node state (e.g., indoor/outdoor). The second group of
solutions uses ML algorithms to detect indoor/outdoor status
based on features extracted from smartphones, edge nodes,
and in general, embedded sensors. ML-based indoor/outdoor
environment detection techniques are in the focus of our
interest and are reviewed further in this section.

In [12], an approach, entitled SenseMe, uses the C4.5 algo-
rithm on data generated from GPS, gyroscope, accelerometer,
and the Bluetooth module to sense environmental context and
the context-aware location. In [13], the authors propose a
sound-based indoor/outdoor detection method that utilizes bi-
nary classification of the environment’s acoustic reverberation
features. Canovas et al. [14] employ a binary classification
technique on the Received Signal Strength Indicator (RSSI)
from 802.11 access points to identify a pedestrian’s indoor or
outdoor status. Ashraf et al. [15] propose MagIO, a solution
that utilizes magnetic field signals sensed by smartphones for
detecting indoor/outdoor states. Magnetic field features are
classified with different ML algorithms, including Support
Vector Machines (SVM), Gradient Boosting Machines (GBM),
Random Forest (RF), k-Nearest Neighbor (kNN), and Deci-
sion Trees (DT). In [16], the authors apply an ML algorithm
to classify the neighboring GSM station’s signal in different

environments and identify the users’ current context by signal
recognition. Radu et al. [17] propose to detect indoor/outdoor
context by employing co-training according to the feature of
light, magnetic, and cell sensors. The proposed solution can
automatically learn characteristics of new environments and
devices, thereby providing a detection accuracy exceeding
90% even in unfamiliar circumstances. Multiple contextual
features are also used in [18], which leveraged J48 and
other ML algorithms to detect the indoor/outdoor state with
high accuracy. An interesting hybrid solution that integrates
unsupervised and supervised algorithms relying on the location
accuracy and signal strength is introduced in [19].

Challenges: Most of the reviewed approaches rely on the
presence of a large amount of labeled data and report higher
performance on datasets coming from the same location-
s/devices as those used to build the model than on new
environments. However, when detecting environmental (in-
door/outdoor) context at the edge level in real-world scenarios
usually labeled data is scarce or entirely missing. Furthermore,
the environment dynamic and the context complexity should
be taken into account, but at the same time, keeping in mind
that the detection models should be light in order to be able
to run on the device [3]. Evidently, novel context-aware data
mining and learning techniques are needed. These must be
resource-efficient, but also should be able to support continual
learning from multiple sources and robust model adaptation to
new environments.

2) Continual and evolving learning: The main ideas de-
picted in the continual learning paradigm are knowledge
sharing, adaptation, and transfer [20]. Continual learning al-
gorithms may have to deal with catastrophic forgetting [21],
data distribution shifts [22], or imbalanced or scarce data
problems [23]. Catastrophic forgetting [21] refers to a model
experiencing performance degradation at previously learned
concepts when trained sequentially in learning new concepts.
The catastrophic forgetting is a significant challenge to tackle
in the continual learning context since, by definition, the
continual learning setting deals with sequences of classes or
tasks. Other challenges that should be considered are data
distribution shifts and the emergence of new classes. Changes
in the data distribution over time are commonly referred to as
concept drift. Gepperth and Hammer [22] define two kinds of
concept drift: virtual and real. Virtual concept drift concerns
the input distribution and may due to imbalanced classes over
time. On the contrary, real concept drift is caused by novelty
on data or new classes and can be detected by its effect on,
e.g., classification accuracy. The continual learning model has
to detect the change and automatically fix it. An undetected
shift in the data distribution will lead to forgetting. Online
change detection algorithms deal with this challenge as it is
shown in [24], [25].

The study [20] surveys different supervised continual learn-
ing approaches and classifies them into three main categories:
replay, regularization-based, and parameter isolation methods.
This classification is based on how task-specific information
is stored and used throughout the sequential learning process.
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TABLE I
2.2. DISTRIBUTED AI REQUIREMENTS IN RELEVANT STATE-OF-THE-ART AREAS

Domain State-of-the-art area Relevant use case requirements

Computations at the edge Context awarness at the edge Detect indoor/outdoor localization of the edge node (tracker)

Learning from streaming data Continual and evolving learning Continuously update the model when new data are available

Distributed AI Federated learning Distributed learning from many edge nodes (trackers)
for improving the context detection

The most important studies published in these three categories
are summarized in Table II. Replay methods replay previous
task samples while learning a new task to alleviate forgetting.
The replayed samples are either reused as inputs for rehearsal
or for constrained optimization of the new task loss to pre-
vent previous task interference. Rehearsal methods explicitly
retrain a limited subset of stored samples while training on
new tasks [26], [27], [28], [29]. In the absence of previous
samples, pseudo rehearsal is an alternative strategy used in
early works with shallow neural networks [30], [31], [32],
[33]. Constrained optimization is considered an alternative
solution to rehearsal by leaving more freedom for backward/-
forward transfer. Rehearsal might be prone to overfitting the
subset of stored samples and appears to be bounded by joint
training [34], [35]. Regularization-based methods introduce an
additional term in the loss function, consolidating previous
knowledge when learning new data. These methods can fur-
ther be divided into data-focused and prior-focused methods.
Knowledge distillation from a previous model to the trained
model on the new data is the primary building block in data-
focused methods [36], [37], [38], [39]. Prior-focused methods
mitigate forgetting by estimating a distribution over the model
parameters used prior when learning from new data [40], [41],
[42], [43], [44], [45]. Parameter isolation methods isolate pa-
rameters for specific tasks and can guarantee maximal stability
by fixing the parameter subsets of previous tasks. For example,
Mallya and Lazebnik [46] have proposed an approach that
uses weight-based pruning techniques to free up redundant
parameters across all layers of a deep network after it has
been trained for a task. Another approach built upon ideas
from fixed network quantization and pruning is introduced
in [47]. A different approach for continual learning is proposed
in [48], namely, it searches for the best neural architecture
for each coming task via sophisticated reinforcement learning
strategies. The studies in [49], [50] also fall into the category
of dynamic architecture-based continual learning solutions.

Most existing continual learning approaches are designed
in a supervised fashion assuming all data from new tasks
have been manually annotated. However, in many real-world
applications of continual learning, e.g., learning from sensor
data streams to make real-time classification, the availability of
relevant labeled data is often low or even non-existing [51],
[52], [53]. Most real-world data is usually not consistently
labeled, i.e., there is no explicit indication of the exact periods
of relevant events and occurrences of interesting trends, which

breaks down the traditional supervised learning paradigm.
Data labeling is mostly done manually by human experts.
This process is, however, labor-intensive, time-consuming,
and very expensive. Unsupervised continual learning, which
is expected to tackle the aforementioned issues, has not
been well studied [54]. Caron et al. [55] have proposed
to iteratively cluster features and update the model with
subsequently assigned pseudo labels obtained by applying a
standard clustering algorithm. Another recent work proposes
to perform clustering and model updates simultaneously to
address the model’s instability during the training phase [56].
However, these methods only work on static datasets and
cannot learn new knowledge incrementally. In [57], the authors
introduced a simple and effective method that, in an unsuper-
vised setting, can be adapted to existing supervised continual
learning approaches. The authors propose to use a pseudo
label instead of the ground truth to make continual learning
feasible in unsupervised mode. The pseudo labels of new data
are obtained by applying a global clustering algorithm.

Evolving clustering models are good candidates to tackle
concept drift scenarios. They have been designed to mine
massive datasets or online continuous data streams in an
unsupervised learning context by grouping and by summa-
rizing data in a fast-incremental manner. Evolving clustering
methods can process data stepwise and update and evolve
cluster partitions in incremental learning steps [58], [59]. Ac-
cording to [58], different phases of an evolutionary clustering
algorithm can be categorized into matching, accommodating
new data, and model refinement. Dynamic clustering is also
a form of online/incremental unsupervised learning [4], [6],
[7], [9], [60]. However, it considers the incremental fashion
of building the clustering model and self-adaptation of the
built model. Dynamic clustering algorithms can split or merge
the clusters based on the need.

Challenges: Data is often collected from unreliable sources,
possibly having missing values and inaccurate labels. Hence,
there is a need for a conceptually new learning framework
to support continual and evolving learning under uncertainty
and noise [51], [53]. In general, to take advantage of new
developments in AI research, such as shared and continual
learning [61], we need novel data mining and learning models.
Those models should be capable of dealing with unlabeled
data having large-scale missing and inaccurate labels, enabling
learning from multiple data sources via distributed training and
continual evolution of the model [62], [63] while efficiently
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TABLE II
MAIN CATEGORIES OF SUPERVISED CONTINUAL LEARNING METHODS ACCORDING TO THE SURVEY PUBLISHED IN [20].

Method’s category Sub-categories Studies Pros & Cons

Replay

Rehearsal [26], [27], [28], [29] Limited scalability,
Privacy issues,
No clear policy for unbalanced
tasks,
Task-agnostic

Pseudo-rehearsal [30], [31], [32], [33]

Constrained [34], [35]

Regularization-based
Prior-focused [40], [41], [42], [43], [44], [45] Prioritizing privacy,

Alleviated memory requirements,
Task-agnosticData-focused [36], [37], [38], [39]

Parameter isolation Fixed Network [47], [46] Efficient memory,
Prevents scalable class
incremental setupDynamic Architectures [48], [49], [50]

dealing with catastrophic forgetting and automatically adapting
to real concept drift.

3) Federated learning: Federated learning (FL) has been
introduced as promising collaborative learning, where edge
devices such as smartphones, tablets, sensors, etc. keep their
local data in their premises and exchange model parameters
with a central server for global model aggregation [64], [65].
The global model is updated by averaging the local model
parameters received by all the edge devices and is shared with
them again. These operations are repeated at each iteration
round. This setup has many advantages but also challenges
such as expensive communication, systems heterogeneity due
to the verity of devices in federated networks, and privacy
concerns [66]. The iterative nature of FL requires massive
communication between the central server and edge devices
to train a global model [65]. The communication overhead
at each iteration is not negligible, especially for complex
models, large-scale applications, and high-frequency updates,
and it becomes a challenge to be addressed [64], [65], [67].
Recently, many studies aiming to reduce communication costs
have been proposed. For example, [68] use models of dif-
ferent sizes to address heterogeneous clients equipped with
different computation and communication capabilities, while
the work in [69] uses decentralized collaborative learning
in combination with the master-slave model. The majority
of solutions that address the problem of reducing network
overhead in FL could be classified into two main categories.
The first category incorporates works that reduce the total
number of bits transferred for each local update through data
compression. The second category includes studies that aim
at reducing the number of local updates during the training
process.

The authors of [70] propose an enhanced FL technique by
introducing an asynchronous learning strategy on the clients
and a temporally weighted aggregation of the local models
on the server. The layers of the deep neural networks are
categorized into shallow and deep layers. The parameters of
the deep layers are updated less frequently than those of the
shallow layers. In addition, a temporally weighted aggregation
strategy is applied on the server to make use of the previously

trained local models, thereby enhancing the accuracy and
convergence of the central model. The paper [71] designs two
novel strategies to reduce communication costs. The first relies
on lossy compression on the global model sent server-to-client.
The second strategy uses Federated Dropout (FD), which
allows users to efficiently train locally on smaller subsets of
the global model and reduces the client-to-server communica-
tion and the local computation. Deep Gradient Compression
(DGC) is proposed to significantly reduce communication
bandwidth [72]. The authors of [73] introduce a new com-
pression framework, entitled Sparse Ternary Compression, that
is specifically designed to meet the requirements of the FL
environment. The authors of [74] implement a Federated Opti-
misation (FedOpt) approach by designing a novel compression
algorithm for efficient communication. Then, they integrate
additively homomorphic encryption with differential privacy to
prevent data from being leaked. Malekijoo et al. [75] develop
a novel framework that significantly decreases the size of
updates while transferring weights from the deep learning
model between clients and their servers. A novel algorithm,
namely FetchSGD, that compresses model updates using a
Count Sketch, and takes advantage of the mergeability of
sketches to combine model updates from many workers, is
proposed by [76]. Xu et al. [77] present a Federated Trained
Ternary Quantization (FTTQ) algorithm, which optimizes the
quantized networks on the clients through a self-learning
quantization factor.

A novel FedMed method with adaptive aggregation is
proposed using the topK strategy to select the top workers
with the lowest losses to update the model parameters in each
round in [74]. Asad et al. [78] have provided a novel filtering
procedure on each local update that only transfers significant
gradients to the server. The study proposed by [79] identifies
the relevant updates of participants and uploads them only to
the server. Specifically, at each round, the participants receive
the global tendency and check the relevancy of their local
updates with the global model. If they align, the updates are
uploaded. An FL two-step client selection protocol based on
resource constraints instead of the random client selection is

VESELKA BOEVA ET AL.: DISTRIBUTED AND ADAPTIVE EDGE-BASED AI MODELS FOR SENSOR NETWORKS (DAISEN) 75



proposed by [80]. FedPSO, a global model update algorithm,
transmits the model weights only to the client that has pro-
vided the best score (such as accuracy or loss) to the cloud
server [81].

Challenges: So far there is no evidence of how FL ap-
proaches are reducing the number of bits transferred compared
to FL approaches that reduce the number of local updates.
However, concerning the latter category of approaches, it is
vital to find out more efficient FL schemes other than FedAvg,
which converge with the same speed as FedAvg and apply to
any FL applications [82]. For example, the studies in [83]
and [84] have explored an approach that applies clustering
optimization to bring efficiency and robustness in FL’s commu-
nication: only the most representative updates are uploaded to
the central server for reducing network communication costs.

IV. PRELIMINARY RESULTS

A. An inductive system monitoring approach for GNSS acti-
vation

In order to address the above challenges, we have designed a
GNSS component activation model for mobile tracking devices
which automatically detects indoor/outdoor environments us-
ing the radio signals received from LTE base stations [3]. We
use an Inductive System Monitoring (ISM) technique [85] to
model environmental scenarios captured by each tracker via
extracting clusters of corresponding value ranges from base
stations’ signal strength. The ISM-based model is built by
using the tracker’s historical data labeled with GPS coordi-
nates. The built model is further refined by applying it to the
data without GPS location collected by the same device. This
procedure allows us to identify the clusters that describe semi-
outdoor scenarios. Thus, the model enables to discriminate
between two outdoor environmental categories: open outdoor
and semi-outdoor. Each cluster models an open outdoor or a
semi-outdoor scenario by defining a range of allowable values
for each base station in a given input vector. The vector of high
values and the vector of low values in a cluster are considered
as the cluster’s representatives describing a specific environ-
mental scenario. Evidently, the proposed model supplies the
user with easily interpretable representations of the device’s
outdoor environmental scenarios. Note that the built ISM-
based model does not contain the description of the indoor
environmental scenarios, i.e., during the monitoring phase,
data samples that do not fit any of the clusters are interpreted
as belonging to the indoor environment. As a result, the built
model is small and has modest requirements with respect to
storage and computations.

B. Evaluation results

The proposed ISM-based GNSS activation approach is
studied and evaluated on real-world data provided by Sony [3].
The used dataset contains radio signal measurements collected
by five trackers and their geographical location in various
environmental scenarios. We have explored the performance
of the built ISM-based GNSS component activation model on
this dataset in three different experiments. The obtained results

TABLE III
MODEL’S ACCURACY (%) ON DATA WITHOUT GPS COVERAGE FOR

SORTED AND UNSORTED TRACKERS’ SIGNAL STRENGTHS

Model Sorted signals Unsorted signals
M-d1 99.89 64.44
M-d2 57.15 49.82
M-d3 61.49 60.40
M-d4 68.81 56.04
M-d5 71.94 72.83

have been analyzed and interesting patterns about the GNSS
activation problem have been extracted. For example, we have
conducted an experiment in which we use data with GPS cov-
erage collected by each tracker to build a model representing
the tracker’s behavior. In addition, either the collected signals
strengths by the trackers have been sorted in descending order,
or they have been left as initially received. For testing, data
without GPS coverage have been used. Table III lists the
accuracy of the models for each tracker device with and
without sorting the signal strengths. As one can observe,
most models (M-di, i = 1, . . . , 5) exhibit, except d5, higher
accuracy in the case of sorted signal strengths. In addition,
in another experiment, we have discovered that the models
built on unshuffled data have shown higher performance.
Furthermore, we have compared the performance of the model
built on the data collected from all five devices with that of
the individual trackers’ models. The latter have demonstrated
higher performance than the overall model. Evidently, the use
of models with sorted and unshuffled signals is recommended.
In addition, the customization of each tracker’s model to the
device specific environmental scenarios is preferred, since it
ensures higher performance.

The obtained evaluation results will be used for further
improvement and optimization of the developed model (see
our future plans in Section V). The company is currently
evaluating and testing the model in the field.

V. OUTLOOK

This paper describes the main objectives, identified chal-
lenges, and preliminary results of the DAISeN project. The
main findings, valid for the reviewed research domains falling
into the scope of DAISeN, reveal that in order to address the
current challenges at the edge, we need novel resource and
energy-efficient data mining algorithms and ML models robust
to noisy, unlabeled, and missing data. Additionally, algorithms
that enable learning from multiple data sources by distributed
training and continual model adaptation are required.

In order to address the identified challenges, in the first half
of the project, we have developed a novel GNSS component
activation model for mobile tracking devices which is able
to automatically detect indoor/outdoor environments based on
the radio signals received from LTE base stations. The future
research studies planned for the remaining period of the project
involve the development of a domain integration GNSS activa-
tion technique that enables the integration of GNSS activation
models built on different domains (devices/locations) into an
overall model. In addition, we have the ambition to design
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a distributed GNSS activation framework that is enabled to
create a shared model with the help of a large number of edge
devices.

REFERENCES

[1] J. A. Manrique et al., “Contrasting internet of things and wireless
sensor network from a conceptual overview,” in 2016 IEEE Int.
Conference on Internet of Things and IEEE Green Computing and
Communications and IEEE Cyber, Physical and Social Computing
and IEEE Smart Data, pp. 252–257. [Online]. Available: https:
//doi.org/10.1109/iThings-GreenCom-CPSCom-SmartData.2016.66

[2] R. Arshad et al., “Green iot: An investigation on energy saving practices
for 2020 and beyond,” IEEE Access, vol. 5, pp. 15 667–15 681, 2017.
[Online]. Available: https://doi.org/10.1109/ACCESS.2017.2686092

[3] S. Abghari, V. Boeva, E. Casalicchio, and P. Exner, “An inductive system
health monitoring approach for gnss activation,” in Artificial Intelligence
Applications and Innovations. Springer Nature Switzerland, 2022.
[Online]. Available: https://doi.org/10.1007/978-3-031-08337-2_36

[4] V. M. Devagiri, V. Boeva, and E. Tsiporkova, “Split-merge evolutionary
clustering for multi-view streaming data,” Procedia Computer Science,
vol. 176, pp. 460–469, 2020. [Online]. Available: https://doi.org/10.101
6/j.procs.2020.08.048

[5] C. Åleskog, V. M. Devagiri, and V. Boeva, A Graph-Based Multi-view
Clustering Approach for Continuous Pattern Mining. Cham: Springer
International Publishing, 2022, pp. 201–237. [Online]. Available:
https://doi.org/10.1007/978-3-030-95239-6_8

[6] V. Boeva et al., “Bipartite split-merge evolutionary clustering,” in Int.
conference on agents and AI. Springer, 2019, pp. 204–223. [Online].
Available: https://doi.org/10.1007/978-3-030-37494-5_11

[7] E. Lughofer, “A dynamic split-and-merge approach for evolving cluster
models,” Evolving systems, vol. 3, no. 3, pp. 135–151, 2012. [Online].
Available: https://doi.org/10.1007/s12530-012-9046-5

[8] C. Nordahl, V. Boeva, G. Håkan, and M. P. Netz, “Evolvecluster: an
evolutionary clustering algorithm for streaming data,” Evolving Systems.
[Online]. Available: https://doi.org/10.1007/s12530-021-09408-y

[9] V. M. Devagiri, V. Boeva, and S. Abghari, “A multi-view clustering
approach for analysis of streaming data,” in AI Applications and
Innovations, I. Maglogiannis, J. Macintyre, and L. Iliadis, Eds.
Springer International Publishing, 2021, pp. 169–183. [Online].
Available: https://doi.org/10.1007/978-3-030-79150-6_14

[10] T. E. Bogale et al., “Machine intelligence techniques for next-generation
context-aware wireless networks,” Int. Telecommunication Union Jour-
nal, 2018.

[11] Y. Zhu et al., “A fast indoor/outdoor transition detection algorithm
based on machine learning,” Sensors, vol. 19, no. 4, p. 786, 2019.
[Online]. Available: https://doi.org/10.3390/s19040786

[12] P. Bhargava et al., “Senseme: a system for continuous, on-device, and
multi-dimensional context and activity recognition,” in Proceedings
of the 11th Int. Conference on Mobile and Ubiquitous Systems:
Computing, Networking and Services, 2014, pp. 40–49. [Online].
Available: http://dx.doi.org/10.4108/icst.mobiquitous.2014.257654

[13] R. Sung et al., “Sound based indoor and outdoor environment detection
for seamless positioning handover,” ICT Express, vol. 1, no. 3, pp.
106–109, 2015. [Online]. Available: https://doi.org/10.1016/j.icte.2016.
02.001

[14] O. Canovas et al., “Wifiboost: A terminal-based method for
detection of indoor/outdoor places,” in Proceedings of the 11th
Int. Conference on Mobile and Ubiquitous Systems: Computing,
Networking and Services, 2014, pp. 352–353. [Online]. Available:
https://doi.org/10.4108/icst.mobiquitous.2014.258063

[15] I. Ashraf et al., “Magio: Magnetic field strength based indoor- outdoor
detection with a commercial smartphone,” Micromachines, vol. 9,
no. 10, 2018. [Online]. Available: https://doi.org/10.3390/mi9100534

[16] W. Wang et al., “Indoor-outdoor detection using a smart phone
sensor,” Sensors, vol. 16, no. 10, p. 1563, 2016. [Online]. Available:
https://doi.org/10.3390/s16101563

[17] V. Radu et al., “A semi-supervised learning approach for robust
indoor-outdoor detection with smartphones,” in Proceedings of the 12th
ACM Conf. on Embedded Network Sensor Systems, 2014, p. 280–294.
[Online]. Available: https://doi.org/10.1145/2668332.2668347

[18] T. Anagnostopoulos et al., “Environmental exposure assessment using
indoor/outdoor detection on smartphones,” Personal and Ubiquitous
Computing, vol. 21, no. 4, pp. 761–773, 2017. [Online]. Available:
https://doi.org/10.1007/s00779-017-1028-y

[19] R. P. Souza et al., “A big data-driven hybrid solution to the indoor-
outdoor detection problem,” Big Data Research, vol. 24, p. 100194,
2021. [Online]. Available: https://doi.org/10.1016/j.bdr.2021.100194

[20] M. D. Lange et al., “A continual learning survey: Defying
forgetting in classification tasks,” IEEE transactions on pattern
analysis and machine intelligence, vol. PP, 2021. [Online]. Available:
https://doi.org/10.1109/TPAMI.2021.3057446

[21] R. M. French, “Catastrophic forgetting in connectionist networks,”
Trends in cognitive sciences, vol. 3, no. 4, pp. 128–135, 1999. [Online].
Available: https://doi.org/10.1016/S1364-6613(99)01294-2

[22] A. Gepperth and B. Hammer, “Incremental learning algorithms and
applications,” in European symposium on artificial neural networks
(ESANN), 2016. [Online]. Available: https://hal.archives-ouvertes.fr/hal
-01418129

[23] P. Sprechmann et al., “Memory-based parameter adaptation,” in Int.
Conference on Learning Representations, 2018. [Online]. Available:
https://openreview.net/forum?id=rkfOvGbCW

[24] V. Moens and A. Zénon, “Learning and forgetting using reinforced
bayesian change detection,” PLoS computational biology, vol. 15, no. 4,
p. e1006713, 2019. [Online]. Available: https://doi.org/10.1371/journal.
pcbi.1006713

[25] Y. Sun et al., “Planning to be surprised: Optimal bayesian exploration in
dynamic environments,” in Int. conf. on AGI. Springer, 2011, pp. 41–51.
[Online]. Available: https://doi.org/10.1007/978-3-642-22887-2_5

[26] M. De Lange and T. Tuytelaars, “Continual prototype evolution:
Learning online from non-stationary data streams,” in Proc. of the
IEEE/CVF Int. Conf. on Comp. Vision, 2021, pp. 8250–8259. [Online].
Available: https://doi.org/10.1109/iccv48922.2021.00814

[27] S.-A. Rebuffi et al., “icarl: Incremental classifier and representation
learning,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, 2017, pp. 2001–2010. [Online]. Available:
https://doi.org/10.1109/CVPR.2017.587

[28] D. Isele and A. Cosgun, “Selective experience replay for lifelong
learning,” in Proc. of the AAAI Conference on AI, vol. 32, no. 1, 2018.

[29] D. Rolnick et al., “Experience replay for continual learning,” Advances
in Neural Information Processing Systems, vol. 32, 2019.

[30] H. Shin et al., “Continual learning with deep generative replay,”
Advances in neural information processing systems, vol. 30, 2017.
[Online]. Available: https://dl.acm.org/doi/10.5555/3294996.3295059

[31] F. Lavda et al., “Continual classification learning using generative
models,” Proceedings of the 32nd Conference on Neural Information
Processing Systems (NeurIPS) 2018, 2018.

[32] J. Ramapuram et al., “Lifelong generative modeling,” Neurocomputing,
vol. 404, pp. 381–400, 2020. [Online]. Available: https://doi.org/10.101
6/j.neucom.2020.02.115

[33] C. Atkinson et al., “Pseudo-rehearsal: Achieving deep reinforcement
learning without catastrophic forgetting,” Neurocomputing, vol. 428,
pp. 291–307, 2021. [Online]. Available: https://doi.org/10.1016/j.neuc
om.2020.11.050

[34] D. Lopez-Paz and M. Ranzato, “Gradient episodic memory for
continual learning,” Advances in neural information processing systems,
vol. 30, 2017. [Online]. Available: https://dl.acm.org/doi/10.5555/329
5222.3295393

[35] A. Chaudhry et al., “Riemannian walk for incremental learning:
Understanding forgetting and intransigence,” in Proceedings of the
European Conference on Computer Vision (ECCV), 2018, pp. 532–547.
[Online]. Available: https://doi.org/10.1007/978-3-030-01252-6_33

[36] Z. Li and D. Hoiem, “Learning without forgetting,” IEEE transactions
on pattern analysis and machine intelligence, vol. 40, no. 12, pp.
2935–2947, 2017. [Online]. Available: https://doi.org/10.1109/TPAMI.
2017.2773081

[37] H. Jung et al., “Less-forgetting learning in deep neural networks,”
Proceedings of the AAAI Conference on Artificial Intelligence, no. 1,
2018. [Online]. Available: https://doi.org/10.1609/aaai.v32i1.11769

[38] A. Rannen et al., “Encoder based lifelong learning,” in Proceedings
of the IEEE International Conference on Computer Vision, 2017, pp.
1320–1328. [Online]. Available: https://doi.org/10.1109/ICCV.2017.148

[39] J. Zhang et al., “Class-incremental learning via deep model
consolidation,” in Proc. of the IEEE/CVF WACV, 2020, pp. 1131–1140.
[Online]. Available: https://doi.org/10.1109/WACV45572.2020.9093365

[40] J. Kirkpatrick et al., “Overcoming catastrophic forgetting in neural
networks,” Proceedings of the national academy of sciences, vol.
114, no. 13, pp. 3521–3526, 2017. [Online]. Available: https:
//doi.org/10.1073/pnas.1611835114

VESELKA BOEVA ET AL.: DISTRIBUTED AND ADAPTIVE EDGE-BASED AI MODELS FOR SENSOR NETWORKS (DAISEN) 77



[41] S.-W. Lee et al., “Overcoming catastrophic forgetting by incremental
moment matching,” Advances in neural information processing systems,
vol. 30, 2017. [Online]. Available: https://dl.acm.org/doi/10.5555/329
4996.3295218

[42] F. Zenke, B. Poole, and S. Ganguli, “Continual learning through synap-
tic intelligence,” in International Conference on Machine Learning.
PMLR, 2017, pp. 3987–3995.

[43] X. Liu et al., “Rotate your networks: Better weight consolidation and
less catastrophic forgetting,” in 2018 24th ICPR. IEEE, 2018, pp. 2262–
2268. [Online]. Available: https://doi.org/10.1109/ICPR.2018.8545895

[44] R. Aljundi et al., “Memory aware synapses: Learning what (not) to
forget,” in Proceedings of the European Conference on Computer Vision
(ECCV), 2018, pp. 139–154.

[45] A. Chaudhry et al., “Efficient lifelong learning with a-GEM,” in Int.
Conf. on Learning Representations, 2019.

[46] A. Mallya and S. Lazebnik, “Packnet: Adding multiple tasks to a single
network by iterative pruning,” in Proc. of IEEE CVPR, 2018, pp. 7765–
7773. [Online]. Available: https://doi.org/10.1109/CVPR.2018.00810

[47] A. Mallya et al., “Piggyback: Adapting a single network to multiple
tasks by learning to mask weights,” in Proceedings of the European
Conference on Computer Vision (ECCV), 2018, pp. 67–82.

[48] J. Xu and Z. Zhu, “Reinforced continual learning,” Advances in Neural
Information Processing Systems, vol. 31, 2018. [Online]. Available:
https://dl.acm.org/doi/10.5555/3326943.3327027

[49] R. Aljundi et al., “Expert gate: Lifelong learning with a network of
experts,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, 2017, pp. 3366–3375. [Online]. Available:
https://doi.org/10.1109/CVPR.2017.753

[50] A. Rosenfeld and J. K. Tsotsos, “Incremental learning through deep
adaptation,” IEEE transactions on pattern analysis and machine
intelligence, vol. 42, no. 3, pp. 651–663, 2018. [Online]. Available:
https://doi.org/10.1109/TPAMI.2018.2884462

[51] Z. Chen and B. Liu, “Lifelong machine learning,” Synthesis Lectures on
AI and ML, vol. 12, no. 3, pp. 1–207, 2018.

[52] G. De Francisci Morales et al., “Iot big data stream mining,” in
Proceedings of the 22nd ACM SIGKDD int. conference on knowledge
discovery and data mining, 2016, pp. 2119–2120. [Online]. Available:
https://doi.org/10.1145/2939672.2945385

[53] H. M. Gomes et al., “Machine learning for streaming data: state of
the art, challenges, and opportunities,” ACM SIGKDD Explorations
Newsletter, vol. 21, no. 2, pp. 6–22, 2019. [Online]. Available:
https://doi.org/10.1145/3373464.3373470

[54] M. Masana et al., “Class-incremental learning: survey and performance
evaluation on image classification,” arXiv preprint arXiv:2010.15277,
2020.

[55] M. Caron, Bojanowski et al., “Deep clustering for unsupervised
learning of visual features,” in Proceedings of the European conference
on computer vision (ECCV), 2018, pp. 132–149. [Online]. Available:
https://doi.org/10.1007/978-3-030-01264-9_9

[56] X. Zhan et al., “Online deep clustering for unsupervised representation
learning,” in Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, 2020, pp. 6688–6697. [Online].
Available: https://doi.org/10.1109/cvpr42600.2020.00672

[57] J. He and F. Zhu, “Unsupervised continual learning via pseudo labels,”
arXiv preprint arXiv:2104.07164, 2021.

[58] A. Bouchachia, “Evolving clustering: An asset for evolving systems,”
IEEE SMC Newsletter, vol. 36, pp. 1–6, 2011.

[59] M. Zopf et al., “Sequential clustering and contextual importance mea-
sures for incremental update summarization,” in Proceedings of COLING
2016, the 26th Int. Conference on Computational Linguistics: Technical
Papers, 2016, pp. 1071–1082.

[60] M. Wang et al., “A novel split-merge-evolve k clustering algorithm,”
in 2018 IEEE 4th Int. Conference on Big Data Computing Service and
Applications (BigDataService). IEEE, 2018, pp. 229–236. [Online].
Available: https://doi.org/10.1109/BigDataService.2018.00041

[61] T. Mitchell et al., “Never-ending learning,” Communications of the
ACM, vol. 61, no. 5, pp. 103–115, 2018. [Online]. Available:
https://doi.org/10.1145/3191513

[62] I. Stoica et al., “A berkeley view of systems challenges for ai,” arXiv
preprint arXiv:1712.05855, 2017.

[63] A. Tegen et al., “Towards a taxonomy of interactive continual and
multimodal learning for the internet of things,” in Adjunct Proceedings
of the 2019 ACM Int. Joint Conference on Pervasive and Ubiquitous
Computing and Int. Symposium on Wearable Computers, 2019, pp.
524–528. [Online]. Available: https://doi.org/10.1145/3341162.3345603
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NOWADAYS, information security works as a backbone
for protecting both user data and electronic transactions.

Protecting communications and data infrastructures of an in-
creasingly inter-connected world have become vital nowadays.
Security has emerged as an important scientific discipline
whose many multifaceted complexities deserve the attention
and synergy of computer science, engineering, and information
systems communities. Information security has some well-
founded technical research directions which encompass access
level (user authentication and authorization), protocol security,
software security, and data cryptography. Moreover, some
other emerging topics related to organizational security aspects
have appeared beyond the long-standing research directions.

The International Forum of Cyber Security, Privacy, and
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ference on Cyber Security, Privacy, and Trust (INSERT’19)
focuses on the diversity of the cyber information security
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Abstract—As autonomous cyber-physical systems are respond-
ing to the dynamism of our hyper-connected digital world, they
are forming so called dynamic autonomous ecosystems, which
require a change in methods ensuring their safe behavior. Within
this change, reactions to predictable scenarios need to be replaced
with adaptability to the unpredictable context, with gradual
safety mechanisms, able to decide whether or not to trigger a
certain mitigation procedure. In this paper, we outline our vision
towards evolution of safety mechanisms to support dynamic and
self-adaptive architectures of autonomous ecosystems. We are
proposing an approach to address this research problem with the
help of trust and reputation combined with gradual adaptation
of safety procedures at runtime.

I. INTRODUCTION

THE growing demand for complex autonomous cyber-
physical systems is stimulating their advancement in the

direction of forming cooperative and collaborative autonomous
ecosystems [1]. Such autonomous ecosystems, i.e. dynamic
autonomous systems of systems, can provide a higher degree
of autonomy and are capable of adapting to previously un-
known situations. At the same time, however, their dynamic
and self-adaptive nature is making it very challenging to ensure
their safe and secure behavior, both at the individual level as
well as at the level of the ecosystem as a whole [2].

The recent rapid development in autonomous driving is
indicating that new autonomous systems might be joining
city ecosystems sooner than the cities need to get ready to
ensure the safety of these ecosystems as a whole, which is
challenging not only technically but also from the perspective
of understanding the ways in which societies perceive safety
and trust in these autonomous systems.

Even though there has been substantial progress in the
research of the methods ensuring safety in individual au-
tonomous systems, the methods are falling short on the larger
scale of autonomous ecosystems, in which the individual
autonomous systems dynamically join and leave the ecosystem
and interact with each other in a decentralized manner [1]. In
this environment where multiple autonomous systems operate
in the same physical space with high level of complexity and
dynamic context changes, existing safety-assurance methods
on the level of each individual systems might become too
rigid to support the overall ecosystems.

Borrowing from the ways in which our societies ensure
safety of its members, one of the most promising ways towards
the safety of dynamic autonomous ecosystems is through the
mechanisms of adaptive safety reflecting the actual safety risks
in a given situation, which can be understood based on the trust

and trustworthiness of the ecosystem members one interacts
with [3], [2].

To stimulate the progress in this emerging field, the aim of
this paper is to examine the problem of safety-assurance in
dynamic autonomous ecosystems and envision an approach
for adaptive safety in the ecosystems. Namely, we set the
foundations for a new approach to adaptive safety, responding
to the level of trust among autonomous systems. To this end,
we first identify and present five scenarios of the key chal-
lenges related to safety in dynamic autonomous ecosystems,
and then propose a framework to support adaptive safety in
the ecosystems.

The structure of the paper as follows: Section 2 identifies
the key challenges of adaptive safety in dynamic autonomous
ecosystems and presents the example scenarios. Section 3
discusses research related to the addressed problem, fol-
lowed with Section 4 presenting a solution and proposing a
framework to support adaptive safety in dynamic autonomous
ecosystems. Section 5 discusses assumptions and limitations
made in designing the approach, which is followed with a
conclusion and summary of future work.

II. PROBLEM DESCRIPTION

Safety as it is perceived and enforced on the level of
individual autonomous cyber-physical systems is falling short
on the magnitude of ecosystems [2]. The techniques that are
capable of keeping a single system safe are not scaling to a
dynamic ecosystem where member systems are heterogeneous
and can join or leave the ecosystem at any time. This context
requires an adaptive approach to safety that should be based
on a kind of classification among member systems. One of the
most promising strategies that only started to emerge recently,
is to adapt safety to the level of trust among components
within the whole ecosystem. In that context, a component of
the autonomous ecosystem that is reported as untrusted by
other ecosystem members (impacting its reputation within the
ecosystem) might fall under (temporary) safety supervision
and control, safeguarding its trustworthy operation.

To set the context for this research, this section identifies
and discusses five challenges (described in the individual
subsections) that need to be resolved to set the foundation
of our approach to trust-driven adaptive safety in dynamic
autonomous ecosystems. Our aim is to provide a solution to
these challenges and propose a safety assurance framework for
autonomous ecosystems on top of it.
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A. Intentional vs. unintentional behavior

When an action done by an autonomous system has been
classified as malicious, knowledge about the intent of this
system can be an important decision factor when selecting
the right kind of reaction. Unintentional malicious behavior
can happen due to a malfunction in one of the components of
the autonomous systems, delay in network communication or
a software bug. On the other hand, it is possible to design a
system that behaves in a harmful way in certain situations and
tries to inflict as much damage as possible [2].

Fig. 1. Example scenario where intent classification is important

Consider an example in Figure 1 where two autonomous
vehicles are meeting at an intersection. If vehicle B sends
false information about its speed to vehicle A, relying on this
information would cause a crash. In case the sensor responsible
for measuring the speed of vehicle B is malfunctioning, a
good course of action for vehicle A is to slow down and
let vehicle B merge into the lane without interfering with it.
However, if vehicle B is programmed to crash into vehicle A,
the mitigation would not be sufficient in avoiding a crash.

B. Supervision awareness

Unintentional malicious behavior can be sometimes cor-
rected by letting the system know that it is behaving the wrong
way. However, in some cases this operation would equip
the system with additional information that could leveraged
against another systems or to compromise the integrity of the
ecosystem as a whole [2].

In the past decade, there were multiple scandals where ve-
hicle manufacturers installed supervision awareness detection
in their products [4]. The goal of this piece of software was
to detect whether the vehicle is under emissions test or used
by its owner. Based on the detected context, the ECU was
instructed to reduce the CO2 emissions by lowering the overall
torque and power produced by the engine. This example can be
simply extended to the domain to the autonomous ecosystems,
where a member system can behave differently if it is being
monitored and start behaving maliciously when it detects that
the supervision is suspended.

C. Misclassification of behavior

When deciding whether an action of a system is malicious
or not, there is always a margin of error. No classification

technique can be always perfect and this inherently carries
some danger when using such technique to make decision
about enforcing safety mechanisms. If a behavior is incorrectly
classified as malicious, reactions to this false-negative sce-
nario can unnecessarily limit the functionality of the system.
Furthermore, the result can influence any future interaction
with this system can be restricted in the ecosystem. On the
other hand, when a malicious action is wrongly classified
as regular or safe behavior, this case is a false-positive and
it can allow the system to cause even more damage then it
originally intended to inflict on the ecosystem [2]. Some kind
of compensation between these two extremes is necessary to
both maintain the functionality and also ensure safety.

Fig. 2. Example scenario where misclassification can cause issues

Consider a scenario in Figure 2 where both misclassification
cases can cause issues. If autonomous vehicle C is not capable
of detecting the malicious intent of autonomous vehicle D,
the situation can escalate into a frontal crash. Meanwhile, if
vehicle D is wrongly classified as malicious, the triggered
collision avoidance mechanism can slow down vehicle C more
than it would be necessary with a correct classification. This
would slow down the whole intersection for a longer amount
of time that could affect other autonomous vehicles as well.

D. Feedback loops

The possibility of repetitive misclassification in multiple
systems that interact with each other can create an even more
challenging issue. Safety mechanisms invoked by one system
can be interpreted by other systems as malicious. Any reaction
to this false-negative can be also interpreted as malicious
which can cause a gradual triggering of more and more strict
safety features in every interacting system. This can even lead
to a permanent stall of the whole ecosystem, especially if
one of the member systems has been intentionally designed to
cause an issue like this. This possibility should be considered
when designing the safety architecture of an ecosystem [2].

Fig. 3. Example scenario where feedback loop can cause dangerous behavior
of both vehicles

Figure 3 shows two autonomous vehicles heading in the
same direction, where vehicle E has a higher speed rating and
eventually it would overtake vehicle F. If vehicle F does not
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recognize the overtaking action and classifies the acceleration
of vehicle E as malicious, it can accelerate to a higher speed
to avoid a possible collision. This behavior can be interpreted
by vehicle E as malicious and as a reaction it could decrease
its speed. As there is no reason for vehicle F to increase its
speed anymore, it can adjust its speed to the initial one. If
vehicle E returns to its original speed, the whole situation can
repeat itself from the beginning. The other possible outcome is
to adjust the speed of both vehicles to the same speed, which
would be not optimal for vehicle E as it is capable of higher
speeds for a longer amount of time.

E. Compatibility

In any autonomous ecosystems there is a possibility of hav-
ing heterogeneous member systems, manufactured by various
vendors, using different implementations that not necessarily
provide the same (safety) features. In order to ensure the safe
behavior of the ecosystem, it is necessary to be able to provide
some kind of backwards compatibility for systems with a
reduced set of safety features. Alternatively, the ecosystem
should be able to (at least temporarily) equip these systems
with some kind of common safety mechanism. An extreme
edge case of this problem is when a human is interacting with
the ecosystem, which can be interpreted as a member system
with zero compatibility and no possibility to receive a new
safety mechanism.

Fig. 4. Example scenario for a critical compatibility issue

The example in Figure 4 shows four vehicles meeting at
an intersection. Autonomous vehicles G and H use the most
modern safety assurance framework which provides a solution
for all the problems stated in Section 2. Autonomous vehicle
I uses a different implementation in which some of these
problems are not fully covered. Lastly, vehicle J is driven by
a human who has no or minimal knowledge about what kind
of software is running on the three autonomous vehicles.

III. STATE OF THE ART AND RELATED WORK

Safety can be interpreted differently in each domain. Our
research found that the most relevant definitions for our

purposes are "the ability of a distributed application and its
parts to continue operating in a safe manner during and after
a transformation" [5] and the "avoidance of hazards to the
physical environment" [6].

A. Safety in Autonomous Vehicles

Research in the area already covers most of the safety
aspects of individual autonomous systems. Collision avoid-
ance [7], communication security and recovering from at-
tacks [8], [9] in the subdomain of autonomous vehicles are
not dealing with safety on the magnitude of an ecosystem as
a whole. Safety assurance in vehicle platooning [10] on the
other hand is close to the area of interest, however, it does not
provide answers to all the problems stated in Section 2.

B. Simplex architecture

The concept of "using simplicity to control complexity" [11]
implemented by the Simplex architecture is an interesting
approach to ensuring safe behavior of a system, popular in
control systems and beyond. The core of the idea is to split
up a system into a complex component (advanced controller)
supporting all its ordinary behavior and a simpler component
(baseline controller) that is only intended to resolve critical sit-
uations. A decision module between these two components can
select which one should be enabled in certain situations [12].
While combining multiple simplexes can be a viable solution
in having a complex system of systems where each system
is responsible for its own safe behavior [13], [14], they are
not designed to deal with uncertain situations. Also they can
be prone to feedback loops and the lack of the granularity of
the safety assurance can cause problems if a misclassification
occurs [2].

Fig. 5. The simplex architecture [14]

C. Self-adaptation

Self-adaptive cyber-physical systems are capable of han-
dling uncertain situations [15]. This adaptability can be
achieved by techniques such as runtime model querying [16]
or Monitor Analyze Plan Execute with Knowledge (MAPE-
K) [17] feedback loops. Security that is defined as "something
"concerned with protecting assets from harm" can be also
enforced in an adaptive way that is being evaluated during
runtime [18]. This and techniques like Adaptive Control Lya-
punov Functions aCLFs [19] can be also applied to (instead
of security) enforce the safety of an autonomous system.
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Although these solutions are well designed for autonomous
systems, they do not provide answers to securing an ecosystem
as a whole. Scaling a feedback loop by distributing it to
multiple systems face difficulties as member systems are not
always collaborative.

Fig. 6. Framework to support adaptive security [18]

D. Safety in distributed ecosystems

When considering safety in largely distributed ecosystems,
wireless networks become a noteworthy source of knowledge,
even though their most important aspect is communication
security [20], [21]. The way how ad-hoc and self organiz-
ing mesh networks [22], [23] work strongly resembles the
dynamicity in autonomous ecosystems. Techniques from this
subdomain [24], [25], [26] might be useful in our context. It is
however limiting that they can only cover the cyber part of a
cyber-physical ecosystem. Cutting off a node from a network
can surely increase safety, however, ignoring a robot or an
autonomous vehicle in a similar way can cause more problems
than it solves. Moreover, such scenario could hint a malicious
system about no longer being monitored, which introduces the
problem of supervision awareness in the ecosystem.

E. Classification of behavior

Determining if an action done by a system is malicious or
not is the most important factor when selecting the appropriate
reaction in other member systems. Due to the dynamicity of
the ecosystem, such classification has to be conducted contin-
uously and at real-time. In an ideal case, each member system
could have its own model constructed [27] and propagated
that could be queried by other systems to decide on further
actions. The approach is called models@run.time [16] and it
is intended to be used in scenarios that were not taken into
account when the system had been designed [28]. The problem
with this approach is the requirement of a valid model for each
member system, which is not always possible to construct.
Another issue is the distribution of these models and the fact
that sharing them with malicious systems might equip them
with knowledge about vulnerabilities and increase the overall
attack surface [2].

IV. PROPOSED SOLUTION

Ensuring safe and secure behavior of autonomous cyber-
physical ecosystems is a challenging task and it requires a new
approach on how relationships between individual entities are
perceived. The inherent complexity and the dynamic context
changes of the consistency of such ecosystems cannot be
solved during design time. Therefore, any proposed solution
has to able to handle previously unexpected or uncertain
situations during runtime. Referring to our previous work [2]
and Liu et al. [29], we believe that leveraging real-time
evaluated trust among ecosystem components can provide
sufficient input to make real-time decisions about safety in
dynamic autonomous ecosystems [30].

The definition of trust can to be borrowed from different
branches of science [31], such as Psychology [32], Philoso-
phy [33] and Organizational Management [34]. Simply put,
autonomous systems shall understand trust similarly as we
humans do.

Most of the research in the area is conducted around the
qualitative understanding of trust [31], i.e. classifying it into a
binary form to either trust or not to trust. These approaches,
however, due to the lack of the granularity of their output, are
prone to misclassification. Since the appearance of the Internet
of Things, there are some promising approaches that are able
to assess trust quantitatively [29], e.g. into a percentage. Due to
the higher variety in the output, such methods are statistically
less likely to be far away from the right result in case of an
error in the trust calculation. It is important to mention, that
trust can be calculated directly (trust) from a target system or
obtained indirectly (reputation) from other systems that have
had former interactions with the target system [35], [36], [37].
In some cases the two can be merged into a combined value
with predefined or dynamic weights.

Any input consumed by our solution has to be more granular
than a binary, e.g. to trust or not to trust. This should
significantly reduce the chance of errors happening due to
misclassification as the distance between the ideal and the
actual output is statistically lower than in a binary situation.
This granularity should be mirrored in the safety enforcement
with a graduality of triggering safety mechanisms or exposing
features towards other autonomous systems [2].

The decision tree for a single autonomous system of an
example safety mechanism is shown in Figure 7. For sim-
plification, it assumes a numeric input coming from a trust
model with a decimal number between 0 and 1. This trust
level is being continuously recalculated in real-time against
any interacting autonomous system and used to decide which
features should be exposed or concealed and which safety
mechanisms should be triggered in individual situations. A
low trust level allows a minimal set of features and a large
number of safety mechanisms and as the trust level is growing,
the trend is gradually reversing. It is important, that safety
mechanisms are also available on the highest level of trust
and the system can move to a lower trust level at any time
during its operation.
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Fig. 7. Example decision tree: actions to take based on trust [2]

A. Safety Assurance Framework

The envisioned framework supporting trust-based adaptive
safety is drafted in Figure 8. Its core components are the Trust
Model, the Decision Tree and the Safety Module connecting
these two. 1) The Trust Model calculates a Trust Value of a
target system based on inputs from sensors and a reputations
propagated by other actors of the ecosystem. 2) The Trust
Value calculated by the model is consumed by the Safety
Module and propagated to other systems doing similar calcu-
lations. 3) The Safety Module using the Decision Tree selects
what safety mechanisms should be enabled or disabled and
what features can be exposed to or concealed from the target
system. 4) The Decision Tree allows the possibility to alter
itself either by a software update or by the system itself using
a self-adaptive technique.

The process of trust calculation is continuously triggered by
the Safety Module after each adaptation cycle. This ensures
that the system has the most recent information about how
much a target system can be trusted at all time.

In case the Trust Value has been assessed wrongly, granu-
larity of the trust output combined with the gradual triggering
of safety features significantly decreases the margin of error

and its consequences. In case a system with high level of trust
behaves maliciously, the fast recalculation of the Trust Value
can not just help the attacked system to quickly adapt, but
this new information can be propagated to other members of
the ecosystem. The spreading reputation can influence trust
computations in other systems, ensuring their safety features
are prepared for a future encounter with a malicious sys-
tem. Furthermore, fresh reputation information might provide
means to end a feedback loop introduced by wrong trust
calculations.

The real-time recalculation and quick reaction time of
triggering safety features should address most of the possible
issues related to the detection of intent. Due to the continuous
recalculation of the Trust Value, supervision awareness is also
addressed by this technique. A malicious system that previ-
ously maximized its trustworthiness to access a certain feature
can be quickly detected. We envision that trust propagation in
ecosystems would create clusters of safely operating member
systems and push malicious ones to the periphery. Interaction
with them should not be completely severed as knowledge
about them can be helpful in preventing further harm in the
future.

If trust is calculated by using predictive simulations via
Digital Twins [3], the same Digital Twins can be also used
to partially determine the capabilities of other systems. This
equips the Safety Assurance Framework with critical informa-
tion regarding compatibility and might prevent certain cases
of feedback loops. In this case the framework has to be able
to receive Digital Twins and run predictive simulations even
independently from its Trust Model. It is also necessary to
consider situations when digital twins are not available or
predictive simulation is not an option, e.g. in case of a human.
Most importantly, the Decision Tree has to be constructed in
a way that it handles these situations.

B. Example scenario

Consider a scenario of two autonomous vehicles in Figure 9
leveraging our framework. Both vehicles can in advance assess
how much they trust each other. In case if that information
is available, they can rely on reputation propagated by other
actors of the ecosystem as well. From the perspective of
vehicle A, when trust towards the malicious vehicle B is
calculated as 0.7, the system would initially trigger safety
mechanisms only for avoiding a frontal collision by moving to
the right side of the road. As the Trust Value is high enough,
this information would be communicated to vehicle B. If the
malicious behavior is becoming more obvious, the constantly
recalculated Trust Value first drops to 0.4, vehicle A begins to
reduce its speed and tries to find a course that would minimize
the risk of a collision. As the vehicles are getting closer to
each other and the Trust Value reaches 0.2, an active collision
avoidance mechanism takes over the control and tries to keep
safe distance from vehicle B.

In a reversed scenario if the wrongly calculated Trust Value
is 0.2, the same active collision avoidance mechanism is
controlling vehicle A. Vehicle B detects this behavior and
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Fig. 8. Framework to support Trust-based Adaptive Safety

Fig. 9. Example scenario

also starts behaving more cautiously, which increases the Trust
Value towards it to 0.5. This leads to more information sharing
between the two vehicles and the increased number of inputs
increases the Trust Value to 0.9 by the time the two vehicles
meet and they both move to their right side of the road and
continue with an increased speed.

After their encounter, both vehicles store the final Trust
Value, that would prevent them from getting into similar
scenarios with each other. In the meantime, all calculated
Trust Values are propagated into the ecosystem (in terms of
a reputation of each individual vehicle), which should reduce
any misclassification for other actors.

V. DISCUSSION

Our approach proposes a paradigm shift in comparison with
existing solutions. This paper is exploratory in nature and
intends to start a community discussion about future steps in
this direction.

Even though trust is the designated decision factor in our
approach, it is only considered as an input to the proposed
mechanism. The Trust Model is treated as a black box and
its main requirement is to produce a non-binary granular
output. Having a safety mechanism decoupled from its input
allows us to have additional flexibility. Autonomous systems
can implement different Trust Models [30] and it might also
happen that decision factors other than trust will be consumed
by the solution.

Our future plans are to finalize the specification of the
Safety Assurance Framework and define its input and output

interfaces. Meanwhile, our research team is reviewing trust
computation methods that can be consumed by the proposed
solution. After both are ready and available, our plan is to
reach out to automotive companies and work together with
them to validate the framework on real-life case studies.

VI. CONCLUSION

Due to the rising complexity of autonomous ecosystems,
new software-architecture mechanisms are necessary to re-
spond to the dynamicity of changes while ensuring safety
even in uncertain situations. In this work, we propose to
address this challenge via mechanisms to gradually enable
safety mechanisms based on the assessed level of trust towards
other members of the ecosystem, in combination to new ways
of assessing the trustworthiness of individual system compo-
nents. Furthermore, we describe the fundamentals of a Safety
Assurance Framework that would support this mechanism. In
our next steps we plan to create a more thorough design of the
framework and validate it on case studies provided by possible
partners from the industry. We believe that this idea will evolve
into a set of prototypical tools supporting promoting of safe
autonomous ecosystems.
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Abstract—Due to the COVID-19 pandemic, individuals have
been encouraged to obtain COVID-19 vaccinations. As part of
the vaccination process, it is necessary to verify the identity before
obtaining the vaccines. Incorrectly identifying the individuals
could lead to serious consequences. For example, an incorrect
vaccination schedule ( e.g., incorrect timing between doses and
incompatible brands) may cause undesired side effects to an indi-
vidual, so it should be more accurate and convenient to identify
themselves whenever and wherever people are required. One of
the most effective and commonly used identification methods
is face-to-face (or offline) identification. However, the method
is typically time-consuming and is not suitable for the current
situation where individuals should avoid direct contact. Hence,
there is a growing trend for an online identification method where
individuals use digital credentials to identify themselves. This
paper suggests an online authentication system for improvements
by investigating how different people authenticate themselves
online in each country for COVID-19 vaccination. Comparing
the online authentication systems between a country that have
their national identification cards or not makes the Pros and
Cons of both systems clear, particularly, in Japan and Thailand.

Index Terms—COVID-19, Online Identification, Digital ID

I. Introduction

S INCE the COVID-19 is spread, it has been recommended
to have the vaccination in most countries. The vaccination

process must be correct to identify each person and make
it easy to vaccinate many kinds of people. Currently, the
reservation process is mainly online to avoid many citizens
from gathering in person. The notable issues are to distin-
guish whether those who have done the required number of
vaccination or not clearly in the defined situation and control
individual vaccine data, authenticating themselves. That is why
what to certify must associate with a national database to deal
with data efficiently in that situation.

The governments of each country are required urgent dif-
ferent responses based on their identification contexts. For
example, most people in the USA use mainly Social Security
Number(SSN) to identify themselves, and Japan has identity
cards as well, however, some people do not have a way to
identify. On the other hand, almost all people in Thailand
have a unique national identity card. Therefore, Japan has
different contrast contexts to Thailand in identifying each

person because there is no obligation to have a unique national
identity card like those in Thailand have.

The main contributions of this paper are three-fold. The
first is an investigation of common identification methods
commonly used to identify individuals. The second is a
detailed comparison between the identification methods used
in Japan and Thailand to understand their advantages and
disadvantages and how the methods work. The third is the
proposal of an online identification method that is more secure
and as convenient to use as the methods currently used in Japan
and Thailand.

The remaining of this paper is organized as follows. In
Section II, we introduce related works about basic issues the
current identity cards have. In Section III, we summarize gen-
eral authentication system in Japan, also present the COVID-
19 vaccination flow. In Section IV, we analyze authentica-
tion levels based on situations in Thailand and explain the
COVID-19 vaccination flow. In Section V, the Pros and Cons
of authentication systems are presented. In Section VI, we
recommend an online authentication system for improvements.
In Section VII, we conclude this paper and descrive further
work.

II. Literature review

Traditionally, identity cards are used to authenticate people
in most all countries[1]. In Japan, there are many kinds of
identity cards. Some of them are easily falsified because
counterfeiting businesses exist, so it can not be determined if
they are authentic or not. The effective measurement is to com-
plement personal information without violating human rights.
Identity cards should not refer to just name and biometric
information but also a person’s background. Additionally, to
prevail identity cards with integrated circuit chips results in
preventing them from counterfeiting, however, they have not
spread well yet. Discussing how methods to use authentication
can sort out these problems and realize correct authentication,
compared to Thailand’s authentication methods.

The certification of residence is used as a major social
infrastructure in Japan, which means people in Japan are
controlled by each province depending on their residence[2].
Every city hall manages the data and uses them for authentica-
tion on each person when enforcing public service, however,
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the system could not work in Tohoku earthquake (11 March
2011) because of the power outage. Under this situation, it
takes a lot of time to distinguish people who lose every identity
card due to the disaster in addition to not generalizing a formal
identity card. Volunteer medical workers confirm in person the
patient’s name and address[3]. Predictably, the current certi-
fication method will shift from physical certificates in visible
form to media-information independent of them. A better way
of authentication should work in these circumstances.

III. User identification in Japan
In general and formal, the number of required identity

certifications is up to the difficulty to obtain and how accurate
they are.

TABLE I
One is sufficient identification

One document
· A driver’s license · A Passport
· A individual number card · A welfare certification
· A certification of driving history · A residence card for foreiner

There are a driver’s license, a passport, and so on as one
sufficient document to identify. Their specification is to attach
a facial photo in addition to individual information.

TABLE II
Two are sufficient identification

Two documents
mandatory one of them at least any identify cards
· A certification of insurance · A certification of residence
· A certification of national pension · A issue from governments
· A mother and child health handbook · A receipt of social insurance
· A certification of the stamp used for signature · A receipt of public utility

On the other hand, if more than one document is needed
for a person’s authentication, at least one of them has to be
from the list of mandatory documents, e.g. the certification
of insurance or the certification of national pension. Japanese
people have an obligation that they join one of the various
insurance and pay a pension, so obtaining certifications like
these is not harder than obtaining a driver’s license and a
passport. For example, when people create banking accounts
on sites, in addition to those kinds of identification cards,
people need a name stamp used for their signature and required
identification to verify their name, address, and birthday. That
is why can authenticate individuals more correctly because
if they do not have the same name stamp used to enroll in
the bank account, they can not authenticate themselves. They
must inform the bank that they have lost their name stamp and
create a new one in the name stamp shop. On the other hand,
when people apply for a bank account online, they need two
identity cards as follows. The required documents are more
rigorous than the general situation.
• A driver’s license
• A passport
• A individual number card
• A certification of insurance

• A residence card for a foreigner 1

First, people take a picture of identity cards. Next, they fill
out the blank regarding name, address, mail address, and place
of work. Finally, SMS is sent by websites, then they confirm
the numbers.

Hence, if people do not have any identity cards, they can
not authenticate themselves in the required situation although
it is not mandatory to have regularly their identity cards
every time. Those who have a residence in Japan indeed have
individual numbers for each person like the Thailand system,
even if they are babies and foreigners, however, the individual
numbers currently are required in only limited situations such
as when you are hired. In conclusion, the main cards used as
identification are the certification of insurance, the certification
of residence, and a driver’s license.

People must authenticate themselves in also COVID-19
vaccine situation. The incorrect certification caused some
problems like the unexpected doses of different vaccine makers
and abnormal time of vaccination, but high authentication
security disturbs people from vaccinating conveniently. In
Japan’s vaccination process, the necessary factors are to have
the certification of residence and a vaccine ticket written with
individual numbers for the COVID-19 vaccine. When people
vaccinate, they can even use only a certification of insurance
without combining it with other identity documents, which
becomes easier to vaccinate every people, unlike the general
situation.

Obtainning documents 
based on certificating of the residence

Web or Telephone reservation& 
Vaccination Control

Venues for vaccination

Do you have a
certification  

of residence?

Are you home 
less?

Do you have any
Identity cards? Inject

Apply for the certification of
insurance

[Start]
Citizen

No

Consult by
yourself

Yes

Individual 
documents 

Yes

Procedure in city halls

Apply for 
 documents

No

Online 
reservation

ûIndividual number for vaccination 
ûIndividual information

Yes

No A certification
of insurance

[Stop] 
Citizen

A vaccine
certification

Patient
data

Control in city hallsIndividual authentication in the insurance company

Fig. 1. Japanese vaccination flowchart

First, citizens could obtain the documents which include a
vaccine ticket written with individual numbers for the COVID-
19 vaccine, a medical history form, and guidance notifications
from their city halls in their homes for the first time dose. That
is why people who are homeless can not obtain them because
they do not have the certification of residence, so they need
to consult with city hall clerks by themselves. Only if people
are not homeless, there are situations in that people could not
obtain them automatically as follows.
• Japanese people who are not currently living in their

home districts. This includes those that move to other

1It can not be combined with a passport
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districts recently and those that are currently staying
abroad.

• Foreigners who are staying in Japan for more than three
months.

These people have to apply for documents to their city halls by
themselves, and their city halls mail the documents to them.

After obtaining a vaccine ticket, there are mainly two ways
of reserving a vaccination in Japan. One is that people could
reserve the vaccination date and the venue through websites,
filling the blanks requiring individual numbers for COVID-
19 vaccine, name, birthday, phone number, and mail address.
The other is through the telephone. People are asked about
the same information as websites. In both ways, they do not
have to show real identity cards, unlike online creating bank
accounts. When they vaccinate in the hospital, they must bring
the vaccine ticket, medical history form, and identity cards to
identify themselves before vaccinating and controlling vaccine
information. Exactly, all Japanese people have no less than the
certification of insurance as identity cards because entering
insurance is an obligation in Japan if only they are losing it or
in the process of changing insurance. In any situation, they can
obtain their one immediately based on insurance companies.

Finally, hospitals distribute and attach the vaccine cer-
tification to the vaccine ticket for people who have done
vaccination, and it is used for authentication for second-
time doses, combining individual numbers for COVID-19 and
identity cards. Moreover, Hospitals have to inform city halls of
patient data for COVID-19 vaccination. According to that, city
halls control them and prevent from sending plural vaccine
tickets to the same person. Since the end of last year, it
has become possible to obtain vaccine certification through
an app thanks to a digital agency organized by the Japanese
government. To use it, people must have their individual
number card with an integrated circuit chip, because the app
use "near field communication (NFC)" technology through an
integrated circuit chip. That is why people need to have NFC
smartphones compatible with an individual number card.

IV. User identification in Thailand
In Thailand, every person who is at least 7 years old is

legally obliged to carry a national identity card whenever
outside. The national identity card is made from plastic with
an integrated chip like a Japanese individual number card.
While Japanese governments have tried to prevail against it,
a similar card has already spread in Thailand. It is used
for a variety of situations such as when people create bank
accounts, obtain a driver’s license, and enroll in insurance.
The Thailand national card has included these information as
follows, and which are controlled by Department of Provincial
Administration(DOPA).
• Name
• Gender
• Birthday
• Religion
• Blood type
• Address

• 13 digits individual number

Every transaction is held online usually, using them in gen-
eral. Electronic Transactions Development Agency(ETDA) has
made a definition of what kinds of identification citizens
should need based on situations. It is called Identity Assurance
Level(IAL)[4]. The certification levels are different though
people use mainly their national identity cards.

TABLE III
The IAL layers

IAL levels What people need
IAL 1.1 No identification

IAL 1.2 A copy of the national identify card
A copy of a passport

IAL 1.3 The real national identify card
A real passport

IAL 2.1

The integrated chip data extracted from the
national identify card and confirming phone
numbers
Reading the NFC data sent from a
passport and a taking facial photo

IAL 2.2

The integrated chip data extracted from the
national identify card, cheking authentication
with DOPA data base and confirming phone
numbers
Reading the NFC data sent from a passport
and taking a facial photo

IAL 2.3

The integrated chip data extracted from the
national identify card,cheking authentication
with DOPA data base and confirming phone
numbers
Reading the NFC data sent from a passport
and taking a photo of IC chip and facial photo,
comparing with biometric certification

IAL 3

The integrated chip data extracted from the
national identify card,cheking authentication
with DOPA data base, confirming phone
numbers and meeting in person or virtual

Unlike Japan’s identification system, whenever need to cer-
tify, citizens use the unique identification card in Thailand. To
select the most appropriate identification[5], IAL levels help
agencies decide which ways to identify people are appropriate
for their digital service demands. Particularly, in the COVID-
19 situation, the level of online reservation and vaccination
protocols are included around IAL 2.

Reservation or Vaccinating Control

Do you need 
reservation? Are you  

foreigners?

[Stop] 
Citizen

Phone
numbers
for OTP[Start]

Citizen

Search venues
they can vaccine

 venues for vaccination

Yes

Online 
reservation

InjectNo
The national identity card  

or 
A Passport for foreigners

Install 
 "Mor Phrom" App

Vaccine certificate
numbers of  

13 digits
Yes

National
identification

number 
of 13 digits

No

Fig. 2. Thailand vaccination flowchart
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First, citizens search the venues for vaccination and could
go there even if they do not reserve in advance as well as
foreigners. Next, it is required to show only the national
identity card or passport to identify in the venues. This is
how they can vaccinate smoothly for the first time. Finally,
"Mor Phrom" is spread to certify the COVID-19 vaccination.
Citizens need only three steps with the required identity
documents. The first step is to enter 13 digits numbers with the
national identity card, so they are used instead of the individual
numbers issued for a vaccination ticket in Japan. In the case of
foreigners, the venues issue the specific 13 digits numbers for
the vaccine certification. The next step is to enter the phone
number to send One Time Password(OTP). After that, once set
the original password, it certifies the vaccination information
whenever and wherever citizens want to show it. Therefore,
the level of the vaccine certification process is included in IAL
1.1 because they use only 13 digits numbers.

On the other hand, there are other apps requiring more
accurate authentication in Thailand. For example, in addition
to the use of the 13-digit number, more secure approaches
have been introduced in the Tang Rat app launched by the
Digital Government Development Agency. It has four steps to
identify a person as follows.

1) Take a picture of the national identity card to scan infor-
mation, using optical character recognition technology.

2) The system check statements exactly, which is the same
way to confirm the identity of the taxpayer.

3) Take a movie to compare the facial photo in the national
identity card, using a high-reliability way of animation.

4) Set Password for requiring a login.
Hence, this certification level is included in IAL 1.3. From

now on, it will be used as an innovation applying a digital
platform to support government services via digital systems.

V. Comparison and Discussion
Comparing each context in both countries helped summarize

the Pros and cons of the identification systems in Japan and
Thailand. In Japan, the certification of residence is used to
identify mainly and basically from a long time ago. It has two
functions that register our addresses and certify themselves,
going through changes along with historical problems. The
government has distributed some profits per residence[6]. Now,
it is in still time to adapt to changing the demands of society.
That is why the individual number card is spread to prevent
falsification more strictly.

The reasons the national individual card has not spread are
not relating a function and an efficiency standpoint but political
aspects. It is sometimes difficult to identify a person in terms of
the used technologies. In the case of COVID-19 vaccinations,
the required identification procedures are less rigorous because
the government has to encourage the citizens to vaccinate.

On the other hand, in Thailand, the national individual
card was issued to control the information of the population
in 1909[7]. Currently, it is mainly used for identification in
a variety of situations, associated with a national individual
database.

TABLE IV
Pros and cons about identification system in Japan

Japanese online identification system
Pros Cons

· Easy to understand
Japanese political contexts

· Need to apply for
some identifications

by ourselves
· Due to the World War II,

we reluctant to have
an individual card

· Possibilities of
falsification

· a variety of
identification cards

· Most of identification
cards do not associate

with national individual
database

TABLE V
Pros and cons about identification system in Thailand

Thailand online identification system
Pros Cons

· The national individual
card associates with

national individual database

· The high risks
of leaking individual

informaiton
· Easy to obtain the
identification card

· Most of services
linked the specific card

· People tend to remember
individual numbers

As for the Pros, the identification system in Thailand im-
proves the Japanese identification assignments. Moreover, as
long as people remember their numbers, that might be helpful
to distinguish them even in a disaster. In practice, the Mor
Phrom app requires only individual numbers to authenticate.
The government did not have to distribute new issues, unlike
the Japanese vaccine ticket. Having a national identifying
card for everyone promotes easily implementation of national
policies.

VI. Reccomendations

As a result, concerning both countries’ authentication, a
national identity card should be spread like a Thailand one
even in Japan. There are four required main factors in this
card. The first factor is that the card should include an
integrated circuit chip to prevent its falsification. The second
is to associate it with a national database by using individual
numbers. When governments implement policies, it works
helpfully to record and control them. The third is that it should
be easy to obtain and free to apply for, unlike a driver’s
license. Fourth is to attach a facial photo for certification with
individual information on the card. According to the Japanese
authentication, it found out to need to show a facial photo in
the correct document to authenticate. Following these factors,
the card will become the basis of certification and relate to a
new online authentication system.

To show a real identity card by each time to identify
leads to the possibility to leak individual information and
the high risk of losing the card every time. For sake of
avoiding that danger, the better authentication method is to
introduce an identification digital ID shifted from physical
certificates independent of each person, even though in person.
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That is realized through an app that fits the requirements
that it is possible to identify as long as entering OTP used
phone number or e-mail and verifying by facial recognition or
password after showing a real identification card only in the
enrollment.

[Start]
App 

Enter Individual
numbers

Enter OTP

                      ûMobile phone 
                  ûE-mail

Verify

                             ûFacial recognition 
                  ûPass word

National
database

Identification

Authentification

Is the authentication 

correct? 

No

Epoch gEpochmax

Yes

No

[End] 
App 

Yes

Show the
identification 

result

Block chain

Fig. 3. The app identifying flowchart

The app connects national database storing individual in-
formation based on an identity card. The data are protected
by blockchain technology, and also it records access logs,
then sends a notification alert to users. Currently, there is
a similar system in Thailand. It is called the National Dig-
ital ID platform(NDID). This system is available via the
Bangkok Bank Mobile Banking application for Thai nationals.
In the enrollment, people use citizen ID card information,
OTP received via SMS and facial recognition. If they are
going to certify, a digital process via NDID allows users to
apply for particular services that request digital authentication,
using facial recognition verification. A problem is the cost
of introducing everywhere. They can not use this platform

wherever they want to introduce it. It is important to think
about how to save the cost and be available for every case.

VII. Conclusion and Further work

This paper seeks a better authentication method online,
comparing the countries which have contrasting authentication
systems in COVID-19. The ideal system should promote more
accurate certification, avoid leaking individual information, be
independent on a physical real card, be easy to introduce
for everyone, and serve the same IAL levels in a variety
of situations. There are two challenges to be addressed in
implementation. One is that a national identity card must
be spread widely first as realizing this system, however,
Japanese encounter slow dissemination of a national identity
card with an integrated circuit chip. Gaining an understanding
of Japanese people is significant to solving this problem. The
other is to develop a required app, saving cost to introduce
it wherever it is needed indeed from now on. Through this
app, it becomes possible to certify people online and offline
via a national database even though they do not show a real
identity card every time. That results in decreasing the risk
of stealing individual information. The future authentication
method could be reliable on an invisible digital thing.
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Abstract4The problem of  optimization and effective man-

agement of parking spaces is one of the main problems faced by

modern cities.  Therefore,  in  creating  Smart  Cities  solutions,

more and more attention is focused on the possibilities of using

advanced ICT tools to improve these processes. According to

the authors of the article, such a method can be the creation of

the so-called Digital Twin. In order to present the simulation

possibilities that can be achieved by using a Digital Twin, the

authors identified the chances of obtaining the data resources

necessary for creating the simulation. Identification and evalu-

ation of data sources had a character of a pilot study and re-

ferred to four car parks located in Wroclaw. On the example of

one of them, an attempt was made to create an indicator of the

type of traffic. The theoretical considerations and research pre-

sented in the paper are elements of research on creating Smart

City solutions carried out by the team of authors.

I. INTRODUCTION

OWADAYS, we can observe the growing use of ICT
(Information-Communication Technology) in  various

areas.  ICT  plays  an  important  role  in  our  lives  and  the
proper functioning of organizations. It is used not only to fa-
cilitate communication, data storage, but more and more in
every possible way. The current development of technology
has focused on the use of mathematics, statistics and econo-
metric models in analytics and decision-making processes.
The development of tools and new technologies has resulted
in the development of new tools that help reflect reality and
make changes on  it  before they are  implemented in  "real
life".

N

The created tools allow not only to model a potential sce-
nario  (through  ongoing  verification  of  "combined"  ele-
ments),  but  also  to  recreate  it  in  a  virtual  environment,
change and assess the quality of these changes. Most people
make decisions  and/or  create  new solutions  based  on  the
simulation of a specific thing/phenomenon. The word "sim-
ulation" itself comes from Latin and means "pretending". It
can also be said that simulations play a bigger role today
than a few years ago. With the help of simple simulations,
we can quickly and easily generate the output data, based on
the input sample. Such results can then be further analyzed
(including the use of data drilling algorithms) to detect ap-

propriate relationships between the data and create specific
models. 

Simulations are used in various fields such as economics,
including  business,  mathematics,  computer  simulation
games, engineering sciences. Programs supporting the cre-
ation of simulations can be domain-specific as well as gen-
eral use. This means that not every program will be able to
implement a specific project. 

The authors in this article continue their research in the
field of efficient parking space management in Smart Cities.
During the analysis of the literature, it was noticed that until
now computer simulation was not used. A "simulation" was
used, the aim of which was to create a prototype of the sys-
tem. These prototypes either generated data based on a spe-
cific  algorithm or  tried  to  create  a  basis  for  a  simulation
model.

The article consists of the following parts. The first part
discusses the role of simulation, Digital Twin and open data
in improving Smart City processes. The second part deals
with the problems of modern parking spaces in cities. The
third part shows how open data can be used in the simula-
tion of parking spaces in cities on the example of four park-
ing lots in WrocCaw. The whole thing ends with a discussion
and conclusions in the area of open data usability in the sim-
ulation process.

II.SIMULATION BASED APPROACH TO STREAMLINED SMART

CITY PROCESSES

Simulation  is  an  approximate  reproduction  of  the  phe-
nomena or behavior of an object using its model. A special
type of model is a mathematical model, often written in the
form of a computer program. The concept of simulation was
borrowed from traditional language learning. To "simulate"
means to look similar to other people or to copy the behav-
ior of such people. In the context of computer simulation,
we are talking about copying the operation of the entire sys-
tem or copying specific situations with the use of a computer
program.

More precisely,  "computer  simulation" can  be  called  a
numerical method used to carry out experiments on specific
types  of  mathematical  models  that  characterize,  using  a
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digital machine, the operation of a complex system over an 

extended period of time. 

From these definitions it can be concluded that: 

" computer simulation is a method based on conducting 

research on dynamic models that discuss the existing or 

developed systems, 

" the research reason for the computer simulation is to 

obtain information about the work of the analyzed 

system over time, 

" computer simulation uses a computer program as a work 

tool while carrying out the research objective, which is 

the official representation of the model of the analyzed 

system. 

" computer simulation as a method is a system of 

consciously selected research activities, ie the structure 

of phased works leads to the achievement of the set 

research goal. 

 Conducting a simulation enables the analysis of the 

process in various variants, which are verified in a virtual 

way, thus not affecting the activity of the process in real 

time. However, based on well-developed control parameters, 

consistent with the actual state, it can be said with high 

probability that the analyzed process variant has a chance to 

be implemented in the economic reality [7]. Each simulation 

requires the definition of basic principles [4]: 

" in the case of complex processes subject to simulation, it 

is necessary to properly select the tool used for the 

simulation and detailed modeling of the parameters of 

the analyzed process and the system in which it 

operates, defining the input data and defining the goal, 

" in the case of flexible processes subject to simulation, it is 

necessary to frequently change the values of the control 

parameters, 

" basing the analysis on average values of parameters 

carries the risk of misinterpretation, 

" the simulation must be done in a timely manner to obtain 

the greatest benefit. 

The simulation model design procedure includes the 

following stages [9]: 

" identification of the simulated object using one of the two 

approaches: top-down, in which the main process is 

detailed into sub-processes and activities; bottom-up, 

which starts with defining all activities, and then 

grouping them into sub-processes and main processes, 

" developing diagrams of the simulated process using IT 

tools (the number of hierarchy levels depends on the 

detail of the analyzed process), 

" collecting input data and parameters, and then entering 

them into the simulation model, 

" model verification, which comes down to comparing the 

behavior of the simulation model with the actual 

behavior of a given system (Figure 1).

Figure 1. A general schema describing the usage of simulation as a predictive or explanatory instrument. Source: (Bandini, Manzoni, Vizzari, 

 

Computer simulation also allows you to extend the 

operating time of the system, because it can be used to 

examine the detailed structure of changes that could not be 

observed in real time. 

A Digital Twin is a mirror image of a physical process 

that is articulated alongside the process in question, usually 

matching exactly the operation of the physical process which 

takes place in real time (Batty, 2018). The term Digital Twin 

denotes a replica of a physical asset, process or system used 

for control and decision making [10]. 

Digital Twins are adopted by several disciplines. They 

have been applied to agriculture [8], Industry  

4.0 in the context of smart manufacturing [5], prediction of 

the ergonomic performance in automotive industry Caputo, 

2019. 

A Digital Twin is expected to enhance city management 

and operations to achieve a smarter and sustainable city and 

a higher quality of life for its citizens. First implementations 

of Digital Twins in context of Smart Cities have arisen. In 

Zurich the city Digital Twin enhances city administration 

and support urban planning decision-making processes 

(Figure 2). To enable the use of the Digital Twin, open 

governmental data is being utilized in order to facilitate 
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contributions from the different stakeholders and their accessibility to the city data [11].

 

 

Figure 2. City Digital Twin potential. Source: [11] 

 

 

Digital Twin is increasingly being explored as a means of 

improving the performance of physical entities through 

leveraging computational techniques, themselves enabled 

through the virtual counterpart [6]. Digital Twin very often 

starts life as a Digital Twin Prototype and helps in 

modelling, testing, optimization of a real product or asset. In 

its essence Digital Twin enables the application of a 

knowledgeable, data driven approach to the monitoring, 

management, and improvement of a product or a city asset 

throughout it's life-cycle. A digital twin can be perceived as 

an opportunity to enhance city planning and operability. 

Digital Twins enable performing simulations on the virtual  

model. Forecasting and optimization of the physical entity9s 
performance are realizable, and thus the optimization of the 

physical counterpart9s performance can be achieved. Digital 

Twins can also engage the citizens in creating new plans for 

the city and enhancing public decision-making. 

Data describing real city processes is a key resource 

required to build and maintenance a relevant implementation 

of a Digital Twin that delivers reliable insights. Proper data 

availability is the one of most significant challenge in Smart 

City Digital Twin area. We can distinguish the following 

issues regarding data: 

" lack of open data sources in specific cities referring to a 

selected city domains, 

" large-sized, complex, and heterogeneous nature of the city 

data, 

" lack of a widely accepted standards for the data models 

and design schemas to facilitate the development of the 

city models. 

Open data is data that anyone can access, use and 

distribute. This definition, formulated by the Open Data 

Institute [12], can be applied both to public data (generated 

in the public sector, e.g. by government administration or 

other state institutions) and to research data. As with 

scientific publications, also with data there are technical and 

legal barriers that must be removed in order for data to be 
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considered open. Two stack models to assess the degree of 

data openness can be distinguished: 

" The FAIR model (Findable, Accessible, Interoperable, 

Reusable) is a set of recommendations formulated by a 

group of experts from the FORCE11 organization, 

which should guide people opening research data [13]. 

This model identifies four most important aspects of 

open data: it should be well searchable, accessible, 

interoperable and reusable. The authors strongly 

emphasize that due to the way data is used in the 

modern world and in modern science in particular - data 

should be available both in a human-readable form and 

in a form suitable for machine analysis. 

o The 5-star open data model was developed 

primarily with public open data in mind, but 

can be applied to research data [14]. In this 

model, the removal of legal barriers means that 

the data is awarded one star, the next four stars 

relate to the removal of technical barriers to the 

use of data.  

Open (government) data is information collected, 

provided, or paid for by public authorities (also known 

as public sector information) that is made freely 

available and re-used for any purpose.  

Problems using open data: 

" Purpose - open data allows you to look deeper into a 

specific topic that we want to know more about. 

Economic operators can also use open data to refine 

their customers' profiles and better adapt to their 

needs. Whether used for private or commercial use, 

open data offers many possibilities. 

" License - the license allows the use of data in a way 

that interests us (eg if we create a commercial 

application, is it allowed to re-use the data in a 

commercial way). The license may require you to 

identify the data publisher when used, i.e. we must 

provide the data owner when we make the product or 

service available. This requirement is called 

attribution. 

" Data format - when we find that a specific data set 

contains exactly what we need, we can download it in 

one of the available formats. Based on our IT 

knowledge, we select the most appropriate type of file. 

The most common format for tabular data is ".csv". It 

allows you to add information to a file and perform 

calculations using the data contained in it. Data sets 

that can be changed are published in an open format. 

Most datasets are available in an open format, but 

please note that some formats (e.g. ".pdf") are not 

changeable. 

" Data quality - the page from which we want to 

download the data set should contain the date of the 

last modification of the file. If we need data from a 

specific period, it is necessary to check whether the 

information about the time period is provided or 

whether the file has been recently updated. You 

should also make sure that the information you expect 

to find in the file is actually included in it and that you 

recognize individual labels. 

Checklist developed by the Open Data Institute [15]: 

" form: 

o how is the data processed? 

o are they in a processed or unprocessed form? 

o how will the form affect the analysis / product / 

application? 

o what syntactic (language) and semantic 

(meaning) transformations will be required? 

o are they compatible with other, already owned 

data sets? 

" quality: 

o how up-to-date is the data? 

o how regularly are they updated? 

o are all fields and data context understandable? 

o how long will they be published? what is the 

publisher's commitment? 

o what do we know about data accuracy? 

o how is the missing data problem solved? 

Open public data is the data of institutions and offices 

that anyone can use. On the basis of open public data, 

more and more modern products and services are 

created in Europe and around the world. Open data is a 

real source of real savings in money and time for 

administrations and citizens. Citizens, including 

entrepreneurs, can use public data resources to pursue 

their own goals, developing their business or research. 

One of the conditions for digital development is quick 

and effective access to high-quality data, which allows 

for the creation of more innovative solutions, e.g. in the 

area of the so-called artificial intelligence, or to put it 

more precisely, automation and prediction. The 

European Data Strategy [14], which was developed by 

the European Commission, identifies the openness of 

high-quality data and the value of data as one of the 

pillars of building the competitiveness of the European 

Union economy. Therefore, in 2021, the adoption of 

implementing acts was planned, which will enable the 

public sector to make data sets available in a machine-

readable format and via application programming 

interfaces (APIs). Data openness is indicated as a key 

element to stimulate innovation in many sectors of the 

economy, but also in science, and machine learning 

technologies, natural language processing or the Internet 

of Things require increasing the supply of the said data 

[16]. 
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III. NEW PARKING REQUIREMENTS 

Environmental friendly transport system is one of the 

most significant parameters of the smart city. There is some 

kind of the tacit contradiction between dynamic (car 

movement) and static (car parking) aspects of the traffic in 

contemporary European cities, which are more and more 

closed for private and business transport. In the European 

Union won the static concept, which means that the big 

transport vehicles cannot enter city closed system; they must 

park on the city boarder. Also private car movement is 

strongly oriented toward city parking system. The real 

transport is more oriented toward city outside environment; 

in the city it is totally restricted to minimum with especially 

for gasoline vehicles. 

The EU  ecology strategy and environmental regulations 

are mainly oriented toward: 

" significant reduction of CO2 emission, 

" development of environmental friendly energy sources, 

" enhancement of electric and hybrid car production. 

One of the real determinant for such EU development is 

obviously actual geopolitical situation connected with 

diversification of the global energy sources. These, above 

mentioned principles, create more sophisticated expectations 

for: 

" car industry, 

" transport system within EU and  

" smart city models. 

On the base of EU ecology model we can identify the 

following new smart city problems: 

" reduction to minimum the quantity of gasoline vehicles 

within cities, 

" supporting and extension of the city routes fort electric 

bikes, scooters, motorbikes, autos and small trucks, 

" renovation of existing and construction of the new parking 

with electric loading systems. 

We notice in the last years significant grow of the global 

electric cars sales volume especially of the following  car 

companies: 

" Toyota,  

" KIA, 

" Tesla and  

" European producers. 

This trend is inevitable; e.g. Volkswagen and other 

German car manufacturers invest strongly and construct new  

auto electric battery factories. The  lack of electric battery 

loading stations creates another, big problem for electric car 

users. Therefore the authors of this paper suggest  analyses 

and optimize of city parkings  in the context of: 

" reconstruction of the existing parkings toward some kind 

of <electric parking plant=, where the car drivers can 

load their electric vehicles,  

" construction of the new parkings, fully equipped in the 

modern electric loading systems. 

Such investments will give for parking owners significant 

competitive advantage.  

 

IV. OPEN DATA IN SIMULATION OF PARKING 

SPACES ON THE EXAMPLE OF WROCAAW 

RESARCH METHOLOGY 

The aim of this research is to find simply measure of 

character of parking traffic. To achieve the aim was using 

data gathered from Wroclaw city portal.   

The data for the study come from the website of the city of 
WrocBaw, https://www.wroclaw.pl/open-
data/dataset/zapelnienieparkingowodczytza48h_data. The 
data is open data and collected from 4 car parks in WrocBaw, 
Hala Stulecia, National Forum of Music, Nowy Targ and St. 
Anthony. St. Anthony is the subject of our research. The 
data is published on the website every 48 hours, which 
means adding more data.

 
Table 1. Structure of data from the website of the city of Wroclaw 

 
 

 

 Shared public data is composed of six columns. The 

structure od the file is presented in BC�d! Nie mo}na 
odnale{� {ródCa odwoCania.3. 
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The indicator of a type of parking traffic was defined as a 

deference between number of cars income into parking and 

number of cars goes outside of the parking in the same 

period of time 

Type traffic=number of enters cars - number of leaving 

cars  

That defined indicator allows for the study of the character 

of parking traffic. When Type traffic is positive that means, 

that entering traffic is higher than leaving traffic and the 

number of parking spaces reduce. In case when Type traffic 

is negative that means, that entering traffic is lower than 

leaving traffic and the number of parking space increase. 

The sign of Type traffic determines the direction of parking 

traffic in the time period, while the value of Type traffic 

talks about the intensity of the direction of traffic. 

That simply measure could be useful especially with 

combination with the data visualization technique. 

To visualize the Type traffic, first of all, the original parking 

data must be transformed into new structure. The model of 

data show BC�d! Nie mo}na odnale{� {ródCa odwoCania.2. 

To transform the model of parking data was use Python 

programming language and the Pandas package.

 

Table 2. Transformed structure of the dataset. 

Column9s name Description 

Id Record id 

Id parking A number representing the car park name 

Register time Time of register the event. The time format is hour:minutes 

Day number A number of the day of the week 

Number of entering cars A number of vehicles entering the parking. Value is a sum of enter cars in period of 

15 minutes 

Number of leaving cars A number of vehicles leaving the parking. Value is a sum of leaves cars in a period 

of 15 minutes 

 

 

It seems that the visualization of the Type traffic indicator in 

15th minutes periods is too high, and this is the reason why 

records were aggregated to one hour period. The new model 

of data is presented in Table 3.

Table 3. New format parking data with Type traffic indicator 

Column9s name Description 

Id Record id 

Id parking A number representing the car park name 

Date Date of register the event. The format is year-mont-day 

Day number A number of the day of the week 

Type traffic Difference between the number of input cars and the number of output cars in one 

hour period 

 

 

1. Files with data were downloaded every 2 days and stored 

in shared drive to collect data covering 2 days of car 

park functioning. 

2. Rows were merged to generate 1 consistent data set 

presenting car park functioning through 2 days. 

3. Data was imported to Microsoft Power BI Desktop. 

4. Preparation of data visualisations in Microsoft Power BI 

Desktop to identify possible car park deficiencies. 

5. Transformation of original file int a structure enabling a 

comparative analysis between events of every day. The 

structure is presented in Table 4. 

6. Data analysis in Python language programming  with 

Pandas package. 

7. Preparation of data visualisations in Python language with 

Plotly package to identify possible car park deficiencie

Table 4. Transformed structure of the dataset. 

Column9s name Description 

Id Record id 

Id parking A number representing the car park name 

Register time Time of register the event. The time format is hour:minutes 
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Day number A number of the day of the week 

Number of entering cars A number of vehicles entering the parking. Value is a sum of enter cars in period of 

15 minutes 

Number of leaving cars A number of vehicles leaving the parking. Value is a sum of leaves cars in a period of 

15 minutes 

 

 

RESULT Figure 3 shows the number of vehicles entering the parking 

lot from 4th of April to 7th of April, and Figure 5 shows the 

number of vehicles leaving the parking lot. 

 
Figure 3. Number of vehicles entering the St. Anthony 

 
Figure 4. Number of vehicles leaving the St. Anthony 

 

A sum of the number of entering cars and the sum of the 

number of leaving cars in an hour period should let for better 

understanding visualization of the Type traffic indicator. 

To visualise date Plotly package was used. In the  

Figure  is presented visualization of the Type traffic in one 

hour period. Thera are data comes from four days from 4th 

of April to 7th April 

Figure 5 is presented a visualization of the Type traffic in a 

24hour period from 0 a.m to 23 p.m. The X-axis represents 

one-hour time periods. Every period shows an aggregated 

value of Type traffic. There are data comes from four days 

from the 4th of April to the 7th of April.

 
Figure 5. Visualization of the Type of traffic 

 

Analysing the graph below it is clear, that Type traffic in 

period from 6 am to 11 am has a positive value, which 

means entering traffic is higher than leaving traffic, and free 

parking spaces reduce. The character of parking traffic is 

changing from 2 pm to 6 pm, where Type traffic is negative, 

which means parking spaces increase. The same character of 

parking traffic repeating in every day. 

The Type traffic indicator could be a useful measure to 

describe the character of parking traffic. 
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V. DISCUSSION

The aim of this paper was to highlight the possibilities of-
fered by intelligent  IT tools  in  the area of  simulating se-
lected processes occurring in urban space.

Authors decided to indicate possibilities of using Digital
Twin method in analysis, simulation and support of intelli-
gent solutions related to the management of parking space.
Due to the pilot character of the presented research, data ob-
tained from open sources made available by Wroclaw were
used in the analysis. 

At this stage of designed research, the authors diagnosed
a significant problem in gaining access to data from differ-
ent cities in Poland. In the initially defined research proce-
dure, it was planned to contrast data on functioning of park-
ing lots from selected, provincial cities in Poland. Unfortu-
nately, except for Wroclaw, the authors were not able to ob-
tain credible, reliable and up-to-date data on occupancy of
urban parking lots in other voivodship cities. It should be
pointed out  that  especially  the  parameter  of  actuality  and
systematic data refreshing is important for the credibility of
created  simulations.  That  is  why,  the  authors  decided  to
present  a  study  using  data  made  available  by  Wroclaw,
which  are  updated  every  10  minutes  and  concern  4  city
parking lots.

The conducted research has shown that the availability of
open parking lots allows you to conduct an analysis in terms
of the occupancy of parking spaces, as well as to observe
various types of anomalies related to it. What they lack is a
link to other data to identify this fact. However, it is possible
through additional data acquisition, e.g., about events taking
place in the vicinity of a given car park or in the city. These
analyzes will allow you to build a specific model, as well as
determine the conditions for its functioning. As an example,
we can point to, for example, the simulation of store queues,
which can be used to determine the potential  behavior of
customers in the plotted conditions. In the field of parking
space management, it will be possible to determine the occu-
pancy of parking spaces, as well as, to a further extent:
÷ creating additional applications informing which park-

ing space is free,
÷ which seats will be occupied at a certain point in time,
÷ total occupancy of the car park.

In addition, if additional metadata such as location, city,
nearby public facilities are used, it may be possible to accu-
rately plan and build additional/new parking spaces.

VI. CONCLUSION

Both  visual  analyses  show  us,  that  the  transformation
original dataset allows us to better understand parking traf-

fic. The moments of intensive traffic are presented. In such
moments traffic related issues occur, that Digital Twin and
simulation can address.  We can observe e.g the repeating
distribution of the number of entering cars and also unex-
pected traffic caused by external factors like public events.
Shared datasets by the Wroclaw are good datasets to start
the process of parking traffic analysis. Having such files it is
possible to start building a simulation addressing the issue.
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Abstract4The  topis  of  education  is  often  superseded  by

business,  mainly  because  business  is  associated  with  rapid

technological advancement and often brings lucrative profits.

Perhaps  this  is  why  significant  paradigm  changes  in  the

education  field  take  place  only  during  crises  or  exceptional

situations that force a change of the current approach. So it

was  this  time,  that  the  pandemic  of  covid-  19  revealed  how

much  education  systems  are  not  enough  adapted  to  the

technologically changing world. The main goal of the article is

to present a general overview of the process of digitalization in

the higher education field. The introduction part highlights the

importance of today9s education. The second part of the article

describes the characteristic  of digitalization in the context of

education. The third section indicates the potential and risks of

digitalization. The next part of the article points out the use of

digitalization in the didactic process.

I. INTRODUCTION

NIVERSITIES, like businesses, are subject to constant

pressure from the environment and are forced to take

up challenges dictated by the changes taking place in  the

environment and actions that will ensure that their existence

will  not  be  endangered.  Currently,  the  key  challenges

include such support for knowledge management/knowledge

management within universities, thanks to which universities

will be perceived as attractive for both candidates for studies

(in the era of globalization of candidates increasingly often

coming from all over the world) and organizations that will

employ  graduates  such  universities.  On  the  other  hand,

universities  should  provide  the  best  possible  working

conditions for their staff, including research, teaching, and

administration  staff.  In  this  article,  the  attention  will  be

focused primarily on the changes that have occurred and are

taking place in relation to didactic processes, which consist

in the virtualization and digitization of education processes.

U

Teaching processes are at the same time one of the key

areas of university functioning and a critical element of the

university's  knowledge  management  system  based  on

knowledge sharing.

The aim of  the  article  will  be an attempt  to  assess  the

current  situation  of  higher  education  in  the  field  of

digitization and virtualization of processes, and above all a

discussion of the purposefulness,  potential  and benefits  of

such changes, as well as the risks and pitfalls that may not be

perceived in the light of contemporary trends and sometimes

too thoughtless focusing on technological aspects / IT tools.

This article will cover a critical analysis of the phenomenon

of digitization of higher education institutions as a process

that  is  undoubtedly necessary to  meet  the expectations of

stakeholders (employees, students, business, etc.) and at the

same time difficult to define measurable benefits.

The following research methods were used in the article:

literature review, observations, and own experiences as well

as  interviews  with  randomly  selected  employees  and

students at Wroclaw University of Economics and Business.

The interviews were conducted in the period February-May

2022,  in  the  period  after  the  pandemic,  when  the  classes

were already conducted in the stationary version.

II. CHARACTERISTIC OF DIGITALIZATION

Digitalization  is  the  process  of  converting  information

such as texts, pictures, or sounds into a digital format, that

can be processed by a computer. In addition, digitalization

means improving an organization9s core business operations

to satisfy customer  requirements  efficiently  by  the  use  of

data  and technology.  In  the  education  industry,  the  target

customers can be students, teachers, staff, and alumni, and

digitalizing the education sector can bring benefits to both

students and faculty.

Digital transformation in education comprehends, among

the many, the following tools and resources:

÷ AI Chatbots: A chatbot is a computer program that

simulates  human  conversation  through  voice

commands or text chats or both. Chatbot, short for

chatterbot, is an artificial intelligence (AI) feature

that can be embedded and used through any major

messaging application.

÷ Adaptive  Learning:  is  a  technique  for  providing

personalized  learning,  which  aims  to  provide

Digitalization impact on higher education 3 potential and risks
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efficient, effective, and customized learning paths 

to engage each student. 

" Smart Classroom is an EdTech-upgraded classroom 

that enhances the teaching and learning process for 

both the teachers and the students by inculcating 

audio, video, animations, images, multimedia, etc. 

This increases the engagement factor and leads to 

better-performing students. 

" Remote Proctoring: allows students to take an 

assessment at a remote location while ensuring the 

integrity of the exam. These systems require 

students to confirm their identity, and, during the 

exam, the system monitors students through video, 

looking for behavior that could indicate cheating. 

" Video conferencing for online studies: 

Telecommunication in the form of a 

videoconference. 

" AR/VR for a better learning experience: Augmented 

reality (AR) adds digital elements to a live view 

often by using the camera on a smartphone. 

Digitization in recent years has been increasingly 

evolving and having an increasing impact on society, work, 

school, and people's lives. Furthermore, the Covid-19 

pandemic has undoubtedly accelerated some of the 

digitization processes, with the aim of moving the economy, 

education, jobs, and relationships between people forward. 

In some nations, like Italy, there has been a lockdown, 

during which, without digital means, many activities both 

work and school would have been interrupted. Here smart 

working and distance learning has certainly played a key 

role. This has involved a reorganization of activities, such as 

the purchase of the computer and additional training on the 

use of the devices. With regard to the development of 

digitization in education in particular, several tools and 

resources, in general, have been employed, to enhance the 

student experience in particular. Among them we find some 

communication technology platforms, such as Zoom Video 

Communications, Google Meet, Microsoft Teams, and 

Skype, which allow, through video calls, to hold online 

classes, create virtual rooms, use support chats, and many 

other features. On these platforms and others, such as 

Classroom, there are additional possibilities of using, for 

instance, sharing of teaching materials, the electronic 

register, which also allows a direct link between teachers 

and students' families, and the possibility for students to 

register for admission or to exams via the app, the recording 

of progress of students during their course of studies. In 

addition, there are many other tools that provide a wide array 

of online learning options, such as web pages or YouTube 

channels with interesting points and explanatory videos or 

examples. Other useful tools, mainly in university settings, 

are digital libraries, i.e., archives, in which students can 

share their projects and work that can be viewed by all those 

enrolled in the same school. Of course, the use of this tool 

must be controlled so as to avoid any form of plagiarism.  

With this, students are motivated and challenged to be active 

and interact with each other constructively. 

All of this has occurred starting with students in school 

and university, with online classes, some live, some 

deferred, with teachers and professors implementing new 

teaching techniques, sometimes more interactive. There is 

the possibility to create quizzes or online games for 

reviewing a given topic, for the benefit of students, and to 

help teachers with possible modifications of teaching 

intervention. Among these is Kahoot, an application that 

allows the creation of ad hoc quizzes with questions and 

answers of various kinds in a simple and effective way to 

make the lesson interactive and engaging. 

Advantages 

Digitalization brought some positive aspects, such as 

increased productivity and efficiency, especially from the 

economic point of view: fewer expenses, and less "wasted" 

time. In addition, people became more proficient in the use 

of electronic tools, with advantages also for their future, had 

the ability to find material online with considerable ease and 

to communicate despite distance and other problems, 

including indisposition at the health level. Another 

advantage of digital tools is their environmentally 

sustainable aspect. For example, the use of e-books, tablets, 

or laptops saves large amounts of paper and the ability to 

have it with you at all times. 

Disadvantages 

In addition to the many positive aspects of digitization, 

there are also some disadvantages. Among these, we find the 

difficulty of teachers and professors in keeping students' 

attention and respect alive, who certainly have more sources 

of distraction at home. Students have missed almost two 

years of "regular" school, in the classroom, with their peers 

and friends, so in many cases, their health and psyche have 

been negatively affected. This type of teaching also created 

financial difficulties in some families who did not have the 

ability to purchase a laptop. Furthermore, these means and 

resources, sometimes, can be used in the wrong way, for 

instance when students, find material easily, just "copy and 

paste" what they found online, without filtering the 

seriousness of the sources and without putting their 

creativity into it, thus leading them to a loss of reading and 

writing skills and critical sense. The worst thing they can do 

is verified when they take advantage of the situation, 

certainly in the wrong way, and, for example, in the case of 

an online test, have an outside person take it. 

So, as mentioned earlier, the pandemic brought the above-

listed positive and negative aspects. Since there was a 

certain urgency in finding adequate and suitable solutions 

for the period, some disadvantages and damages were 

inevitable. With prior experience, over time, by 

implementing new strategies, the problems related to 

digitization that occurred during the pandemic can be 

avoided or reduced, enhancing the positive aspects and 

advantages it brings. 
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III. POTENTIAL AND RISK OF DIGITIZATION OF 

DIDACTIC PROCESSES  

The topic of teaching virtualization is not new, although 

during and after the COVID-19 pandemic, activities related 

to the implementation of diverse types of strategies and 

projects to virtualize university operations have certainly 

gained in importance and speed. Some aspects related to 

virtualization/digitization in education are highlighted by, 

among others: P. Petrov, M. Radev, G. Dimitrov [Petrov et 

al., 2022], M. Cuypers [Cuypers 2012], T. Pfeffer [Pfeffer, 

2003] or K. Prosyukova, F. Shigapova [Prosyukova & 

Shigapova, 2020]. 

The issues gained importance with the emergence of the 

pandemic and the need for a rapid transition to distance 

learning. It also turned out that such a need for a moment 

gave an impulse for a very quick adaptation of employees 

and students to the new, remote form of work/teaching and 

learning and the university authorities were considering the 

next steps towards virtualization and digitization not only of 

teaching but also other areas of university functioning. There 

is an ongoing discussion involving the authorities of many 

universities in Poland on the digitization of Polish 

universities, both in the context of developing the 

educational offer and scientific and research cooperation and 

in relation to the marketing and recruitment strategies of 

Polish universities [TytuCa, 2020]. Also, foreign universities 

have been observing this phenomenon for years, examining 

the possibilities and introducing changes aimed at the best 

adjustment of the educational offer to the market 

expectations. At the same time, the limitations and 

weaknesses of changes consisting in digitization and 

virtualization of "teaching services" are also noticed. For 

example M. Cuypers, who analysed a potential relation 

between the emphasis on virtual web-based processes in an 

institution of higher education and the paradigm of 

internationalization comparing three German universities, a 

campus-based university, a mostly paper-based distance-

learning university and a fully virtual distance-learning 

university in terms of their services and procedures, states 

that <campus-based university has advantages for the 

sociocultural and political rationales of internationalization 

due to the emphasis on face-to-face communication and on-

campus services, while the virtual university succeeds for 

the educational and economical rationales of 

internationalization because of the more wide-spread 

influence of web services and timeless availability of 

content= [Cuypers, 2012]. 

As described in the earlier publication of the authors 

[Binsztok in. 2022] the last two decades have been a time 

when information and communication technologies have an 

increasingly greater and greater impact on all sectors of the 

economy, including the higher education sector, which, like 

business, is beginning to undergo gradual digital 

transformation. The environment expects universities, on the 

one hand, to conduct teaching processes in a way that will 

prepare students for the challenges of the modern world, and 

on the other - to create knowledge corresponding to 

contemporary social requirements and phenomena. Current 

students and applicants for studies economic studies are 

mostly people with developed digital skills, expecting 

modern forms and channels of interaction with lecturers or, 

more broadly, university employees. 

Increasingly, applicants for studies are people from 

different countries, who expect certain standards in terms of 

education programs and tools used at universities. This is 

certainly the reason it is worth taking care of the quality of 

education and looking for ways of acquiring, codifying, and 

disseminating knowledge as well as conducting research at 

the highest scientific level. Well-selected and implemented 

solutions based on the latest ICT technologies and processes 

of digitization of knowledge processes appear here as a 

potential help in the pursuit of maximizing the level of 

organizational (domain) knowledge of universities. 

However, implementing technological tools at universities 

is a major challenge and requires a systemic approach. 

Universities that consciously approach digital transformation 

must consider many factors, including increasing the digital 

competencies of all university employees, including 

academics (teachers, and scientists), using tools to support 

and develop didactic innovations, as well as conducting 

scientific activities or building relationships with students 

and graduates through new communication channels. 

The following barriers/obstacles to the transition to 

modern forms of education on the part of universities can be 

noticed (own study based on [Binsztok i in., 2022]): 

" low digital competencies of teachers resulting 

from poorly conducted campaigns promoting 

modern teaching tools, 

" lack of motivation to use such tools, 

" lack of or too limited training, 

" lack of time to participate in trainings due to 

excess duties (didactic work plus scientific work; 

often the need to work over a working age), 

" insufficient infrastructure, 

" fear of excessive "bureaucracy" in the teaching 

process, 

" academic teachers' fear and reluctance to limit the 

freedom in the selection of means and methods 

of working with students, 

" employees9 fear of excessive control by the 
employer, 

" employees9 fear of interference with privacy, 

" the need to employ auxiliary / technical staff who 

would support educators in using specific tools, 

and thus - additional costs of introducing such a 

change. 

On the part of students, such barriers may be: 

" lack of motivation, 

" lack of involvement in classes, 

" students often hidden behind cameras do not 

actually participate in classes, although in the 

application they are shown as "active", 
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" limiting the time for discussions / brainstorming, 

" limiting situations requiring critical thinking, 

looking for arguments for and against, 

" limiting creativity by performing prepared / 

standardized tasks / simulations, etc., 

" overabundance of tools with which they come into 

contact during a brief period of study, e.g., in 

fields more closely related to IT, 

" insufficient infrastructure (no laboratories) that 

would allow improving the ability to use specific 

tools (e.g., simulations) outside of class hours. 

Students already, as promoters of bachelor's and master's 

theses have noticed, have problems with both verbal and 

written communication. It is exceedingly difficult to prepare 

a written expression that is longer than 1-2 pages. It seems 

that the short messages and commands used in 

communication with devices have impoverished the 

language of young people, so from this point of view, 

limiting "normal" interpersonal contacts in favour of virtual 

ones seems to be risky. At this point, it is also worth paying 

attention to health problems resulting from the lifestyle to 

which the ubiquitous technology and related "customs" 

accustom us. More people notice distinct types of back pain, 

problems with eyesight, hearing (people using headphones) 

or even mental problems resulting from the lack or 

insufficient number of contacts with another person or, for 

example, not keeping up with the news / not coping with a 

brief time of many new skills and knowledge. 

Nevertheless, the digital transformation of higher 

education seems to be an irreversible process expected by all 

stakeholders of institutions making up this sector. The 

authorities of higher education institutions should determine 

to what extent their institutions can consider digital solutions 

to adapt to the changing nature of the sector <Education.= 

The activities supporting the transition of digital 

transformation processes by universities in Poland include 

(own elaboration based on [Mazurek, 2019]): 

 

" supporting universities in increasing digital 

competencies, centralizing information systems, 

and making decisions based on the most accurate 

data sets and database analytics, 

" supporting scientists, teachers, and university 

administration employees in rapid, even radical 

improvement of their digital competencies, 

" preparing qualified managerial staff who, 

understanding contemporary changes, will be 

able to prepare universities for the challenges of 

digital transformation, 

" changing the work culture at universities - from 

functional hierarchies and a "silo" approach to 

multi-task teams working on a project basis, 

" increasing digital and analytical competencies of 

the administrative apparatus, as well as educators 

and scientists, 

" a conscious approach to data collected at the 

university, including IT systems, 

" continuous improvement of communication and 

research on the needs / motivation and 

commitment of employees and students, 

" changes in the methods of education, the use of 

interactive tools, and alternative ways of working 

with the student. 

Research, administrative, and especially teaching staff of 

universities should be ready to adopt new digital solutions 

and ensure the appropriate use of technology in everyday 

work being aware that it is currently one of the keyways to 

increase the attractiveness of studying and improving 

positioning on the international science market. 

Employees should be provided with time and properly 

prepared for changes related to digitization / virtualization. It 

is very important to ensure a sense of security through 

effective communication at various stages of change. 

It seems that the maximum degree of digitization is 

justified in extreme conditions, such as e.g., war or 

pandemic, while under normal/everyday conditions, the 

decision on the degree and areas of digitization of a 

particular university should be made after thorough analysis 

and considering many factors, both financial, organizational, 

and social, which include: 

" financial opportunities related to the acquisition 

and maintenance of appropriate infrastructure 

and technical support, 

" organizational possibilities (also the time horizon 

needed to implement changes (preparation of 

infrastructure, conducting the necessary training, 

preparation of new curricula and syllabuses 

considering new forms of conducting classes / 

selected classes), 

" the specificity of the university, 

" specificity of fields of study / specialization - 

different fields of study may have different needs 

in the digitization of didactic processes (e.g., 

classes in medical, chemical, etc. seem to be the 

least susceptible to digitization), 

" expectations and concerns of both candidates for 

studies and the staff themselves, 

" possible negative psychological impact - breaking 

ties or preventing the creation of ties between 

various participants of processes carried out at 

the university; in extreme cases - depression or 

other mental problems related to not finding 

oneself in new work / study conditions. 

Also, too much offer for teachers and students who 

cannot (within a limited time) effectively use modern ICT 

tools in education, may constitute another challenge for 

universities. 

IV. THE USE OF DIGITIZATION IN DIDACTIC 

PROCESSES 
The progressive digitization in society, the dynamically 

changing market of educational needs with new priorities in 
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the global educational market, and the development of the 

knowledge-based economy are the processes that determine 

a new approach to the learner in the broadly understood 

educational process. Nowadays, the digitization of education 

is not only an idea or a challenge but a necessity. 

The ever-increasing use of the latest technologies in 

education is mainly explained by the new opportunities have 

been created and are still creating. The use of ICT in 

teaching processes intensifies and accelerates the process of 

absorption and assimilation of knowledge, and thus 

increases the effectiveness of teaching. Moreover, their use 

has a positive effect on the creation and development of key 

competencies that are often missing by university graduates, 

such as analytical and critical thinking, problem-solving, or 

the ability to cooperate and share knowledge [8]. The 

technologies used, imposing specific forms of organization 

of information transfer, also bring about cultural changes, 

change the scope of knowledge transfer, re-evaluating the 

view of the education process, and at the same time making 

it more attractive. 

Many discussions on changes in the way of teaching come 

down to answering the question: Will ICT replace the 

traditional teaching model? Today it can only be said that 

the changes to come will undoubtedly result in the inclusion 

of new learning and teaching paradigms. The initiative to 

create new solutions will be transferred to the learners 

themselves, stimulating their motivation and activation. 

These activities will contribute to the development of 

learning, but only if the creativity of teachers, high-quality 

digital resources and educational applications are combined 

[9]. Such a compilation (along with the didactic process 

carried out) will allow to find a common space for 

communication, understanding, education and knowledge 

creation and its implementation in your own development 

area. 

Modern technologies not only support the didactic process 

but also change the way universities operate. The use of 

modern ICT tools in the process of educating students 

undoubtedly determines not only a change in its quality but 

also an increase in the competitiveness of universities.  

When deciding to start studying at a university, future 

students pay special attention to the way classes are 

conducted. Traditional forms of knowledge transfer are 

becoming schematic and increasingly unattractive. 

Therefore, it is important to constantly modify the teaching 

process at universities. Only interesting forms of knowledge 

transfer have a significant impact on the mental functions of 

the listener, significantly affect his interest and, above all, 

the development of competencies. The use of modern ITC 

tools in teaching students particularly relates to the 

development of competencies [10]: 

- cognitive: 

" digital and analytical competencies related to 

thecreation/usee of information, media, technological 

efficiency, 

" communication skills, the ability to solve problems 

independently, inventive thinking, creativity, 

- action-oriented: 

" independence, flexibility, time management skills, 

" productivity and use of digital resources, 

- social: 

" cooperation involving interaction based on cooperation, 

emotional management, 

" teamwork. 

The use of this type of solutions in teaching students helps 

to get to know reality more thoroughly, transform it 

rationally and stimulate students' creative activity. Summing 

up it should also be noted that the progressive digitization of 

education, especially during and after the COVID-19 

pandemic, causes an increasing revival of educational 

communities around universities and their tasks. One of the 

reasons is the significant increase in competition among 

providers of digital teaching systems, programs, and tools. 

V. CONCLUSION 

The authors wanted, by presenting both the potential and 

barriers related to the digitization of universities, to 

contribute to the discussion whether digitization of 

universities is a necessity /future of universities. 

Recognizing the digitization of higher education as an 

inevitable direction of change, they tried to emphasize in 

which areas and under what conditions it should be 

implemented to negatively affect the entities participating in 

it (primarily staff and students) as little as possible. 

Educational processes, the manifestation of which are, 

inter alia, classes with students are difficult to standardize in 

hundred percent, hence they are problematic and demanding 

to digitize. Their nature, however, does not exclude partial 

digitization to achieve the benefits described in this article. 

In addition to indicating the potential and unquestionable 

benefits of developing virtualization and digitalization of 

higher education, the article also pointed a few important 

obstacles and doubts that universities must consider not to 

lose confidence and at the same time to keep up with the 

dynamically changing needs of the environment / market. 

These are both individual barriers (related to the attitude / 

motivation of staff and students to use different ICT tools 

and platforms and being literally "connected" to a large 

virtual system of the university with all its repercussions ), 

and organizational, financial and technological ones, related 

to the need to properly plan this type of changes (e.g., 

creating appropriate infrastructure, providing technical 

support, and preparation and planning of information 

campaigns and trainings in various groups of interested 

parties). 

However, it should be remembered that the teacher-

student relationship plays a key role in the teaching process. 

One can try to dehumanize it, but before that happens, the 

question should be asked - if and who wants it. Hence, 

according to the authors, it is worth investigating the 

motives for taking actions related to the virtualization and 

digitization of universities; ask questions for whom and for 

what purpose it will be used; or the thesis that it is 

impossible to avoid the process of digitization of didactics is 

not only a justification for the pursuit of total control over 

what is happening in the classroom without leaving any 
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margin for  spontaneity,  creativity,  and sometimes creative

improvisation  adapted  to  the  needs  of  the  moment  -

overestimating codification to the detriment for interpersonal

relationships  and  face  to  face  communication.  Prof.  T.

Pietrzykowski  very  aptly  sums  up  the  discussion  on  the

digitization  of  universities:  >The  future  is  not  a  virtual

university, that is, an excellent university such as Cambridge

or Harvard, which attracts people to several years of online

studies. This path will not work, because such education has

one fundamental drawback: it does not equip students with

the social  competencies that  are  so needed today.  That  is

why  let  us  digitize  universities,  but  with  a  view  to

complementary online contact education" [TytuCa 2020].
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Abstract4 The effectiveness of the university's functioning

and its organizational culture can be improved thanks to the

use of machine learning. At Universities, the context of student

anticipation is  very important from the point  of  view of  the

fundamental  planning  and  control  functions  associated  with

this specific form of management. The purpose of this study is

to present the results of an experiment involving the prediction

of student structure (attributes of students and their activities)

based on the use of a machine learning solution and comparing

them against  real  data obtained from a registry system of  a

European public  institution of  higher  education in  economic

sciences. At universities, there is a clear need to support various

components of system management. The experiments revealed

that - for 11 out of the 48 examined datasets - the Percentage

Similarity Index was in excess of 75% but was decidedly lower

for the remaining sets (with 18 sets assessed below the margin

of 50%).

I. INTRODUCTION

identifies a set of properties deemed important in the

context of enrolment management are consisted from

[1], [2]:

A
÷ factors that induce and incite university enrolment,

÷ proper  understanding  of  reasons  behind  dropouts  as

well as incentives for persistence in students,

÷ forms of financing employed by students to cover the

cost of their education,

÷ strategic  planning  of  tasks  related  to  the  university's

present and future financing needs,

÷ integration  between  enrolment  management  and

retention management tasks.

In  general,  the  principal  function  of  enrolment

management  is  to  provide  effective  control  over  student

characteristics and student population size. 

As observed by Dixon (1995), enrolment management may

be designed in pursuit of the following four objectives: (1)

clear  definition  and  propagation  of  institutional  goals,  (2)

ensuring stakeholders' full support for marketing plans and

activities made in relation to institutional goals, (3) making

strategic decisions on the role and volume of financial aid

required to reach and retain the desired size of the student

population, and (4) making significant commitments for the

realisation  of  the  above.  Enrolment  management  exerts  a

significant  impact  upon  the  structure  of  the  student

population  and,  consequently,  the  structure  of  university

revenues,  as  forms  of  service  and  curricula  are  directly

manifested in tuition costs, and thus determine the financial

standing  of  the  institution  [3].  According  to  a  European

University Association report, several distinct trends can be

observed in the development of public financing and student

enrolment  in  the  years  2008-2016  in  Europe  [4],  [5].  In

Poland, intensive efforts are underway at present to increase

public support  for higher learning to negate the effects of

brain  drain  and  the  gradual  decrease  of  the  student

population.  The above aspects  clearly emphasise the need

for a  more proactive design of  the institutional  enrolment

policy as an essential determinant of future tuition revenues,

resource allocation for subsequent academic years, and the

creation  of  marketing  plans,  especially  ensuring  their

adjustment to specific segments of the university's offer. 
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In the context of increased competition among the national 

universities, the strengthening of the influence of global 

educational processes on the domestic higher education, the 

need to change the management component of the system 

becomes obvious. In their development, universities face a 

large number of challenges, such as: the development of 

technologies, the commercialization of activities, the increase 

in the amount of information, the changing requirements of 

employers for graduates as potential employees. One of the 

research problems of higher education management is the 

prediction of  students structure. Many higher-education 

institutions are now using data and analytics as an integral 

part of their processes. Whether the goal is to identify and 

better support pain points in the student journey, more 

efficiently allocate resources, or improve student and faculty 

experience, institutions are seeing the benefits of data-backed 

solutions.  

The aim of the paper is to develop the method for students' 

structure prediction using machine learning. 

II. BACKGROUND 

Corporate culture in the organization arises regardless of 

whether it is planned from above or not. It exists as a given in 

any organization, even in a newly created company, it is 

created by the employees themselves. At the same time, it can 

either help in achieving the goals of the company, or slow 

down this process. Corporate culture determines how 

employees approach problem solving, interact with each 

other, behave in conflict situations, serve customers, deal with 

suppliers, and how they generally carry out their activities [6]. 

To organize effective work, it is necessary to use all 

available management methods. These methods, according to 

the authors of the book "Methods of personnel management" 

are divided into economic, administrative-legal and socio-

psychological [7]. 

Corporate governance always relies on both formal and 

informal structures. The formal structure is based on the 

norms that are mandatory for the organization's personnel: 

hierarchy of subordination, unity of command, sanctions, 

coercion. The informal structure is based on norms associated 

with values: sympathy, authority, collegiality, initiative. It is 

obvious that the use of one formal management leads to 

rigidity, lack of flexibility in the organization, hinders the 

development of initiative, which hinders the further 

development of the organization and leads to loss in 

competition, while the predominance of the informal structure 

will lead to chaos, loss of control over the entire hierarchical 

structure. chain. Therefore, a necessary condition for 

successful management is the fulfillment of two 

requirements: 

- decentralization of powers and responsibilities within the 

company to certain limits; 

- formation of a single team of employees of the 

organization. 

Currently, universities are mainly characterized by "Club 

culture", which allows them to work efficiently and smoothly 

[1]. 

There are a number of phases of employee interaction with 

the corporate culture of the university [8]: 

1. At the first stage (orientation phase), the employee gets 

acquainted with the mission, values, symbols of the 

university, using Internet sites and other information 

materials; 

2. At the second stage (adaptation phase), adaptation to the 

corporate culture of the university takes place; 

3. At the stage of interaction, immersion into the value 

system of the university takes place, a wide range of 

communicative interactions with various groups is carried 

out; 

4. The phase of integration involves the value unity of the 

university with the employee as a bearer of corporate culture. 

Those at the forefront of this trend are focusing on 

harnessing analytics to increase program personalization and 

flexibility, as well as to improve retention by identifying 

students at risk of dropping out and reaching out proactively 

with tailored interventions. Indeed, data science and machine 

learning may unlock significant value for universities by 

ensuring resources are targeted toward the highest-impact 

opportunities to improve access for more students, as well as 

student engagement and satisfaction [10]. 

Yet higher education is still in the early stages of data 

capability building. With universities facing many challenges 

(such as financial pressures, the demographic cliff, and an 

uptick in student mental-health issues) and a variety of 

opportunities (including reaching adult learners and scaling 

online learning), expanding use of advanced analytics and 

machine learning may prove beneficial.  

Below, we share some of the most promising use cases for 

advanced analytics in higher education to show how 

universities are capitalizing on those opportunities to 

overcome current challenges, both enabling access for many 

more students and improving the student experience[11]. 

Data science and machine learning may unlock significant 

value for universities by ensuring resources are targeted 

toward the highest-impact opportunities to improve access for 

more students, as well as student engagement and satisfaction. 

Advanced analytics4which uses the power of algorithms 

such as gradient boosting and random forest4may also help 

institutions address inadvertent biases in their existing 

methods of identifying at-risk students and proactively design 

tailored interventions to mitigate the majority of identified 

risks. For instance, institutions using linear, rule-based 

approaches look at indicators such as low grades and poor 

attendance to identify students at risk of dropping out; 

institutions then reach out to these students and launch 

initiatives to better support them. While such initiatives may 

be of use, they often are implemented too late and only target 

a subset of the at-risk population [4]. This approach could be 

a good makeshift solution for two problems facing student 

success leaders at universities. First, there are too many 
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variables that could be analyzed to indicate risk of attrition 

(such as academic, financial, and mental health factors, and 

sense of belonging on campus). Second, while it9s easy to 
identify notable variance on any one or two variables, it is 

challenging to identify nominal variance on multiple 

variables. 

III. MATERIALS AND METHOD 

A. Input data characteristic 

As already established, input data includes two groups of 

variables: 

÷ dependent variables (set of 9883 records, with each 

record described by 15 attributes) obtained from the 

registry system of the examined university for the years 

2016-2020; 

÷ independent variables (3  attributes) obtained from the 

national statistical records published by the Central 

Statistical Office 

The variables were coded as follows: 

÷ X1 - work_name 3 entities employing the candidates 

were divided according to the type of business; 

÷ X2 - code 3 fields of studies were grouped by subject; 

÷ X3 - work_city 3 places of student residence were 

coded by their physical distance from the university (in 

km); 

÷ X4 - nationality 3 the nationality of students; 

÷ X5 - gender 3 gender of students was coded as follows: 

0 for males, 1 for females; 

÷ X6 - status 3 codes of student status; 

÷ X7 - finished_university 3 the enrolment data provides 

details of each candidate's previous education. The 

recorded institutions of higher learning were assigned 

codes from 0 to 364. 

÷ X8 - work_years 3 work experience of candidates 

registered in the database (in years of service). 

B. The model9s learning method 

GANs are a relatively new method in the field of machine 

learning. These networks, which were introduced in 2014 by 

Ian Goodfellow and his collaborators, are designed to create 

new data that in some form mimics the statistical properties 

of a given set of training data. Given a target dataset, such as 

celebrity faces or categories from the ImageNet dataset, a 

GAN can be trained that generates new, unseen data that 

(ideally) fit comfortably and indistinguishably in the dataset. 

Since the introduction of GANs, several variations of the 

architecture and many theories to help train these inherently 

unstable networks have been developed[11]. 

In general, GANs are composed of generator and 

discriminator neural networks (Figure 1), which, for image 

data, are typically convolutional networks. 

 

 

Fig.  1 A diagram of a generic generative adversarial network. The 

network shown here is designed to produce new images of handwritten 

MNIST digits. The generator converts random noise into images that 

attempt to match the data from the target dataset. The discriminator 

distinguisges between real and generated data 

Training is accomplished by repeatedly presenting the 

networks with data from a target dataset. The generator is 

tasked with learning to convert random n-dimensional vectors 

to data matching the dataset. The discriminator, in turn, is 

tasked with distinguishing between data from the dataset and 

the generator9s output. In a descriptive analogy offered by 
Goodfellow et al., the generator can be likened to an art 

forger, the goal of which is to create undetectable forgeries of 

the world9s great artists. The discriminator plays the role of a 
detective, trying to discover which pieces are real and which 

are fakes. The loss function for a GAN is given by 

 
minÿ *maxÿ *ÿ(ÿ, ÿ)  = ýý>ýÿ(ý)[log(ÿ(ý))] + ýÿ>ýÿ(ÿ)[log (1 2 ÿ(ÿ(ÿ)))] = ýý>ýÿ(ý)[log (ÿ(ý))] + ýý>ýý(ý)[log (1 2 ÿ(ý))]  (1) 

where ÿ(ÿ)is the output of generator network, ÿ(ý) is the 

output the discriminator network, ÿ is a multidimensional 

random input to the generator, �ÿ is the distribution of z 

(usually uniform), and �ý(ý) and �ÿ(ý) are the probability 

manifold distributions for the generated data and the target 

dataset, respectively. Via backpropagation, these objectives 

direct the generator to create data that fits well with the 

dataset, while simultaneously increasing the distinguishing 

power of the discriminator. It can be shown[11] that, for a 

GAN with sufficient capacity, this training objective 

minimizes the Kullback-Leibler divergence between �ý(ý) 

and  �ÿ(ý). This divergence metric describes how similar two 

probability distributions are, with low values denoting greater 

similarity. In other words, training a GAN creates a generator 

that is able to mimic the distribution of data in the given 

dataset at some level. 

Models of the generator and the discriminator are presented 

below. The Sequential model utilises the following layers: 

Dense, LeakyReLU oraz BatchNormalization. All the layers 

and the model itself are derived from the Keras library. 

Tables VI and VII present the structure of both models. The 

generator model includes five layers of 'Dense', two layers of 

batch normalisation, and two functions Leaky ReLU, serving 

as activation functions. The discriminator model employs 

seven layers of 'Dense', four functions Leaky ReLU as 

activation functions for the neurons defined above. The 

'Output Shape' column reports a number of nodes for each 

layer. The loss function used in the discriminator model was 

developed on the basis of the Binary Cross Entropy function 

defined as follows (Eq. 1): 
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 ÿ���(þÿ , ÿÿ) = {ÿÿ 2 ÿÿþÿ + log(1 + ÿ2ÿÿ) ÿ� ÿÿ g 02ÿÿþÿ + log(1 + ÿÿÿ)            ÿ� ÿÿ < 0 (2) 

Both models (the generator and the discriminator) are fed with 

discriminator responses (argument zi): 

÷ The generator's loss function is the Binary Cross 

Entropy function with values þÿ = 1, ��ÿ "ÿ=0ý ÿÿ 
÷ Discriminator: sum of Binary Cross Entropy 

functions with values þÿ = {1, ��ÿ ÿÿÿý ÿ 0, ��ÿ ÿÿ�ÿ�ÿýÿÿý ÿ 

 

Both models utilise the 'Adam' algorithm with a learning step: 

0.0001. This step value has already been employed in GANs 

procedures for TensorFlow. At the same time, as evidenced 

by research presented in [12], the value yields much better 

results compared to other algorithms, offering the added 

benefit of facile and simple implementation in Keras. 

For the entire duration of the learning process, examples were 

fed randomly. The network gained knowledge of the student 

patterns based on the entire set of input data. The training 

procedure was set at 55 000 iterations. One epoch was 

represented by one packet of data holding information on 16 

students. Figure 2 provides a plot of the training history. 

 
Fig.  2 Training history 

 

As evidenced by the above, the discriminator was able to 

recognise between fake and real data at a relatively early stage 

of the training process. This was accompanied by 

deterioration in the quality of the generator's output over time. 

This phenomenon can be explained by differences in the 

number of layers. As the generator utilised fewer layers than 

the discriminator, its training processes were more 

immediate. However, the discriminator was, at the same time, 

more effective in its long-term predictions, owing to the 

benefit of more layers. The continual learning phenomenon 

was established. 

 

TABLE VI. 

GENERATOR. MODEL: "SEQUENTIAL" 

Layer (type) Output Shape Param # 

dense (Dense) (None, 4) 20 

batch_normalization_3  (Batch (None, 4) 16 

leaky_re_lu_9 (LeakyReLU) (None, 4) 0 

dense_1 (Dense) (None, 5) 25 

dense_2 (Dense) (None, 6) 36 

dense_3 (Dense) (None, 7) 49 

dense_4 (Dense) (None, 7) 56 

batch_normalization_1  (Batch (None, 7) 28 

leaky_re_lu_1 (LeakyReLU) (None, 7) 0 

dense_5 (Dense) (None, 8) 64 

Total params: 294 

Trainable params: 272 

Non-trainable params: 22 

  

TABLE VII. 

DISCRIMINATOR. MODEL: "SEQUENTIAL_1" 

Layer (type) Output Shape Param # 

dense_6 (Dense) (None, 7) 63 

dense_7 (Dense) (None, 6) 48 

leaky_re_lu_2 (LeakyReLU) (None, 6) 0 

dense_8 (Dense) (None, 5) 35 

leaky_re_lu_3 (LeakyReLU) (None, 5) 0 

dense_9 (Dense) (None, 4) 24 

leaky_re_lu_4 (LeakyReLU) (None, 4) 0 

dense_10 (Dense) (None, 3) 15 

leaky_re_lu_5 (LeakyReLU) (None, 3) 0 

dense_11 (Dense) (None, 2) 8 

dense_12 (Dense) (None, 1) 3 

Total params: 196 

Trainable params: 196 

Non-trainable params: 0 
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C. Methods of output data verification 

The Percentage Similarity Index (PSI)  was adopted to 

verify the established similarities between structures of 

individual variables and those generated by GANs. The 

index was calculated for equinumerous sets of structural 

indices based on formula (Eg. 2). 

 ÿÿý = 3 þÿÿ(ý1ý; ý2ý)ÿý=1  (2) 

where: 

÷ ÿÿý - percentage similarity index, 

÷ ý1ý - percentage share of k-th component in the structure of 

set 1, 

÷ ý2ý - percentage share of k-th component of the structure of 

set 2, 

÷ ÿ - number of elements in set 1 (both sets need to be 

equinumerous). 

The following similarity ranges were defined for the 

evaluation of the sets: 

÷ 100% - 90% - sets are similar, 

÷ 90% - 75% - sets are moderately similar, 

÷ 75% - 50% - similarity between sets is marginal, 

÷ 50% - 0% - sets are not similar 

IV. RESEARCH RESULTS AND DISCUSSION 

A. Output data 

The results obtained from the trained generator in the course 

of the experiment, complete with student characteristics, 

statistical properties and examples derived from the output 

data set, are presented below. Table VIII presents a segment 

of output data generated by GANs for the year 2021. 

 Each column of the generated output corresponds to 

specific information items stored in the university database of 

student records. Parts of the output data were rounded off, as 

dictated by the specificity of information stored therein. An 

example of such procedure is the 'Status' column, with domain 

defined by x*+0;4,'x*Z. 

B. Output data verification 

As suggested by the statistical properties of data, the 

generated output records are well contained in the brackets 

defined by the real data. It was assumed that the structure of 

output data generated by the GEN network for the years 2016-

2020 should take up values similar to those of the real records 

stored for the period. The PSI was used to verify the similarity 

between the structures of individual variables and the output 

data generated by the GEN network. Results of the output data 

verification procedure are provided in Table IX. The PSI 

exceeded 75% for eleven cases among all tested variables, 

which suggests their similar or moderately similar character. 

Thus, it may be concluded that in those cases, the training 

turned out to be consistent with these segments of data. The 

best results were obtained for variable X4, nationality 3 PSI 

for all tested years was over 90%, and the overall value was 

93.5%. Quite satisfactory levels of PSI, between 60 and 90%, 

were received for X3, city, X5, gender, and X7, work 

experience, overall PSI reached respectively 73.5%, 70.4%, 

and 67.2%. The worst fit, overall PSI 30.9%, was found for 

X8, university. For each variable, histograms were produced 

to observe the similarities between the representations of both 

datasets. Figures below present percentage shares in the 

categories represented in the real dataset and the set generated 

by the GEN network. Fig. 3 illustrates the structure of the 

'employer' variable (X1) for real and generated data for the 

tested years. The overall PSI index calculated for variable X1 

was at 44.5%, suggesting a dissimilarity between the 

structures generated by GENs and those of the real data. The 

structure of the 'study field' variable (X2) for real and 

generated data for 2016-2020 is shown in Fig. 4. The PSI 

index calculated for variable X2 was  52.3%, suggesting a 

TABLE VIII. 

CHARACTERISTICS OF REAL DATA 

Parameter Employer 
Study 

field 
City Nationality Gender Status Work experience 

Finished 

University 

mean 2.456 4.973 53.954 0.020 0.674 1.051 3.386 44.747 

std 2.261 2.857 123.136 0.331 0.469 0.843 6.215 71.159 

min 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 

25% 0.000 3.000 0.000 0.000 0.000 0.000 0.000 2.000 

50% 3.000 4.000 0.000 0.000 1.000 1.000 0.000 3.000 

75% 4.000 6.000 70.200 0.000 1.000 1.000 4.000 78.000 

max 6.000 12.000 3 349.000 12.000 1.000 4.000 42.000 364.000 

TABLE IX. 

PERCENTAGE SIMILARITY INDEX (PSI) FOR TESTED VARIABLES 

Variable 
 Years 

All Years 
 2016 2017 2018 2019 2020 

Employer X1  46.2% 47.5% 41.3% 44.7% 37.9% 44.5% 

Study field X2 49.7% 49.3% 51.4% 52.4% 5.8% 52.3% 

City X3 68.9% 74.0% 72.8% 78.5% 71.9% 73.5% 

Nationality X4 90.1% 90.9% 95.9% 95.3% 99.5% 93.5% 

Gender X5 68.7% 66.9% 71.2% 71.3% 87.7% 70.4% 

Status X6 43.6% 90.3% 71.0% 15.6% 0.0% 54.0% 

Work exp. X7 77.1% 82.1% 59.4% 53.8% 50.7% 67.2% 

University X8 25.6% 33.3% 30.6% 31.8% 6.7% 30.9% 
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medium similarity between the structures generated by GENs 

and those of the real data. Data stored in the real records of 

the university identify management as the most attractive 

field of study. In contrast, output data generated by the 

network reported Audit and financial control as the dominant 

area. 

 

 
Fig.  3 Histogram of the 'employer' variable (X1) 

 
Fig.  4 Histogram of the 'study field' variable (X2) 

 
 

Fig. 5 presents the structure of the 'city' variable (X3) for 

real and generated data.  

 
Fig.  5 Histogram of the 'city' variable (X3) 

The overall PSI index calculated for variable X3 was 73.5%, 

suggesting a significant similarity between the structures 

generated by GENs and those of the real data. Real data shows 

that Wroclaw (including the city outskirts) is the place of 

residence for the overwhelming majority of the student 

population. The structure of GENs output data suggests that 

ca. 71% of students commute over a distance of 0 to 50 km, 

which is compatible with real data. 

The structure of the 'nationality' variable (X4) for real and 

generated data is illustrated in Fig. 6. The overall PSI index 

calculated for variable X4 was 93.5%, suggesting a strong 

similarity between the structures generated by GENs and 

those of the real data. The real data shows that more than 99% 

of postgraduate students come from Poland. The structure of 

GENs output data suggests that ca. 7% represent a foreign 

nationality. 

 
Fig.  6 Histogram of the 'nationality' variable (X4) 

Fig. 7 presents the structure of the 'gender' variable (X5) for 

real and generated data for the tested years. The overall PSI 

index calculated for variable X5 was 70.4%, suggesting a 

significant similarity between the structures generated by 

GENs and those of the real data. The actual data shows that 

female students account for two-thirds of the student 

population, while the data predicted by GENs shows complete 

female dominance. 

The structure of the 'status' variable (X6) for real and 

generated data is shown in Fig. 8. The PSI index calculated 

for variable X6 was 54.0%, suggesting a medium similarity 

between the structures generated by GENs and those of the 

real data. Generated data indicate that most of the students are 

promoted, while the real data show that many students are still 

studying, have been deleted or resigned. 

 
Fig.  7 Histogram of the 'gender' variable (X5) 

 
Fig.  8 Histogram of the 'status' variable (X6) 

Fig. 9 presents the structure of the 'work experience' 

variable (X7) for real and generated data for the tested years. 

The PSI index calculated for variable X8 was at 67.2%, 

suggesting a moderate similarity between the structures 

generated by GENs and those of the real data. Generated data 
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show that most of the students have worked for two years or 

less, while the real data show also that the work experience in 

many cases is longer.  

 
Fig.  9 Histogram of the 'work experience' variable (X7) 

The structure of the 'finished university' variable (X8) for 

real and generated data for the years 2016-2020 is illustrated 

in Fig. 10. The PSI index calculated for variable X8 was at 

30.9%, suggesting a dissimilarity between the structures 

generated by GENs and those of the real data. 

 

 

 

 
Fig.  10 Histogram of the 'finished university' variable (X8) 

Based on analytical evaluations, it may be concluded that 

the topic of student structure prediction (SSP) is not 

adequately represented in the professional literature. At the 

same time, the studied concept serves important practical 

purposes and presents a major challenge for the managerial 

cadres of public institutions of higher education. Another 

important issue of this paper is the use of GANs in 

predictions. The use of such tools is presented in the literature. 

However, from the viewpoint of this research and the 

instrumental utilisation of this technique in SSP, this 

particular segment of knowledge should not be treated as a 

point of reference in our discussion. There remains a key area 

for the purpose of the work, i.e. the use of GANs in the SSP. 

In this context, scarcity of reference material can be observed, 

similar to that of the SSP. The available literature is limited to 

the prediction of the number of students or students' 

performance. Naturally, these aspects are in close association 

with SSP, but they are too far detached from the nature of SSP 

to be of any rational significance in the studied context. Their 

practical benefits may be important from a broader 

perspective of using machine learning solutions as a form of 

management support in university administration. Because of 

the observed scarcity of reference material related to the 

studied context, the authors of this study propose to treat the 

presented research results as a contribution to the discussion 

on the use of GANs in the SSP. 

V. CONCLUSION AND IMPLICATIONS 

Working on a copious set of factors of potential impact 

upon the student structure prediction presented in this paper, 

the authors examined the perspective of applying 'intelligent 

solution' methods for the task performed based on Generative 

Adversarial Networks. The research was conducted on a 

dataset of records describing the real population of students 

of postgraduate studies over a period of 5 academic years, 

between 2016 and 2020. Individual properties and attributes 

of students were coded. The dataset was supplemented by a 

number of indices describing the general economic condition 

of the region proper for the studied university and the 

timeframe under study. The final design included 12 

dependent variables and three independent variables to give a 

total of 15 variables. The experiment made use of artificial 

intelligence networks, specifically the GANs networks. The 

network was presented with the tasks or reproducing the 

structure of students to produce output adequately 

comparable with real data recorded for previous years. The 

Percentage Similarity Index (PSI) was calculated for each 

variable to illustrate the similarity between their real structure 

and that produced by GANs. The experiments revealed that 3 

for 11 out of the 48 examined datasets 3 the PSI index was in 

excess of 75% but was decidedly lower for the remaining sets 

(with 18 sets assessed below the margin of 50%). This should 

be interpreted as evidence that only parts of data generated by 

GANs sufficiently reflect the real data. Additional tests may 

be required to provide grounds for more reliable predictions 

of student structure, including those involving different sets 

of independent variables. The need for extension of the set of 

variables is fairly evident. More effort should be placed to 

verify their information potential and activate a learning 

mechanism after verifying or exchanging variables. Other 

methods for selecting variables should also be examined, as 

the present set was established based on the expert method. 

Further research directions may involve the development of 

methods based on other neural network architectures (such as 

Recurrent Neural Networks, Convolutional Neural Networks) 

to predict postgraduate students' structure. The method 

applied by authors may not be an ideal solution to the problem 

at hand. However, since the attempt proved partially effective, 

the results are of scientific value and may serve as the basis 

for further examination of the SSP concept.  
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Abstract4This paper describes architecture of the novel 

implementation of the Forth interpreter-compiler. The 

architecture follows the object- and component-oriented design 

paradigms. The implementation is done with the modern C++ 20 

language taking full advantage of such constructs as lambda 

functions, variadic templates, as well as the coroutines and 

concepts. The system is highly modular and easily scales for small 

footprint embedded systems. We propose to extend Forth with the 

coroutine words that allow for async operations and lightweight 

cooperative multi-threading. We show successful deployment of 

the proposed Forth implementation on three platforms, two PC 

frameworks running Linux and Windows, respectively, as well as 

on tiny embedded system NodeMCU v3 with the 32-bit RISC 

ESP8266 microprocessor and 32/80KB memory. The platform also 

has educational value, showing intrinsic operation of Forth and 

modern C++. Software is available free from the Internet.  

Keywords4: Forth, compiler-interpreter, multi-tasking, co-

routines, co-operative systems, IoT 

I. INTRODUCTION 

Forth is a computer language developed by Charles Moore in 

early 70s as a system to control the radio telescope when he 

worked in the National Radio Astronomy Observatory [11][13] 

[19]. Its name was coined to commemorate the fourth 

generation of computers but since the file system restricted 

names to five letters only, Moore skipped the middle <U= and 
left Forth. The fascinating story of Forth is described in The 

Evolution of Forth [11], while a short biography of Charles 

Moore is in Wikipedia [13]. Forth has always been very 

outstanding, original and interesting computer language [1][10] 

[12][14][15]. Although not in the mainstream, slightly forgotten 

today, we are deeply convinced it can still serve many purposes. 

This is especially true in the context of small embedded systems 

that need interactive features, such as ones for the Internet of 

Things (IoT), and also if Forth can be shown in the new light of 

a novel implementation in modern C++, as presented in this 

paper. 

There are many free and commercial implementations of 

Forth, such as Gforth, which is a free GNU portable 

implementation of the ANS Forth standard for Linux/Unix, 

Windows, and other operating systems [20]. Another 

implementation is Swift Forth® by Forth Inc. [21]. On the other 

hand, a popular implementation with many follow ups is 

jonesforth project [22]. We just named few of the available 

projects, many more can be found online [19][23]. 

However, to the best of our knowledge, none of the above 

mentioned implementation uses modern C++, i.e. ver. 17 or 20 

[5][24]. On the other hand, having a Forth implementation done 

with modern C++ allows to use the latest very efficient and 

productive features of C++, such as STL containers, variadic 

templates, on-time compilation, regular expressions, lambda 

functions, and coroutines. Especially the latter offers new ways 

of efficient implementation of the async IO operations, state 

machines, or lightweight multithreading, as will be discussed. 

Hence, the proposed implementation greatly reduces system 

complexity, at the same time allowing for scalable solutions. 

The complete Forth project presented in this paper, named 

BCForth, is available free from the Internet [16]. This also 

makes it a good teaching platform for the computer classes. 

But most of all, what can be interesting in Forth when 

confronted with e.g. modern C++? The main difference is 

presence of the interpreter and compiler, at a relatively small 

footprint on the other hand. This means that, contrary to C++, 

which to add a new software component requires recompilation 

and rebuild, a Forth based system is very interactive and 

extensible. That is, the user can run the existing words but also 

can extend the system by his/her defined new words, which are 

immediately compiled and instantly become available for 

construction of next words, and so on. Not less important is the 

mentioned small footprint of Forth, which renders it useful for 

small embedded platforms, IoT, or even in the so called bare-

metal systems. Hence, we can easily imagine a simple but smart 

sensor, which is run by Forth alone and allows communication, 

as well as extensions, in the run time. 
The rest of the paper is organized as follows. Architecture of 

the Forth platform is presented in Section II. It is organized in 
four subsections: core architecture (II.A), key data structures 
(II.B), hierarchy of Forth words (II.C), and finally the system 
activity (II.D). The coroutine component 3 a proposed novel 
add-on to the Forth language 3 is dealt with in Section (III). 
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System deployment and experiments are presented in Section 
(IV). The paper ends with conclusions in Section (V). 

II. ARCHITECTURE OF THE NOVEL FORTH PLATFORM 

The main purpose of the BCForth, is to provide a flexible 

implementation of Forth with the modern C++20, which can be 

easily ported to various embedded platforms endowed with the 

C++ compiler. BCForth contains also an extension in the form 

of the coroutines, as will be discussed. Contrary to some older 

implementations in assembly or C, modern C++ allows clear, 

understandable and extensible code. For instance, if necessary 

BCForth can be reduced of its components (e.g. it can run only 

with the interpreter), or it can be even ported to the older version 

e.g. C++ 11.  

 In this section we present basic assumptions behind the 

architecture of BCForth, while its implementation can be 

accessed free from the GitHub [16]. 

A. Core Architecture 

 

Fig. 8 depicts the overall architecture of the Forth language 

defined in the project BCForth. The role and responsibilities of 

each class in the hierarchy are as follows. 

÷ TForth 3 the base class defining all basic data 

structures, such as: the data stack represented by 

DataStack, the words9 dictionary WordDict 

(std::unordered_map), as well as the auxiliary 

return stack RetStack. 
TForth defines the WordEntry, which is the structure 

holding all necessary information about a word and kept 

as a value of each word in the dictionary. 

InsertWord_2_Dict inserts a newly created word to 

the dictionary, whereas GetWordEntry retrieves a 

word from the dictionary by providing its name as a key; 

WordOptional is returned to cope with situations of 

non-existing words. Various words are represented as 

objects from the rich TWord family. These have access 

to the data stack defined in TForth. Each word present 

in the TForth dictionary is ready to be executed by 

calling the ExecWord with the word_name as its 

parameter. Hence, TForth alone, is sufficient to handle 

the pre-defined and non-contextual words (i.e. ones that 

don9t need any other tokens from the input stream). This 
makes TForth alone a minimalistic Forth system. 

TForth defines also an auxiliary vector NodeRepo to 

hold objects that need to be present but that do not go to 

the dictionary of words (Fig. 8). These are e.g. compiled-

in literals. 

÷ TForthInterpreter 3 derived from TForth is 

responsible for handling the interpreter mode, in which 

a stream of tokens is processed and executed. 

Operation of TForthInterpreter mostly relies on 

interpreting the incoming stream of tokens, as integer or 

floating-point literals (these are distinguished by the dot 

. inside the literal), or as word names to be executed and 

their optional parameters. However, no new words can 

be defined (this is a role left for TForthCompiler). 

÷ TForthCompiler 3 extends TForthInterpreter by 

providing the ability of entering definitions of new 

words. New words can be entered to the dictionary (Fig. 

2) with the defining construction colon-semicolon (: ;). 

For instance, 

: ACTION DO I . CR LOOP ;                         

defines a new word ACTION which upon a call  

23 0 ACTION 

prints all values 0-22, each in a new line. 

However, apart from the calls to the words already 

defined and registered in the dictionary, word definitions 

can contain nested structural words, such as IF & THEN 
... ELSE, DO & LOOP, etc., as well as the two-stroke 

CREATE & DOES> creational pattern, or the IMMEDIATE 

/ POSTPONE handling modes. 

÷ TForthReader 3 an auxiliary class for converting a 

text stream, such as a terminal window or a text file, into 

a stream of Forth9s tokens. This is done by text splitting 

over the white symbols (space, tab, new line), as well as 

after stripping off the Forth9s comments. This way 
obtained stream of text tokens is fed to the interpreter 

and/or compiler objects, as described in Section (II.D).    

 

 One of the main architectural assumption is a strong 

separation of the input stream processing components, the token 

stream processing components, and the word defining objects. 

In other words, the latter does not bother with any variants of 

the input and output terminals. On the other hand, the streams 

of Forth tokens are obtained by the TForthReader object. If 

this is a word definition, tokens are passed to 

TForthCompiler, in order to compile-in a new word. 

Otherwise, tokens go to TForthInterpreter for word(s) 

execution. 

B. Key Data Structures 

Details of Forth can be found in many sources [1][4]. Here 

we focus mostly on the basic data structures and operations 

which they are used for. Fig. 1 depicts few characteristic 

operations on the Forth9s data stack.  

7

7

2

7

2

DUP

7

2

2

+

7

4

SWAP

4

OVER

4

ROT

7

7 7

4

4

4

+ *

56

+

DROP

 

Fig. 1 Examples of the most common stack operations in Forth. All values are 

entered in the RPN. DUP duplicates the top value of the stack. A binary 

operator, such as +, removes the two topmost values, performs the operation, 
and pushes the result onto the stack. SWAP changes order of the two topmost 

values. OVER copies the second operand and pushes it to the top of the stack. 

ROT does the rotation of the three topmost stack values. DROP removes the 

topmost value from the stack.  

 The operations are straightforward once we recall that all 

operations are in the Reverse Polish Notation (RPN) [5]. It can 
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be observed that each newly entered value (object) is pushed 

onto the data stack. Each operation, on the other hand, such as 

the + operator, or a DUP (duplicate) operation, pops off the 

necessary number of parameters, performs its specific action, 

and pushes the result, if there is any (for + this will be the sum, 

whereas DUP simply duplicates the top value of the stack). 

 In all of the aforementioned operations an error is thrown if 

the stack does not contain a number of operands (values) 

expected by a word. This breaks execution of a word and the 

special on-error cleaning procedure is launched, after which 

Forth gets good chances to enter the interpretation mode again, 

waiting for new commands.  

Name

DROP

...

DROP

2DROP

...

CompoWord { WordPtr, ... }

...     ds.Pop()  ...   ...
A single 

word entry

std::map< > ,

DROP

10

Data stack

(ds)

TStackFor

 

Fig. 2 Forth words are kept in the dictionary data structure, implemented as the 

C++ std::unordered_map with the key being any Name (std::string), 

while definitions are kept in a hierarchical CompoWord structures (based on 

std::vector containing pointers to already defined words and other 

procedures). Frequently, new words call words already present in the 

dictionary, such as 2DROP which two times calls DROP. Also, the words have 

an access to the data stack.  

 The second data structure characteristic to Forth is the word 

dictionary. Fig. 2 depicts structure of the Forth9s dictionary in 
the BCForth implementation that holds definitions of the 

words, i.e. procedures. Each word is identified by its name.  

As shown in Fig. 2, words can access the stack which 

holds the input and output parameters. Such definition is first 

scanned by the lexical tokenizer ( 

Fig. 8) to produce valid tokens, such as numeral literals and 

names of other words. The tokens are then parsed by the Forth 

compiler and, upon success, new definition is entered to the 

word dictionary 

C. Hierarchy of Words 

Fig. 9 depicts hierarchy of word defining classes, which has 

been already outlined in the general architecture shown in  

Fig. 8. The roles of the classes in the TWord hierarchy are as 

follows. 

÷ TWord is a template base class defining functional 

objects (functors) for the word hierarchy. The F template 

represents a class that defines all necessary data 

structures. Currently for this purpose TForth from Fig. 

9 is used. Its main functionality, as well as of all of its 

descendant, is the action defined by the virtual 

functional operator (). Naturally, invoking any 

Forth9s word will be translated into calling the 

corresponding operator (). Hence, the entire TWord 

hierarchy can be seen as the command design patter [8].  

÷ StructuralWord originates the sub-group of the 

structural words, such as the conditional statement IF & 
ELSE & THEN, the counted loop DO & LOOP and many 

more. However, StructuralWord is only a type-

holder, whereas the most important function-holder is 

CompoWord. 

÷ CompoWord defines the composite design pattern [8][5] 

to hold any sequence of Forth9s words, also of the same 
type; such a recursive hierarchy allows composition of 

nested statements, such as DO & IF & THEN & LOOP, 

etc.  

÷ IF is an example of a composite to hold other 

composites (similarly other objects in this sub-group). In 

this case it holds two branches: fTrueBranch 

representing a set of operation (another composite) 

chosen if, in the run-time, a condition (a value on the 

data stack) before the IF statement evaluates to true, 

and fFalseBranch which stores operations executed 

on the false condition. 

÷ TValFor and TDataContainer are the two classes 

to represent a compiled-in value or a container of values, 

respectively. The type of the stored objects is given by 

the second template parameter V. 

÷ StackOp 3 is a variadic template originating the suite of 

its specializations for defining data stack operations with 

various number of input and output parameters. For this 

purpose any function with 0, 1 or 2 input parameters, as 

well as 0 (void) or 1 return value, can be provided. 

These are supplied in the form of lambda functions 

passed to the constructor of the StackOp. Thanks to 

combination of this variadic template and the lambda 

functions dozens of stack operations are defined which 

otherwise required definition of separate classes in the 

TWord hierarchy [16]. 

÷ Dot, Comma, etc. 3 are examples of specialized system 

words. 

 As already mentioned, the key architectural assumption is 

expression of any Forth9s word as the composite pattern, 
composed of other words, possibly also being composites, and 

so forth. Such a hierarchical structure provides a flexibility to 

define language constructions composed of structural 

statements nested to any depth 

D. System Activity 

 In this section a brief overview of the activity of the Forth9s 
interpreter and compiler are outlined.  

 The TForthInterpreter class was already outlined in 

Section (II.A). As shown in  

Fig. 8, it is directly derived from the base TForth class. Since 

the main data structures TForthInterpreter inherits from 

its base, its key role is to execute words from the stream of text 

tokens, as outlined in the activity diagram shown in Fig. 3. 

 TForthCompiler is the last and the most complex class in 

the hierarchy in  
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Fig. 8. As mentioned, its main responsibility is parsing a word 

defining stream of tokens, contained in-between the : (colon) 

; (semicolon) symbols, and accordingly composing 

corresponding code of the newly created word. 

operator ()

EnterWordDefinition ExecuteWords

ProcessContextSequences

IsInteger?

IsFloatingPt?

ProcessDefiningWord

TForth::ExecWord

 

Fig. 3 UML activity diagram of the TForthInterpreter. The ExecuteWords 

executes a series of steps after which it is recursively called until the input 

stream of text tokens is emptied. The EnterWordDefinition is the compiler 

branch 

 If this operation is successful, the new word is placed in the 

Forth9s dictionary, from which it can be invoked by the 

interpreter, as well as used in definitions of future words, again 

processed by the compiler, and so on. Its activity diagram is 

shown in Fig. 5. 

: MY-WORD                                                        ;IF ELSE THENtrue_branch_context false_branch_context

DO LOOPloop_context

IF ELSE THENtrue_branch_context false_branch_context

 

Fig. 4 Changing context concept. Each word, as well as each branch of a 

structural construction such as IF & ELSE & THEN, DO & LOOP, etc. has its 

own context implemented with its own composite CompoWord. Each such 
object has links to other words, also other CompoWords, and so on. The entire 

structure is parse by a successive recursive call to the parsing procedure 

 Fig. 4 depicts an example of the nested structure 

constructions. The key observation is that each sub-branch 

opens a new context, which can be treated as a separate sub-

word construction, and so on. This creates a hierarchical 

composition which can be processed in a recursive manner 3 at 

each level the sub-branch is processed independently as a 

separate sub-word and in its own context.  

 Finally, the remaining Forth words are defined in separate 

Forth modules. These are special classes (Fig. 9) to enter word 

definitions for various domains, such as floating-point, string & 

memory processing, and from different sources, such as hard 

coded, string or file stream. The pure abstract root 

TForthModule starts their class hierarchy 

EnterWordDefinition

Compile_StructuralWords_Into

Compile_All_Into

operator ()

ExecuteWords

 

Fig. 5 Activity diagram of TForthCompiler. EnterWordDefinition implements 

the principal functionality of the Forth compiler 3 parsing word defining stream 

of text tokens and constructing the corresponding implementation. To process 

structural statements, which can be nested to any depth, each structural 

statement enters into a new context represented by a separate composite object. 

Processing is done by recursive calls of the Compile_All_Into function until the 
entire defining stream is processed. Compile_StructuralWords_Into processes 

the structural statements such as conditional IF, DO, etc. in interaction with the 

structural words of the TWord hierarchy 

III. FORTH ENDOWED WITH THE COROUTINES 

Existence and roles of functions, or routines, in computer 

programs are ubiquitous and well known. However, there is a 

special type of a routine called a coroutine, which can suspend 

its execution preserving its state to be resumed later [9], as 

shown in Fig. 6. 

 For such functionality coroutines need to have associated 

memory to store local data and the resumption point. In this 

respect there are two groups: stackfull and stackless coroutines. 

Modern C++20 provides the framework and mechanisms for 

the latter [7][3]. That is, they suspend execution by returning to 

the caller and the data that is required to resume execution is 

stored separately from the stack. This allows for sequential code 

that executes asynchronously e.g. to handle non-blocking I/O 

without explicit callbacks, allows for the so called lazy-

computations e.g. to generate infinite series of values, but most 

of all it allows for cooperative multitasking purely on the Forth 

platform. The latter is very useful feature especially on small 

and resource constraints platforms that nevertheless require the 

kind of multitasking [2]. Forth built in coroutines allow for such 
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operation in much more lightweight way compared to the 

preemptive multitasking. Hence, coroutines are a unique feature 

of BCForth. 

ENTER

RETURN

  (a)  

ENTER

RETURN

SUSPEND RESUME

DESTROY

(b) 

Fig. 6 State diagram of an ordinary routine (a) and a coroutine (b). The latter 

can also suspended, preserving its state, to be resumed later. This allows for 

async operations or lightweight threading 

 The main proposed idea is to introduce new Forth words, 

which will operate as the stackless co-routines (however, they 

have an access to the Forth9s stack). For this purpose a new 
word named CORO is proposed, which if put after a word9s 
definition, makes it a coroutine (this is similar to the 

IMMEDIATE post word). In the Forth9s nomenclature we 
propose to call them co-words. For instance, the following 

defines the word FIBER_0 that does XOR of the first cell in a 

buffer BUF, then reads the second cell from that buffer and 

pushes it onto the Forth9s stack 

: FIBER_0 BUF @ 0xAB XOR BUF !   0x02 BUF + @ 

;   CORO  [155] 

However, CORO with the optional parameter [155] makes it a 

Forth9s coroutine that toggles some bits, and suspends after 155 
ms, or terminates if the second cell in BUF is not 0. This is 

possible thanks to the CORO_Frame and FiberTask<T> C++ 

coroutine structure that operates as a wrapper around any 

WorkerWord, such as FIBER_0, in our example, while 

time_slice becomes 155. An outline of CORO_Frame looks 

as shown in Algorithm 1. FiberTask<T> in line [1] is a 

structure with the nested class promise_type, as required by 

the C++20 framework [7]. On the other hand, GetTimePoint 

in lines [3,5,10] does the time management, resulting with the 

suspend via co_await in [9].  

The next proposed new word is COYLD (from co-yield) that 

suspends a given word leaving its value on the top of the Forth9s 
stack. Thanks to this, the value generating words can be defined. 

With its help the CO_RANGE word has been created which, upon 

each call, generates and pushes onto the Forth9s stack 
consecutive values from a predefined range. For example 10 

20 2 CO_RANGE creates a generator of values 10 to 20 with 

step of 2. Then each call to CO_RANGE leaves 12, 14, &, 18 on 
the stack.  

The last from the proposed words is the COSUS (from co-

suspend). It suspends a Forth9s word at its point of call, from 
which that word will resume if called again (naturally, an 

8ordinary9 Forth word would start from the beginning). 

IV. SYSTEM DEPLOYMENT AND EXPERIMENTS 

The complete C++ implementation of BCForth with 

exemplary Forth programs is available from the GitHub [16]. 

This is a multi-platform header only library aimed at 

Linux/Unix, Windows, and MacOS. It was successfully built 

and deployed on the following platforms: 

1. PC computer with Linux Ubuntu 18.4 and 20.4, run on 

laptop Dell Precision 7710. Compiled with the gcc version 

10 and 11. The latter allows co-routines. 

2. PC computer with Windows 10 run on laptop Dell Precision 

7760. Compiled with the Microsoft Visual C++ 2019 v. 

16.9.2, as well as MV 2022 v. 17.2.6. 

3. Embedded system NodeMCU v3 with the 32-bit RISC 

ESP8266 microprocessor [17][18], controlled by the 80 

MHz clock (based on Tensilica Diamond Standard 

106Micro architecture). The system equipped with the 32 

KB instruction memory and 80 KB data RAM. The system 

contains built-in Wi-Fi, 10 GPIO ports, ADC converter and 

USB-UART CH340 link, allowing also external 

programming. Built in the PlatformIO Arduino equipped 

with the gcc version 10. This is an example of a IoT tiny 

platform with its own system but yet without co-routines. 

Fig. 7(a) depicts the NodeMCU board, while BCForth run 

in the interactive mode in the terminal window is shown in Fig. 

7(b). 

 (a) 

 (b) 

Fig. 7 Embedded system NodeMCU v3 with the 32-bit RISC ESP8266 
microprocessor 32KB+80KB RAM, 80 MHz clock (a). BCForth running in the 

terminal window (b) 

Although both Linux and Windows 10 allowed for a 

complete implementation, special attention deserves the third 

platform which is a tiny NodeMCU v3 embedded systems with 

only the 32 KB instruction memory and 80 KB data RAM. 
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Nevertheless, with some minor modifications, it was also 

possible to run BCForth. This shows that despite C++ the 

footprint of the BCForth can be as small as to fit to the small 

(and cheap) embedded platforms and/or IoT systems.  

However, even more important is fast time (approx. three 

weeks) of BCForth system tuning to the new platform done by 

Mr. W. GaCecki & Ms. K. Rapacz, students of the 1st year of the 

graduate studies Electronics & Telecommunication, as a 

completion of their project to the Systems Design and Modeling 

Methodologies classes under author9s supervision at the AGH 
University of Science and Technology. This proves that 

BCForth implementation is straightforward for all persons with 

at least medium competitions in the modern C++ programming, 

as well as that it can be easily deployed on similar tiny 

embedded frameworks. This also adds the teaching aspect of 

the presented system and, hopefully, can be used with 

educational and technical benefits by a broader group of 

students and enthusiasts of embedded systems 

V. CONCLUSIONS 

In this paper a novel and free Forth language platform 
BCForth [16], aimed at embedded systems of various sizes, is 
proposed. The main advantage of Forth is coexistence of the 
compiler and interpreter that allows for direct communication 
with a user and easy composition of new words (procedures). 
Unique BCForth features are as follows: (i) modular C++20 
based implementation, (ii) implementation of coroutines for 
async operations and lightweight multithreading, (iii) 
educational/teaching platform for students of electrical 
engineering faculties. Envisioned things to do are: (i) modules 
with new words (e.g. file operations, graphics, etc.), (ii) GUI for 
Forth development and debugging, (iii) auto setup for easier 
deployment on the limited footprint platforms. We are deeply 
convinced that this novel implementation of Forth will be 
beneficial for embedded systems, as well as in education and 
further popularization of Forth and C++. 
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TForth

+ InsertWord_2_Dict : WordPtr 

+ ExecWord : bool

+ Insert_2_NodeRepo : WordPtr

TForthInterpreter

TForthCompiler

# fDataStack : DataStack

# fWordDict : WordDict

# fNodeRepo : NodeRepo

WordDict :

std::unordered_map< Name, WordEntry >

TForth::WordEntry

- fWordUP : WordUP

- fWordIsCompiled : bool

- fWordIsImmediate : bool

- fWordIsDefining : bool

- fWordComment : Name

DataStack :

TStackFor< CellType, kStackMaxCells >

NodeRepo : std::vector< WordUP >

# ProcessContextSequences( Names & ns )

# ExecuteWords( Names && ns )

+  operator() ( Names && ns )

# ProcessContextSequences( Names & ns )

# Compile_StructuralWords_Into

( CompoWord< TForth > & theWord, Names & ns )

# Compile_All_Into
( CompoWord< TForth > & theWord, Names & ns )

# EnterWordDefinition( Names && ns ) : bool 

- fStructuralStack : StructuralStack

TForthReader

+ operator() ( std::istream & i ) : Names 

TWord

+ operator () ( void ) : void

+  operator() ( Names && ns )

F

0..*

11

See Fig. 9.

 
 

Fig. 8 Architecture of the BCForth system. The main branch is composed of three classes: TForth, TForthInterpreter and TForthCompiler. These use the hierarchy 

of word nodes, originated from the TWord base (Names denotes a collection of text tokens). The input/output operations are interfaced by the TForthReader class, 

which transforms an input stream (terminal or a file) to a series of tokens. 
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TWord

TValFor

CompoWord

Composite

IF

# fData : V

- fWordsVec : std::vector< WordPtr >

F

+ operator () ( void ) : void 

StructuralWord

+ AddWord ( WordPtr ) : void 

+ operator () ( void ) : void 

F

F

- fTrueBranch : CompoWord

- fFalseBranch : CompoWord

+ operator () ( void ) : void 

DO_LOOP

- fBodyNodes : CompoWord

+ operator () ( void ) : void 

DOES

- fCreationBranch : CompoWord

- fBehaviorBranch : CompoWord

+ operator () ( void ) : void 

F
V

+ operator () ( void )

TDataContainer

# fContainer : 

std::vector< V >

F
V

+ operator () ( void )

Dot
F

Comma
F

Create
F

Allot
F

Postpone
F

StackOp ...

- fOp : std::function< Ret () >

Ret

+ operator () ( void )

F

              StackOp ...

- fOp : std::function< Ret ( Arg ) >

Ret

+ operator () ( void )

F

Arg

              StackOp ...

- fOp : 

std::function< Ret ( Arg_x, Arg_y ) >
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Fig. 9 Hierarchy of classes defining the Forth words. The composite design pattern, implemented with the CompoWord branch, constitutes the main building block 

of all words registered to the Forth dictionary. The next branch constitute system specific words, such as Dot or Create. The StackOp branch, implemented as a 

variadic template and its specializations, is responsible for majority of the data stack operations, such as arithmetic and logical operations. 

 

Algorithm 1. Scheme of the CORO_Frame routine. 

1 template < typename T, auto time_slice, auto WorkerWord > 

2 FiberTask< T > CORO_Frame ( auto worker_load ) { 

3     auto tp0 = GetTimePoint(); // coroutines suspend on time elapsed 

4     for( ;; ) { 

5         // embed/call worker word WorkerWord with worker_load 

6         // if done, then co_await or break for co_return 

7  

8         if( GetTimePoint() - tp0 > time_slice ) { 

9             co_await std::suspend_always{}; // suspend if time elapsed 

10             tp0 = GetTimePoint(); 

11         } 

12     } 

13     co_return -1; 

14 } 
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oldest Software Engineering event in the world, dating

back to 1969. The workshop was originally run as the NASA
Software Engineering Workshop and focused on software
engineering issues relevant to NASA and the space industry.
After the 25th edition, it became the NASA/IEEE Software
Engineering Workshop and expanded its remit to address many
more areas of software engineering with emphasis on practical
issues, industrial experience and case studies in addition to
traditional technical papers. Since its 31st edition, it has been
sponsored by IEEE and has continued to broaden its areas of
interest.

One such extremely hot new area are Cyber-physical Sys-
tems (CPS), which encompass the investigation of approaches
related to the development and use of modern software systems
interfacing with real world and controlling their surroundings.
CPS are physical and engineering systems closely integrated
with their typically networked environment. Modern airplanes,
automobiles, or medical devices are practically networks of
computers. Sensors, robots, and intelligent devices are abun-
dant. Human life depends on them. CPS systems transform
how people interact with the physical world just like the
Internet transformed how people interact with one another.

The joint workshop aims to bring together all those re-
searchers with an interest in software engineering, both with
CPS and broader focus. Traditionally, these workshops at-
tract industrial and government practitioners and academics
pursuing the advancement of software engineering principles,
techniques and practices. This joint edition will also provide
a forum for reporting on past experiences, for describing new
and emerging results and approaches, and for exchanging ideas
on best practice and future directions.

TOPICS

The workshop aims to bring together all those with an
interest in software engineering. Traditionally, the workshop
attracts industrial and government practitioners and academics
pursuing the advancement of software engineering principles,
techniques and practice. The workshop provides a forum
for reporting on past experiences, for describing new and
emerging results and approaches, and for exchanging ideas
on best practice and future directions.
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• Experiments and experience reports
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velopment
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Abstract—With the advancement of digitalization, critical in-
formation infrastructures, such as intelligent energy distribution,
transportation, or healthcare, have opened themselves towards
intelligent technological opportunities, including automation of
previously manual decision making. As a side effect, the dig-
italization of these infrastructures gives rise to new challenges,
especially linked to the complexity of architecture design of these
infrastructures, to later support necessary software quality and
safeguard the systems against attacks and other harm. To support
software architects in the design of these critical software systems,
well structure architectural knowledge would be of great help to
prevent the architects from missing some of the crucial concerns
that need to be reflected with built-in architectural mechanisms,
early during architecture design.

Given the narrow scope of existing guidelines, with the need
of browsing and combining multiple sources, this paper proposes
an integrated checklist to cover the breath of architectural
concerns for the design of critical software systems, covering the
need for built-in mechanisms to prevent, detect, stop, recover
from and analyse intentional as well as unintentional threats
to system dependability. Contrary to existing guidelines that
typically focus on runtime incident handling, our checklist is to
be used during architecture design to ensure that the system has
built-in mechanisms to either handle the incidents automatically
or include the right mechanisms to support the runtime incident
handling.

Index Terms—Software architecture, design checklist, critical
information infrastructure, dependability

I. INTRODUCTION

CRITICAL information infrastructures could be under-
stood as digital and vital systems that require immediate

attention and protection in modern cities (e.g., intelligent
transportation) because they contribute in the improvement of
the quality of life and sustainable development of our society.
Over the past decades, critical infrastructures in various do-
mains of human life have become largely digitized, stressing
achievement of system security, resilience, reliability and other
characteristics of failure-free and dependable operation [1],
[2]. However, although these systems have become highly
software intensive, software architecture experts have often not
been involved in the design of these systems, which is why the
operators of these systems are seeking software architecture
expertise ex-post to evaluate and improve software architecture
design of these systems.

This research was supported by ERDF "CyberSecurity, CyberCrime
and Critical Information Infrastructures Center of Excellence" (No.
CZ.02.1.01/0.0/0.0/16_019/0000822).

While software architects have access to numerous stan-
dards and guidelines for system design and auditing in con-
crete domains of critical infrastructures, e.g., CIPSEC [3] or
Cybersecurity Certification [4], there is no general overview
of design guidelines they shall consider, which is leaving
them with substantial risk that they might miss some crucial
consideration. More so that existing standards and guidelines
disproportionately more focus on hardware considerations,
which might make it even more likely for software architect
that they miss some software-architecture related aspects.

To address this gap, the aim of this paper is to propose
the creation of an integrated checklist supporting software
architects in the design of critical software systems. The
checklist is meant to cover guidelines that help the architect
to design buit-in mechanisms to improve the dependability
of the designed system. Given the existence of various low-
level tactics and patterns, e.g. for availability, reliability or
security in specific types of systems [5], [6], the suggested
critical infrastructure design guidance shall be high-level and
integrative, emphasizing the specifics of critical information
infrastructures that might otherwise be missed. This paper
introduces the reader to the context of critical infrastructures
and software incidents and explains the checklist creation
process and its usage, with additional supplementary material
available for download at [7].

The structure of the paper is as follows. After the intro-
duction, the context of the topic together with the state of
the art and related work is presented in Section II. Section
III lays down the design considerations guiding the design
of the checklist. Section IV details the methodology used
to create the checklist, after which the resulting checklist is
presented in Section V. Additionally, supplementary material
is available at [7], containing the full guidelines classification
data, detailed guidelines descriptions, and a demonstration of
the checklist in a real-life context.

II. CRITICAL SYSTEMS AND INFRASTRUCTURES

There are numerous definitions of the term critical (in-
formation) infrastructure (CI)1 in the literature from legal,
political, technical, economical, geographical or social per-
spectives [8]. The German Federal Ministry of the Interior,

1The word information within critical information infrastructures is being
used to emphasize reference to ICT enhanced critical infrastructures.
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for instance, defines critical infrastructures as: "organizational
and physical structures and facilities of such vital importance
to a nation’s society and economy that their failure or degra-
dation would result in sustained supply shortages, significant
disruption of public safety and security, or other dramatic
consequences" [9]. Overall, there is an agreement that critical
infrastructure is an infrastructure that is needed to keep other
major technical and/or social systems running or which is
needed to provide goods or services that are considered vital
to the functioning of modern society [8].

1) Challenges in Architecture Design of CIs: Quality engi-
neering is an inherent goal of software architecture design in
any domain, driving the main software architecture activities,
such as encapsulation, partitioning, or legacy components
integration, using techniques such as isolation, redundancy
allocation, or distribution [5], [10].

While in more wide-spread and popular domains, such as
enterprise systems and web applications, many architectural
patterns and styles exist [11], [12], integrated guidance for
critical infrastructures is so far missing.

Obviously, various low level recommendations exist for spe-
cific infrastructures and quality attributes to be optimized [5],
[6], where the infrastructures differ according to the local con-
text of each nation, and the quality attributes differ according
to the infrastructure, with many specific attributes not covered
in existing software architecture literature (e.g. absorbtion as
the ability to absorb the effects of system failures and thus
minimize the consequences, or preparedness as the ability
to withstand the expected crisis situations). This guidance,
besides being isolated and localised, is moreover scarce and
often provided in terms of answers rather than questions to be
asked, which makes the critical infrastructure design process
highly error-prone.

2) SW Architecture Design Checklist: Simple checklists can
help reduce human error dramatically. As emphasized by Ivar
Jacobson when advocating for software project checklists [13],
"Neil Armstrong had a checklist printed on the back of his
glove to ensure he remembered the important things as he
made history as the first person to walk on the moon, so why
not utilize them to keep software projects on track." Checklists
in software engineering are not a new concept, being employed
to facilitate software development processes by efficiently
guiding industry experts and professional developers.

III. DESIGN CONSIDERATIONS FOR DEPENDABLE CIS

Critical infrastructures are by definition safety-critical and
often handle sensitive, secret, or in other way valuable
data [14]. Consequently, they are an attractive target for
attackers and need more robust protection.

Software-intensive critical infrastructures are highly com-
plex as they operate with various technologies and have to
be highly reliable. While designing the system, an architect
may forget numerous basic features and cause vulnerabilities.
This could endanger people or cost money. Our checklist is
designed for these infrastructures to help its architects to meet

the crucial safety and security standards and meet their high
reliability expectations.

In this section, we set the foundations for the checklist,
discussing its scope and analysing the types of incidents it
shall cover, supporting the software architecture mechanisms
to prevent, detect and handle them.

A. Domains

The most common CIs around the world, according to
CIPSEC [15] are in the domains of health, energy, transporta-
tion, finance, food, water, and civil administration. Each of
these CIs faces a different set of threats and safety concerns,
but in their essence, the infrastructures need to meet very high
standards that are very similar among them. In the presented
version of the checklist, we thus focus on the design concerns
that need to be reflected by all of them.

CI domains are usually interdependent [16]. For example,
all of those mentioned above depend on the energy sector as
they use software systems and machines for their operations.
The energy sector relies on water supply used for cooling,
which is impossible without transporting material within the
infrastructure [15]. This can cause a domino effect throughout
the whole system [17]. That is why it is necessary to stop an
error as soon as possible and ensure the functioning of the
most critical parts.

B. Types of Incidents

A software incident is an event that brings the system
to an unwanted, anomalous state [18]. Incidents in CIs can
be catastrophic and endanger human lives or the economy.
Therefore software should be prepared to prevent and stop
them.

We can classify incident causes in different ways. They can
be intentional or unintentional, man-made or caused by natural
disasters, caused by an error in code or hardware [19].

One of the most significant challenges of software depend-
ability is, for the time being, unknown threats and attacks.
New types of vulnerabilities are discovered every day [20],
and natural disasters are often also unpredictable. Due to this,
the software architect may not be aware of perils that will be
ordinary for the system in a few years, months, or even days.
Therefore we should prepare the system universally and not
rely on a concrete list of possible threats.

1) Natural-Disaster Causes: Natural incidents are caused
by natural disasters like floods, tornados, earthquakes, etc. [21]
They can cause damage to the system hardware and therefore
impact the correct functioning of the software. From the
software point of view, we can also include in this category
the incidents triggered by hardware errors (i. e., outage of
parts) or by other damage to the hardware (i. e., incompetent
manipulation or militarized attack). Natural disasters can be
unpredictable, devastating, and cause a domino effect on
other domains of CIs [21]. This enormously complicates the
possibilities of testing the system’s behavior during these
incidents [22].
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2) Man-Made Causes: By man-made incidents, we mean
inadvertent mistakes made by a user or a premeditated attack
from an attacker. In contrast to natural incidents, we can
prevent many of these.

a) Accidental Errors: There are many reasons why users
can make mistakes while using the system. For example, they
may not know how to use the system, they can be tired
and careless, or the system may be confusing [23]. In any
case, this inappropriate usage should not endanger the correct
functioning of the system.

b) Deliberate Attacks: Deliberate attacks on CIs occur
increasingly often [24]. Main objectives of attackers are [25]:

• Corruption of information: Attackers try to change or
damage data stored in the system or corrupt communica-
tion.

• Denial of service: Attackers try to overload or disrupt
the system to become unavailable for authorized users.

• Disclosure of information: Attackers try to obtain pri-
vate data or publish them to unauthorized entities.

• Theft of resources: Attackers try to access and misuse
the system resources or provide them to unauthorized
entities.

• Physical destruction: Attackers try to cause physical
damage using the system.

The software should be prepared for all kinds of attacks,
prevent them, and ensure safety in case of malicious usage. In
contrast to accidental errors, deliberate attacks may last longer
and be more complex. Attackers systematically conceal their
activity, so detecting such incidents can be tricky.

C. The Role of Checklists

A checklist is a structured list of requirements or steps
needed to achieve the given goal. It can have various struc-
tures [26] but should be brief and synoptical to minimalize the
cognitive load of its usage [27]. When designing a software
system, we can come across checklists, for example, in chosen
standards. Checklists usually contain a list of conditionals that
need to be fulfilled to meet the given standard [26].

In this work, we were inspired by checklists used by experts
to facilitate their decision-making, e.g., in healthcare. Here, it
can help us on two different levels – to make our decision
(or diagnosis) or to check the correctness of our already-made
decision [27]. Experts often tend to evaluate the system based
on experienced patterns, which, however, may be superficial.
In this case, the checklist reminds them of essential points that
they should consider [28].

IV. METHODOLOGY

To ensure the comprehensiveness and completeness of the
checklist, we had to collect guideline sources to base the
checklist on. First, we gathered 32 standards related to soft-
ware or software-intensive CIs based on criteria in Section
IV-A, filtered them to select the representatives with complete
coverage of the others, prioritizing freely available sources
so that the architect can be pointed to them from the check-
list [29], [30], [31], [32], [33], [34], [35], [36]. We collected

all requirements meeting our inclusion and exclusion criteria
(see section IV-B) from these standards and extracted the
most common categories (i.e., Authorization, Authentication,
Data protection, Logging, Input and Output, Network, Safety
Ensuring, Backups, Encryption, and Third-Party Components).

We added categories to cover incident phases described
in Section IV-C, i.e., Access Control, Anomaly Detection,
Phenomenon Evaluation, Stopping from Propagating, Self-
Adaptiveness, and Evidence. For each category, we went
through existing studies and other sources [37], [38], [39],
[40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50],
[51], [52], [53], [54], [55], [56], [57] to examine the com-
pleteness of the coverage by the standards and complement
the missing pieces. All these recommendations were again
validated against our inclusion and exclusion criteria.

Finally, we revised categories, some of them were merged
or removed, but we also added some to facilitate orientation
within the checklist.

A. Sources of Guidelines

The checklist is based on two categories of sources: stan-
dards and other recommendations. Each has slightly different
conditions for inclusion, but both must be primarily software-
related.

Standards must be official and published by an approved
organization, government department or peer-reviewed pub-
lisher. They should contain a set of rules and aims which
ensure software security or safety. They can be designed for
critical infrastructure in general, but they have to include a
part aimed concretely at software.

When choosing standards, we primarily focused on their
domain subsumption to critical infrastructures. Some of them
are universal to all software. In that case, they should mention
critical systems in their scope or focus on technology com-
monly used in our target domains.

By recommendations, we mean the research studies and
books that software architect can study and abide by to
accomplish system security and reliability. It is out of the
scope of the checklist to go in a fine detail, it shall rather
focus on a general guidance with great coverage in terms of
the breath, not depth.

B. Scope

To fully utilize the advantages of the checklist form (e.g.,
briefness, coverage), we have to set strict inclusion and exclu-
sion criteria of guidelines. The checklist should be compact
but cover all identified categories.

1) Inclusion Criteria: Every guideline should be generally
usable within CI systems. There may be exceptions for par-
ticular systems, but in general, all guidelines should focus on
the design of dependable (safe, reliable and secure) critical
systems. All guidelines must be relevant to the software ar-
chitect and propose design improvement to software systems.
The included guidelines shall reflect that not only do we try
to prevent problems or incidents, but we are also designing
systems to be able to operate safely in presence of such
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problems and incidents, i.e. we have to prepare the system to
withstand accidents that have penetrated. Even with the robust,
firmly secure architecture, we cannot presume that incidents
are impossible [58].

2) Exclusion Criteria: (a) Human Resources: Many cyber-
attack related studies support our incident handling phases
division but aim more at management and incident plan-
ning [59], [60], [61]. Human resources and management
are also excluded from the checklist scope. (b) Hardware:
Considering that our guidelines focus on software, we exclude
all purely-hardware related items. Hardware solutions are
often irrelevant for software designers and strongly depend on
their domain and chosen technologies. (c) Coding Practices:
The choice of the programming language [62], frameworks
and libraries can significantly affect the complexity of the
development process. However, that shall is the task of the
software architect to set constraints on such low level of detail.
Therefore purely coding practices are excluded from the scope.

C. Incident-Handling Phases

The process of incident handling, which needs to be sup-
ported by the architecture design checklist, can be structured
in multiple phases. In this work, we use the phases inspired by
the Computer Security Incident Handling Guide [18], which
sets them for handling already running incidents. In our case
instead, we employ the phases to structure the guidelines to
design software architectures towards preparedness for these
phases making systems more robust and dependable (reliable
and secure). The phases are:

• Prevention: The prevention of incidents strongly depends
on the overall environment of the system. To specify
guidelines for this phase, we have to consider all poten-
tial sources of failure and use appropriate architectural
guidelines to safeguard all the possible entry points for
the incidents to enter the system, taking both external and
insider attacks, as well as events such as natural disasters
into consideration.

• Detection: The primary aim of this phase is to design
the system with built-in mechanisms to detect a running
incident. That is to detect anomalies in the behaviour and
discover intruders who might steal data without changing
system behaviour. With the correct Detection in place, the
system can switch on time to the Containment phase. The
secondary (not less important) purpose of the Detection
phase is to classify the fault and find its source. These
are essential for stopping the fault from propagating and
its following elimination.

• Containment: This phase covers tactics prepared for
an immediate reaction to the detected incident, mainly
stopping the problem from propagating and ensuring
safety. While sometimes we need to stop the fault as soon
as possible, in other cases we may only consider slowing
down the attacker or using sandboxing. In any case, it is
essential to bypass critical parts of software, especially
those responsible for ensuring safety. Furthermore, the

checklist shall motivate the architects to identify the must-
work functionalities, on which the safety depends, and
ensuring these parts work.

• Recovery: Right after getting the fault under control, the
system shall have the right mechanisms to start the recov-
ery process. It should be able to isolate and remove all
infected and suspicious parts, as damaged system is more
vulnerable to recurrent failures and attacks. Pre-incident
preparation is fundamental as we need to compare states
before and after and restore backup data.

• Post-Incident Analysis: An essential part of the post-
incident analysis is forensic investigation, so the system
should be designed and prepared for it before the incident
occurs. Pieces of evidence that the system stores should
be admissible at court of law and comply with local
constraints to data monitoring and storing (e.g., GDPR).

The phases are not strictly separated, some guidelines can
support multiple phases. For example, prevention must remain
stable during the incident to impede collateral attack. Col-
lection of evidence starts with recognizing the incident [63].
This classification of phases ensures its clear coverage of the
security and reliability of the designed system. It also provides
better possibilities for synoptical structure.

V. INTEGRATED CHECKLIST FOR DESIGNING CIS

The primary purpose of checklists, in general, is to keep
track of particular processes or units. They remind us of
all steps we have to fulfill to complete the task and record
every subtask we have already accomplished. If well designed,
we can use them for self-evaluating without a checkup from
another entity.

Our checklist provides this feature of self-evaluation of soft-
ware systems by listing the must-haves for handling particular
phases of security incidents and offering relevant standards and
sources. After going through all of the provided guidelines,
the software architect should be able to make sure that the
architecture contains buit-in mechanisms to reflect all the given
concerns.

All systems are unique and struggle with various issues.
The checklist should cover the plentifullest amount of them
and stay adaptive and concrete. Therefore it offers the available
guidelines fulfilling our scope, in its breath, and also allows
the architect to choose which are relevant.

Last but not least profitable feature of the checklist is
facilitating communication in the development team. It should
be readable by all team members independently on whether
they are creators.

A. Structure

The structure has to observe typical qualities of checklists:
briefness and clarity. Its main aim is to classify, sort external
sources, and show only short descriptions and references. Any
user should be able to browse all offered guidelines without
previous knowledge of the checklist.

The form of the checklist is variable. Initially, the designer
gets all the sources categorized by incident phases and tags.
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TABLE I
PHASE 1: PREVENTION

GUIDELINE TAGS SOURCES
Data Protection
Saved data are secured. Data Protec-

tion, Encryp-
tion, Network

[32], [37],
[38]

Network communication (internal too) is
secured.

Data
Protection,
Network, Au-
thentication

[32], [29],
[33], [37],
[36], [38]

Authorization
Each entity has a specific role within the
system with minimal necessary rights.

Authorization,
Access
Control

[32], [33],
[39], [36]

Authorities can assign features to roles or
concrete entities.

Authorization,
Access
Control

[40], [32],
[29], [33],
[36]

Each entity has access to the minimal
amount of data possible.

Authorization,
Access
Control

[32], [29],
[33], [38],
[36]

There is an access timeout (or other con-
trol) set up and automatically disconnects
the entity in case of inactivity.

Authorization,
Access
Control

[32], [33],
[41], [36]

Authentication
All (both local and remote) access should
be protected by a unique entity identifica-
tion and password, token, biometrics, or
multi-factor authentication.

Access Con-
trol, Authen-
tication

[32], [29],
[33], [42],
[37], [36]

Unsuccessful login attempts are logged
and limited.

Access Con-
trol, Authen-
tication, Log-
ging

[32], [33],
[36], [39],
[44]

Used third-party technologies and com-
ponents are certified that do not circum-
vent set IDs or passwords.

Access
Control, Au-
thentication,
Third-party
components

[32]

Used third-party configurations, updates,
or other provided data use digital signa-
tures.

Authentication,
Third-party
components

[32], [36]

Each guideline has one main phase and one main tag to be
classified by. First-level classification is based on the incident
phase, and is presented in Tables I–V. Inside these categories,
guidelines are sorted by their main tag. This checklist view
contains every guideline only once and is destined for the first
walk-through to get to know all included recommendations.
During incident planning, the architect should use it to make
sure they reflect all the essential concerns and consider their
properties. The phase-tags tree here may be a little more
important than the recommendations themselves.

The architect should use the checklist either to guide the
design process or at the end of the designing process to check
that all the mentioned concerns are reflected. In fact, instead
of ticking boxes, it is recommended to briefly describe the
planned or realized extent to which the concern is reflected
within the designed system. This can also improve commu-
nication within the development team or with stakeholders.
Furthermore, when used to inspect the designed architecture,
we recommend to annotate each concern with strengths and
weaknesses of the designed solution with respect to the specific
concern.

TABLE II
PHASE 2: DETECTION

GUIDELINE TAGS SOURCES
Logging
All key events are logged. Logging, Evi-

dence
[46], [32],
[47], [36]

Logs contain all important identification
and classification.

Logging, Evi-
dence

[32], [33],
[36], [47]

Logs have various priority levels. Logging [32], [47]
There is a supervisory system that mon-
itors logs and highlights alarms and
anomalies.

Logging,
Anomaly
Detection

[32], [47],
[48]

There is a mechanism that monitors if the
logging system works.

Logging,
Anomaly
Detection

[32], [36]

Anomaly Detection
The system recognizes distinct changes
in configuration.

Anomaly De-
tection

[34], [29],
[36]

The system recognizes unexpected or in-
complete resets.

Anomaly De-
tection

[34]

The system recognizes memory failures. Anomaly De-
tection

[34]

The system recognizes suspicious in-
structions.

Anomaly De-
tection

[34]

Anomalies in system performance are
recognized and reacted to.

Anomaly De-
tection

[46], [48]

Anomalies in process behavior are recog-
nized and reacted to.

Anomaly De-
tection

[46], [48]

File and directory changes are recognized
and reacted to.

Anomaly De-
tection, Data
Protection

[36], [46]

Input and Output
User inputs and commands are validated
and tested for sanity.

Input and
Output

[49], [35]

External data are validated on entry. Input and
Output, Au-
thentication,
Third-party
Components

[35]

The system controls all data before pro-
cessing.

Input and
Output

[34]

Phenomenon Evaluation
Fault severity is classified into multiple
levels.

Phenomenon
Evaluation,
Logging

[36], [48]

The system has a precisely defined failure
tolerance threshold.

Phenomenon
Evaluation

[32], [48]

Before launching a critical mode, the
system checks if the trigger is valid.

Phenomenon
Evaluation,
Safety
Ensuring

[32], [48]

Network
Network data are collected. Network, Ev-

idence
[46]

All network alerts and error reports are
checked.

Network,
Anomaly
Detection

[46]

The system recognizes unexpected, un-
usual, or suspicious traffic.

Network,
Anomaly
Detection

[46], [37]

Unauthorized entities connected to the
system’s network are recognized and re-
stricted.

Network,
Anomaly
Detection,
Autho-
rization,
Third-party
Components

[29], [33],
[36], [46]
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TABLE III
PHASE 3: CONTAINMENT

GUIDELINE TAGS SOURCES
Stopping from Propagating
The system is divided into independent
parts with the possibility of a partial
shutdown.

Stopping
from
Propagating

[34]

Safety-critical functions are isolated from
non-safety-critical.

Stopping
from
Propagating

[46]

The system uses sandboxing to encapsu-
late high-risk parts.

Stopping
from
Propagating

[50]

Safety Ensuring
The system is tolerant of an unstable or
missing power source.

Safety Ensur-
ing

[34]

Safety-critical software requirements are
precisely identified and described.

Safety Ensur-
ing

[30], [46]

There are must-work functions identified
within the system.

Safety
Ensuring,
Self-
Adaptiveness

[34], [51]

Must-work functions are redundant. Safety
Ensuring,
Self-
Adaptiveness

[34], [36],
[51], [52]

Each of the must-work functions has at
least two independent ways to control
them.

Safety Ensur-
ing

[34], [36]

TABLE IV
PHASE 4: RECOVERY

GUIDELINE TAGS SOURCES
Backups
Critical data have a backup. Backups [29], [37]
Backups are off-site to be protected from
local disasters (e.g., fire, flood, ...).

Backups [36], [53]

Backup time intervals vary based on the
frequency of changes.

Backups [53]

Backups are protected from unauthorized
access.

Backups, Ac-
cess Control

[53]

Every backup process is checked to see
if it was successful.

Backups [29]

Before recovery from backup, data are
preserved for further analysis of the in-
cident.

Backups,
Post-Incident
Analysis

[29]

Self-Adaptiveness
Must-work functions have a self-healing
mechanism.

Self-
Adaptiveness

[51]

System is prepared to adapt to operating
without damaged parts.

Self-
Adaptiveness,
Safety
Ensuring

[51]

B. Tags

Tags serve for a more detailed classification of the guide-
lines. Overall, they are based on system procedures, features,
possibly used technologies, or specify parts of the incident
phase more accurately. The tags, selected based on our
methodology in Section IV, were also validated against the 20
common security requirements defined by CIPSEC [15]. They
cover all these requirements except one requirement (number
15) that is management-oriented and thus out of the checklist
scope, and add some requirements that were not covered by
CIPSEC.

TABLE V
PHASE 5: POST-INCIDENT ANALYSIS

GUIDELINE TAGS SOURCES
Logging
Logs are archived. Logging, Evi-

dence
[46]

Logs are secured. Logging, En-
cryption

[46]

Old or useless logs are disposed of. Logging [46]
Evidence
All possible evidence sources are identi-
fied.

Evidence [54]

Evidence contains all necessary informa-
tion to be classified as complete and
valid.

Evidence [33], [54]

All evidence data are secured. Evidence, En-
cryption

[56], [57]

Evidence storage is reliable. Evidence [55]

a) Access Control: Access control ensures that data
cannot be changed or read by unauthorized entities. This
enhances their confidentiality and integrity, which are essential
for software security [64].

b) Authentication: Authentication is a process of ded-
ication and confirmation of the true identity of an external
entity [42]. CI systems work with sensitive data, and their
functionalities are safety-critical; therefore, access to them
should be limited to trusted people and components.

c) Authorization: Authorization is deciding if a concrete
authenticated entity is allowed to execute or make a specific
action. Users and devices should have various roles based on
their permission and have minimal possible rights [65], [39].

d) Data Protection: Data are often the main target of cy-
berattacks. They have to be protected from theft, unauthorized
changes, or corruption [37].

e) Logging: Logging is the fundamental method to con-
trol and collect information about the program’s behavior. It
can help us detect an ongoing attack, gather evidence, improve
the development process, etc. Therefore the whole mechanism
is quite complex and should not be underestimated [47], [66].

f) Anomaly Detection: Anomaly detection means search-
ing for deviations from the expected behavior of the system.
All found anomalies should be inspected because they could
signify an incident or danger. Correct detection can be tricky;
possible false positives and negatives can be disastrous [48].

g) Input and Output (I/O): I/O vulnerabilities are not
only frequent targets of attacks but also weak points vulnerable
to inadequate usage by ordinary users. Operating a system
without proper I/O handling is like leaving a house with doors
and windows open [49].

h) Phenomenon Evaluation: This category covers a thin
layer between anomaly detection and reaction to the incident.
The reaction should not be reckless and hasty and must be
evaluated adequately to the severity of the detected anomaly.

i) Network: With availability improvement and new tech-
nologies it is not imaginable to operate a CI system without
any network connection anymore [67]. That brings up a variety
of potential problems and vulnerabilities [68].
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j) Stopping from Propagating: There can be many weak
points across the software, and attackers may want to gain
control of the entire system from them. Therefore we have to
stop the spreading of any incident so it will not be possible
for a localised fault to endanger distant parts of the system.

k) Safety Ensuring: Safety is an essential property of CI
systems. As it strongly depends on the CI domain, we provide
only an abstract solution to its ensuring within the system. This
tag also indicates guidelines in other categories that may affect
system safety.

l) Backups: System recovery depends directly on back-
ups. Without proper backup, we may not be able to repair the
system, and data will be lost. We must plan backups while
designing the system because it would be too late to save data
when an incident is detected. We also have to protect backups
so they will not be damaged together with the system during
the incident [69].

m) Evidence: Evidence is a cornerstone of forensic
readiness. Identifying and collecting pieces of evidence should
be taken into account already during the design of the system,
not during the incident [70]. Evidence does not come by itself;
we must be prepared to collect it and maximize its quality
to facilitate the investigation [54], i.e. to ensure its integrity,
prevent leaks, and protect contained sensitive data.

n) Third-Party Components: Third-party components of-
ten do not have as strict quality requirements as CI systems.
Due to this, they may have safety issues that can propagate
to our system. Therefore third-party components should be
observed and not trusted by default [71].

o) Encryption: Encryption helps us preserve the integrity
and confidentiality of the data within the system [72]. Similar
to Network, this tag is mainly intended to identify encryption-
related guidelines. Choice of concrete encryption techniques
is out of the scope of architectural considerations.

p) Self-Adaptivness: CI systems may be too complex
to be managed entirely by humans. Self-adaptive software
monitors itself and its environment and reacts appropriately
to detected changes. Therefore, such a system will be easier
to maintain, and its responses to incidents will be faster [73].

VI. CONCLUSION

In this paper, we have presented a vision of an integrated
checklist guiding the design of critical software systems, and
presented first version of such a checklist. To this end, we did
research to collect relevant standards and sources, all covering
the scope only partially, and proposed a set of guidelines in
the form of a checklist to enhance its straightforward usability
during the software design. Guidelines were classified and
sorted out to meet our defined checklist scope. Additionally,
supplementary material is available at [7], containing the full
guidelines classification data, detailed guidelines descriptions,
and a demonstration of the checklist in a real-life context.
In the future, we would like to validate the checklist with
industrial experts and refining it with further views and layers
of detail.
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