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Abstract—One critical aspect that remains in the application
of state-of-the-art neural networks to text analysis in applied
research is the continued requirement for manual data annota-
tion. In computer science research, there is a strong focus on
maximizing the data efficiency of fine-tuning language models.
This has led to the development of zero-shot text classification
methods, which promise to work effectively without requiring
fine-tuning for the specific task at hand. In this paper, we conduct
an in-depth analysis of aspect-based sentiment analysis in historic
German stock market reports to evaluate the reliability of this
promise. We present a comparison of a zero-shot approach
with a meticulously fine-tuned three-step process of training
and applying text classification models. This study aims to
empirically assess the reliability of zero-shot text classification
and provide justification for the potential benefits it offers in
terms of reducing the burden of data labeling and training for
analysis purposes. The findings of our study demonstrate a strong
correlation between the sentiment time series generated through
aspect-based sentiment analysis using the zero-shot approach and
those derived from the fine-tuned supervised pipeline, validating
the viability of the zero-shot approach. While the zero-shot
pipeline exhibits a tendency to underestimate negative examples,
the overall trend remains discernible. Additionally, a qualitative
analysis of the linguistic patterns reveals no explicit error
patterns. Nevertheless, we acknowledge and discuss the practical
and epistemological obstacles associated with employing zero-shot
algorithms in untested domains.

I. INTRODUCTION

S
ENTIMENT analysis plays a crucial role in the field

of digital humanities, enabling researchers to uncover

attitudes and emotions expressed in various forms of text.

Existing sentiment analysis approaches can be broadly cate-

gorized into dictionary-based methods and machine learning-

based methods [1].

With the advent of large language models like BERT [2] or

GPT [3], machine learning approaches have gained popularity

due to their ability to be fine-tuned rather than trained from

scratch. However, the process of fine-tuning models remains

laborious and time-consuming, demanding significant manual

effort. As a result, there is a growing interest in exploring

alternative approaches such as zero-shot learning [4, 5, 6] for

sentiment analysis, particularly aspect-based sentiment analy-

sis [5]. Zero-shot learning eliminates the need for manual data

labeling, offering a promising avenue for automating sentiment

analysis tasks. While zero-shot learning has shown promising

results for general text classification tasks already [7, 6], and it

also has been tested for sentiment analysis tasks specifically [8,

9, 10, 11, 5], its practical application in digital humanities

(DH) projects remains relatively scarce.

To encourage more use of zero-shot approaches in DH,

we present a first study that systematically evaluates the

effectiveness of zero-shot text classification for aspect-based

sentiment analysis. Our evaluation design is inspired by an

ongoing research project called “More than a Feeling: Media

Sentiment as a Mirror of Investors’ Expectations at the Berlin

Stock Exchange, 1872-1930”, which is focused on detecting

sentiment in historical German stock market reports. This

research project serves as an exemplary case within the realm

of digital humanities, highlighting the significant challenges

associated with historic sources and languages. To provide a

comprehensive evaluation, we compare the performance of the

zero-shot approach against another machine learning approach

that relies on manually annotated training data to fine-tune

existing large language models. This approach was carried out

in the initial phase of the above research project [12, 13] and

now serves as a baseline to assess the quality of the fully

automatic zero-shot approach.

By conducting this systematic evaluation, we aim to con-

tribute to the understanding of zero-shot text classification for

aspect-based sentiment analysis, thereby paving the way for its

wider application in digital humanities research. Furthermore,

we seek to address the unique challenges posed by historic

sources and languages, enriching the discourse on sentiment

analysis in the context of historical texts. The contributions of

this paper are as follows:

• An in-depth evaluation of a zero-shot text classification

pipeline for aspect-based sentiment analysis on historical

German text data

• In-depth comparison of zero-shot text classification and

trained text classification on a complex research applica-

tion in a quantitative and qualitative manner.

• Insights into and discussion of the potential and limita-

tions of this approach.

II. RELATED WORK

Sentiment analysis is widely used in the field of text mining

and social media analytics. In recent years, it has also gained

increasing popularity in the Digital Humanities, particularly

in the field of Computational Literary Studies [14]. Another
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field that is particularly fond of sentiment analysis is Finance

and Financial Economics. In fact, it has long been known

that economies are heavily influenced by moods, feelings and

emotions [15]. Sentiment analysis in financial texts has first

been approached by dictionary-based methods [16, 17], which

are still used today in some cases [18]. Since machine learning

approaches emerged, Transformers have been adapted and

applied [19, 20]. Accordingly, resources such as FinBERT [21,

22] are also publicly available for application. One limitation

here is that FinBERT only works with texts in the English

language. Sentiment classification in these existing works is

mainly regarded as sentence classification tasks. However,

Sinha et al. [23] note that sentiment in these texts are of-

ten specifically entity-related, which can complicate analysis

considerably. This challenge also applies to our paper, since

the corpus often includes statements referring to entities at

different granularity with contrary sentiment valuations, which

we will explain later on. This is why we regard the senti-

ment analysis as an aspect-based sentiment text classification

task [24].

Text classification and natural language processing (NLP)

in general have made significant progress in recent years.

In particular the accessibility of pretrained large language

models (LLM) like BERT [2] through Huggingface [25] has

had considerable impact on applications. While virtually every

metric in NLP has jumped up by employing today’s de-facto

standard of finetuning LLMs [2, 26, 27], this comes with two

caveats: Computational efficiency and data efficiency. While

pretraining models has significantly reduced the amount of

data needed to achieve competitive results, fine-tuning LLMs

often comes with the computational cost of having to update

billions of parameters, which can be rather difficult and even

infeasible at times. In recent years, research has concentrated

on methods that decrease the number of data points needed

for training, leading to so-called few-shot models [3, 28, 29,

30] and even zero-shot models [4, 7, 31]. Zero-shot text

classification models can be applied to text classification tasks

without the need for task-specific fine-tuning or manual data

labeling. This alleviates not only the the need for manual

data annotation, but also the corresponding computational

costs. The formulation of zero-shot text classification as an

entailment of sentence pairs [7] serves as a very flexible

approach that even can be adapted to aspect-based sentiment

classification [5]. It has shown promising results in both sen-

timent and aspect-based sentiment classification [5]. Another

way to apply sentiment analysis to a corpus without having to

fine-tune is to make use of publicly shared trained sentiment

models. There exists a broadly trained off-the-shelf solutions

for German sentiment analysis text [32], which marks an

inbetween of models that are trained for the task, but not

specifically fine-tuned with domain data.

While there has been some work regarding zero-shot entity

recognition in historic German newspaper [33], to the best

of our knowledge, we are the first to apply zero-shot aspect-

based sentiment classification to German texts. We present

an in-depth comparison between the zero-shot approach and

specifically trained models, fine-tuned on hand-coded data, for

the application on historic German texts.

III. APPROACH

A. Introduction to the Corpus

We build upon previous work [12] where a corpus of Ger-

man stock market reports between 1872 to 1930 was compiled

for analyzing the sentiment over time. Sentiment analysis of

the corpus aims to provide insight into the mood and opinions

about the stock market during that period. While it is useful to

consider the sentiment of an article or sentence in general as

the aggregated sentiment of all statements, sentiment can also

be expressed about specific aspects or entities. In the case of

the stock market corpus we consider three levels of interest:

• Individual Entities: Sentiment towards specific entities

of stocks that may be subject to a particular sentiment on

a given day.

• Sectors: Statements towards sectors of the markets or

groups of specific stocks, e.g. "the railway stocks were

...".

• Overall: The general mood at the stock market without

specifying specific stocks or sectors.

The distinction between these different levels of sentiment

analysis is crucial, since the historic texts tend to specifically

emphasize opposing market movements, as can be seen in the

following example:

Construction values dull throughout, only

Deutsche Eisenbahnbau and Lindenbauverein again

a little higher.1

The example expresses a negative sentiment towards the con-

struction value market, but highlights specific stocks (Deutsche

Eisenbahnbau and Lindenbauverein) that traded higher. This

type of sentiment analysis provides a more nuanced under-

standing of the sentiment towards the stock market during that

time period. We regard these entity levels as the aspects of the

aspect-based sentiment analysis.

B. Workflow and Data

To get a detailed understanding of the sentiment of the

German historic stock market, we follow a three-step process:

First we train a binary text classification model to identify if

a sentence contains any sentiment at all, to filter out factual

statements containing no sentiment. Second, we train a multi-

label text classification model to detect which of the three

levels are targeted by the expressed sentiment. Finally, we use

the results of the entity-level classification to train an aspect-

based sentiment model to extract the sentiment specifically

with regard to the entity. This 3-step process is visualized in

the left branch in Fig. 1. This enables us to analyze three

sentiment time series with regard to the entity levels and also

over all, if averaged.

To create a data set, a subsample of this corpus was

annotated by an expert, as described in [13], and serves as

1Translated from German: Bauwerthe durchweg matt, nur Deutsche Eisen-

bahnbau und Lindenbauverein wieder eine Kleinigkeit höher.
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Fig. 1. Schematic drawing of the fine-tuned pipeline (left branch) and in
the zero-shot pipeline (right branch). Red color indicates manual labelling or
computational effort (training a modela).

training data. The data was sampled stratified over time to

ensure that linguistic changes over time are represented in the

data set. This results in three views on the data set:

• For sentence type classification there are 1651 examples,

609 neutral and 1042 containing a sentiment related

statement.

• For sentences that contain any sentiment there are 732

sentence with at least one entity category assigned and a

label density of 1.15.

• For aspect-based sentiment classification there are 1584

(sentence, aspect) pairs with an assigned sentiment of

“positive", “negative" or “neutral".

Note that in our annotation scheme, “neutral" also includes

calm or mixed statements, i.e. statements that have multiple

contrary sentiments about an entity level or valuate it not in

a positive or negative way. To simplify this into a common

naming scheme we will refer to all of these as neutral, but it

will be reflected in the hypothesis template of the zero-shot

classification pipeline.

Using these three data sets, we build a fine-tuned pipeline of

three models as shown in red in Fig. 1 that serves as a proxy

of the expert solution to the task and will be the baseline to

which we compare the zero-shot algorithm (shown in green).

C. Fine-tuned Pipeline

In this section we describe the fine-tuned pipeline, which

consists of three separate models trained on one of the tasks

corresponding to the left branch in Fig. 1. We only show

a quick summary of the results that are discussed in Borst,

Janos, Wehrheim, Lino, and Burghardt, Manuel [13]. As basis

for every model, we use a German BERT variant pre-trained

by the DBMDZ2. To evaluate the model, we split the annotated

data into 80-20 training and validation splits, reported results

are measured on the validation split. All three models use an

2https://huggingface.co/dbmdz/bert-base-german-cased

TABLE I
RESULTS ON VALIDATION SET FOR THE ASPECT CLASSIFICATION STEP.

% individual
entities

sectors market micro avg macro avg

precision 92.54 76.19 77.08 82.58 81.94
recall 89.86 84.21 90.24 88.02 88.11

f1-score 91.18 80.00 83.15 85.22 84.77

Adam optimizer and after training the epoch with the best

metric for the task is chosen.

For sentence-type classification the transformer was fine-

tuned as a binary classification model to distinguish neutral

sentences from sentences containing sentiment statements,

achieving 93% accuracy. The model was chosen because of

the highest recall for sentences containing sentiment (96.5%).

This ensures that we find most of the sentences containing

sentiment statements.

Classifying which aspects the sentences contains was

tackled as a multi-label classification problem with above-

mentioned entity levels “individual entities", “sectors" and

“market" as labels. The best model was chosen by macro av-

erage F1. The full results of this step is shown in Table Tab. I.

We see quite balanced performance across all classes, with

higher performance on individual entities. Individual entities

have a very common linguistic pattern which makes them easy

to detect.

In the third and final step we use the entity-level classifi-

cation of step two as aspects and classify the combination of

a (sentence, aspect)-pair into the sentiment classes “negative",

“neutral" and “positive". A sentence can have multiple aspect-

based sentiment annotations based on the result of the previous

step. This model is trained as a single label classification task,

that is, for every (sentence, aspect)-pair only one sentiment can

be assigned. The best model was chosen by macro average F1

and achieves 80.7% accuracy and 80.7% macro F1.

D. Zero-Shot Pipeline

In this section we describe the pipeline to accomplish

the same task without finetuning or training any model,

corresponding to the right branch in Fig. 1. The aim is

to perform the complex aspect-based sentiment classification

process, described above, without using any of the knowledge

that results from the manual coding and model training. This is

especially important for aspect-based sentiment analysis, as we

cannot assume knowledge about the type of entity contained

in a sentence. We bypass this by classifying for the sentiments

of all three entity categories and assume that, if there is no

sentiment regarding any level this will result in a “neutral"

label and will have no influence on the further analysis. We

also classify the corpus with a zero-shot model with regard to

overall sentence sentiment.

As zero-shot model, we use textual entailment classification,

following the task description proposed in Yin, Hay, and Roth
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“The sentiment at the market ..."

“The sentiment is positive."

“The sentiment is negative."

“The sentiment is neutral or mixed"

[0.1,0.2,0.7]

[0.7,0.1,0.2]

[0.2,0.4,0.4]

Fig. 2. Schematic example for the formulation of the entailment task and
its application to zero-shot text classification. The scores are the output for
every sentence pair with regard to the categories entailment, contradiction and
neutral. The highlighted numbers in color show the values that are compared
with each other, which in this case would lead us to assign the category
“neutral".

TABLE II
ZERO-SHOT EVALUATION METRICS ON THE MANUALLY LABELLED

ASPECT-BASED DATA SET.

% negativ neutral positiv micro avg macro avg

precision 75.69 60.48 81.27 67.61 72.48
recall 28.60 89.82 76.43 67.61 64.95
f1-score 41.52 72.29 78.77 67.61 64.19

[7] using a pretrained model from the huggingface hub3. In

this approach a sentence pair, called premise and hypothesis, is

classified as “entailment", “contradiction" or “neutral", based

on how well the hypothesis logically entails the premise. For

zero-shot classification we form hypotheses containing the

label we want to classify. These hypotheses are created using

a hypothesis template: "The sentiment is [blank]"4. The blank

is then filled with the sentiment categories.

The model output provides a probability score for every

premise and hypothesis pair and entailment class. We select

the hypothesis with the highest probability of entailment as

the classification result and assign the corresponding category.

This leads to the formulation as show in Fig. 2. This approach

is used for zero-shot sentiment classification.

For aspect-based zero-shot sentiment classification this ap-

proach can be extended by another placeholder in the hy-

pothesis template, which is used to create the hypotheses.

We use the template: The sentiment for [aspect] is [label]5.

For every entity category above, we create the premise and

hypothesis pairs by combining the entity category with each

of the sentiment labels. Within each entity-level the procedure

is the same as above. Fig. 3 shows a schematic drawing for

this. The result of this step is an assignment of one sentiment

label for every sentence and entity-level pair.

IV. EXPERIMENTS

Code and Data to replicate these findings can be found at

https://git.informatik.uni-leipzig.de/computational-humanities/

research/fedcsis-zero-shot-sentiment/

A. Quantitative Comparison

3https://huggingface.co/svalabs/gbert-large-zeroshot-nli
4Translated from German: “Die Stimmung ist [label]."
5Translated from German: “Die Stimmung für [aspect] ist [blank]"

TABLE III
EVALUATION OF THE FINE-TUNED PIPELINE ON THE VALIDATION SET OF

THE MANUALLY LABELLED ASPECT-BASED DATA SET.

negativ neutral positiv micro avg macro avg

precision 81.6 90.5 85.7 86.1 85.9
recall 88.6 85.7 83.5 86.1 85.9
f1-score 84.9 88.0 84.6 86.1 85.9

TABLE IV
TABLE OF AGREEMENT BETWEEN THE ZERO-SHOT AND TRAINED

PIPELINE ON THE ENTIRE CORPUS.

% truth negative neutral positive

zero-shot
negative 75.69 16.57 7.73
neutral 30.54 60.48 8.97
positive 9.49 9.25 81.27

trained
negative 84.76 11.43 3.81
neutral 7.52 89.47 3.01
positive 7.59 12.66 79.75

TABLE V
CONFUSION MATRICES OF THE TWO PIPELINES ON THE MANUALLY

CODED VALIDATION SET.

fine-tuned negative neutral positive
aspect zero-shot

market negative 85.79 6.79 07.42
neutral 50.14 30.74 19.12
positive 10.57 10.19 79.24

sectors negative 83.86 8.76 7.37
neutral 31.02 49.95 19.03
positive 3.32 09.86 86.81

individual entities negative 79.68 12.85 07.47
neutral 33.73 42.23 24.05
positive 2.91 09.54 87.55

1) Data set metrics: We evaluate the zero-shot algorithm on

the same data used to train the fine-tuned pipeline on. Tab. II

and Tab. III show the evaluation metrics for training and zero-

shot respectively. Although there is a significant improvement

in the F1-score of the trained model over the zero-shot model,

it is noteworthy that this gap largely stems from the fact that

the recall of negative sentiments is rather low. The precision

for “negative" sentiments and all metrics for “positive" values

are higher but a bit short of competing with the fine-tuned

pipeline.

With further analysis, we find that the confusion matrices

confirm the problem: Around 30% of predicted neutral labels

are actually negative labels. This error is systematic, thus

it may lead to an over-estimation of absolute values in the

aggregated time series, but should not affect the overall trends.

2) Agreement: Tab. V shows the confusion matrix of the

zero-shot pipeline and the fine-tuned pipeline. With regard to

the manually coded data set, both algorithms seem to have

comparable performance with strengths in classifying positive

and negative examples. The confusion between neutral and
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"The sentiment at the market was positive..."

"The sentiment for market is negative."

"The sentiment for market is neutral or mixed."

"The sentiment for market is positive."

[0.1,0.2,0.7]

[0.7,0.1,0.2]

[0.2,0.4,0.4]

"The sentiment for sectors is negative."

"The sentiment for sectors is neutral or mixed."

"The sentiment for sectors is positive."

[0.1,0.2,0.7]

[0.7,0.1,0.2]

[0.2,0.4,0.4]

"The sentiment for individual entities is negative."

"The sentiment for individual entities is neutral or mixed."

"The sentiment for individual entities is positive."

[0.1,0.2,0.7]

[0.9,0.1,0.0]

[0.1,0.2,0.7]

positive

neutral

neutral

"The sentiment for market is neutral or mixed."

"The sentiment for sectors is neutral or mixed."

"The sentiment for individual entities is neutral or mixed."

Fig. 3. Schematic example for the formulation of the entailment task and its application to zero-shot text classification. The scores are the output for every
sentence pair with regard to the categories entailment, contradiction and neutral. The highlighted numbers in color show the values that are compared with
each other, which in this case would lead us to assign the category “neutral".

negative labels is the only position in the confusion matrix

that seems to have substantially benefited from fine-tuning at

all. All other label pairs show similar performance.

In Tab. IV we look at the confusion of agreement on entity

level. In contrast to the previous table, high values now indi-

cate that both pipelines agree to the same assignment of labels

for any given (sentence, aspect) example. The table shows

these statistics for the entire corpus (not only the validation

data set). A very similar picture emerges: Both pipeline have

a very high agreement about positive and negative examples

for all entity levels. But there is considerable confusion if the

zero-shot pipeline predicts neutral. For all entity levels there is

a significant tendency that the fine-tuned pipeline would hand

out a “negative" label where the zero-shot pipeline assigns

“neutral". For the “market" level the agreement is even lower

than 50%.

For the entity levels “sectors" and “individual entities" and

on a global level, these errors have a systematic character that

will not influence the overall trends considering that “most"

prediction will still be correct.

3) Time Series Metrics: Besides an assessment of the

quality of classification models, we want to compare resulting

insights and possible analyses of both pipelines. To be able to

use zero-shot instead of standard fine-tuning in a real-world

application scenario, it should produce similar if not the same

analysis result as the fine-tuned pipeline. In our case the basis

of analysis are the sentiment time series that emerge from

both of the pipelines. Comparing the time series expands the

quantitative assessment of the classifier with the aspect of time.

So the question we want to investigate here is: Would these

pipelines create the same insights into the data?

The time series are generated by grouping the data over

seven days and by summing up the sentiment labels. We

evaluate negative, neutral and positive as “-1",“0", and “1"

respectively. After that, time series are created by computing

the rolling average over half a year (26 weeks). Time series

are created for every entity level separately and for the overall

sentiment. For overall sentiment we averaged the trained

pipeline’s output per sentence to create one score and then

did the same as above. Since we are not interested in absolute

values, and we are dealing with a systematic error of the

negative values, we also normalize each time series by mean-

normalization. This normalization has no influence on trends

or on the correlation factor, which we calculate below.

For comparison, we also applied an off-the-shelf neural

network sentiment classification network for German language

model for overall sentiment. Guhr et al. [32] train a “general-

purpose German sentiment classification model". Since this

model is off-the-shelf, it is not adapted to historic German

language. However, we regard the comparison still as useful,

since the availability of specific models is still one of the most

common problems when researching textual data.

In the following, we want to evaluate the time series quali-

tatively and quantitatively. Fig. 4 shows a visual comparison

of all these time series and will be discussed in the next

section. For quantitative evaluation, we calculate the Pearson

correlation of the zero-shot time series to the time series of

the fine-tuned pipeline to verify if they have similar tendencies

and trends. Tab. VI shows the Pearson correlation factors.

Fig. 4 reveals that the zero-shot and respective trained time

series are often very close. In all cases except “market” the

trends and tendencies are highly correlated. For “market” there

is a period from 1900-1920 with a higher deviation. This

leads to a Pearson correlation factor of only around 0.3. One

explanation for this lies in the fact that while the concepts of

“sector” and “individual entities” manifest in explicit syntactic

figures and tokens, the concept of an “market” sentiment is not

as easy to grasp sometimes. Another explanation lies in the fact

that almost 50% of all entity mentions regard specific stocks or

sectors. This might have higher influence on overall sentiment

when aggregating over time. This argument is backed by

the fact that the time series for individual entities shows the

highest correlation of all time series. We also argue that it is

not due to linguistic changes because these should affect all

entity levels similarly in the same time periods, which we do

not observe.

Additionally, we see that an off-the-shelve neural network

sentiment classifier does not agree with the results of either

zero-shot or fine-tuned pipeline. There is virtually no correla-

tion of Guhr et al. [32] with the fine-tuned pipeline.
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Fig. 4. Plot of the time sentiment time series for overall sentiments (top left) and for every entity level.

TABLE VI
PEARSON CORRELATION COEFFICIENT BETWEEN ZERO-SHOT AND

TRAINED SENTIMENT TIME SERIES.

market 0.358472
sectors 0.822404
individual entities 0.911497
overall 0.870379
Guhr et al. [32] 0.077549

B. Qualitative Assessment

There has been some criticism about the application of

entailment-based zero-shot recently [34]. The paper mentioned

spurious correlation as a main driver of zero-shot classification

performance in entailment-based solutions.

In our case this would be quite critical, because of formali-

sation of syntax and language in the historic realm could lead

to considerable bias. We address this with a qualitative check

of examples, on which the zero-shot and the trained pipeline

disagree to identify patterns of errors.

As shown in Tab. IV, most of the disagreement occurs be-

tween neighbouring classes: positive and neutral , or negative

and neutral, which in itself is often quite ambiguous. The only

pattern we could find is that if there are opposing sentiments

in one sentence such that the example should be labeled

“neutral”, both algorithms seem to randomly pick one of the

sentiments as the predicted polarity. This is not a systematic

error but rather a random choice made by both pipelines. For

instance, in the following example, two opposing polarities

refer to the same entity level (“Individual Entities”). The

trained pipeline assigns a positive polarity, whereas the zero-

shot pipeline predicts it as neutral.

’Among foreign currency, Dutch lay firm, ruble

notes continued to decline’. 6

In order to identify examples of linguistic patterns that are

more difficult to classify, we examined instances where the

zero-shot pipeline and trained pipeline assigned opposite polar-

ities. One pattern that emerged with slightly higher frequency

was related to the interpretation of the terms “supply” and

“demand”7. While in general language, “supply” might have a

positive connotation, in stock market reports, a predominance

of supply is often associated with a high amount of selling

and thus dropping prices, which is negatively connoted in this

domain.

For Hansa shares, supply predominated.8

Strongly in demand without supply were the 4%

Reich and government bonds.9

In the first example, the report mentions more supply than

demand, which refers to falling prices. In this case, the trained

pipeline correctly predicts a negative polarity while the zero-

shot pipeline assigns a positive polarity. In the second example,

the same situation occurs with “demand”, where this time the

zero-shot pipeline correctly predicts a positive polarity while

the trained pipeline assigns negative. Overall, the zero-shot

pipeline tends to classify more sentences containing “supply”

6Translated from: ’Unter den fremden Devisen lagen holländische fest,

Rubelnoten wurden weiter rückgängig.’
7Translated from: Angebot und Nachfrage
8Translated from: ’Für Hansa-Aktien überwog Angebot.’
9Translated from: ’Stark gefragt ohne Angebot wurden die 4% Reichs- und

Staatsanleihen.’
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or “demand” as “neutral” (73%) than the trained pipeline

(49%), which is in line with the above mentioned evaluation

metrics.

While these examples highlight linguistic difficulties re-

garding the textual domain of historic stock market reports,

there are no clear-cut patterns where one of the algorithms

significantly fails to conform to our defined label scheme.

V. PRACTICAL AND EPISTEMOLOGICAL CONSIDERATIONS

An alternative way to frame this paper’s research question

could be whether the zero-shot pipeline’s results align with

those based on human annotation, or more specific, how well

the presumed annotation scheme conform with the zero-shot’s

definition of the annotation scheme. In our case, the results are

generally encouraging thus far, but they also raise practical and

epistemological follow-up questions, which we will outline in

this section.

The comparison between the trained and zero-shot pipelines

reveals that the assessment of the latter depends on the research

question at hand. For researchers interested in sector- or entity-

level sentiment, such as business historians, the zero-shot

approach appears to be feasible, as evidenced by the evaluation

metrics presented above. However, if one is interested in

the market level, the differences between the two approaches

appear to be too substantial, especially for the 1870s and

1910s. There are even differences in the degree of agreement

with regards to different research objects within the same task,

domain and time period.

Although we can only speculate about the reasons why the

zero-shot approach does not agree with a model trained on

human annotations for these periods, the lower performance

at the market level, in general, is not surprising. Sentences

referring to the “market” sentiment are more difficult to detect

and interpret, even for human annotators, because the entity

of “market” is often only mentioned implicitly. Ambiguity is

a general problem in sentiment analysis. Furthermore, the fact

that the zero-shot approach suffers from systematic biases may

not be a problem if one is interested in time trends, but it

may pose a problem in other cases. This is also true for other

approaches, that can be used without training evaluation, e. g.

dictionary-based methods.

Apart from these more technical aspects of our specific set-

up, there are some epistemological reflections to be made.

Researchers who consider using zero-shot methods because

they lack the resources to create training data and fine-tuning

a model, face a fundamental dilemma - as anyone using

unsupervised tools does: How can we rely on the results if

we do not have data for a formal evaluation and if we have

data to evaluate why not also fine-tune? When looking at the

time series in Fig. 4, even the most well-versed domain expert

may struggle to discern whether these results are mere artifacts

created by an algorithm or substantial results. Furthermore,

even if the expert can discern the results, what would we

learn from these results that we did not know before? In any

case there is the possibility of confirmation bias, when not

properly supported by close reading. In other words, we face

the paradox that the very advantage of zero-shot models is

also a considerable drawback for practical application.

Of course, there is general evidence for the quality and

performance of zero-shot models, where especially polarity

classification has been shown to work more consistently. But

there is no general notion of why this should be transferable

to another domain or another language with a “similar” task.

The problem of distributional shift or domain adaptation often

contributes to loss of performance [35, 36, 37]. Then again:

How similar do these domains have to be, to safely assume

generalization? These questions are particularly challenging to

answer for historiographic research, which often covers very

specific domains and languages or longer time periods for

which there are hardly any pre-checked settings to be found.

Finally, this study raises a lot of questions regarding implicit

assumptions when applying zero-shot sentiment classification,

like: Is there a “correct" sentiment in these texts? If so, are

expert-level humans able to identify it, correctly reflecting the

historic reality? Does the technical ability of these models to

generalize suffice in this scenario?

Recent research suggest that every step along the way to a

trained pipeline based on human annotations involves the risk

of bias [38]. Also, in the special case of sentiment, there are

many studies that evidence that scholar’s and crowd-sourced

annotations alike have particularly low agreement between

annotators in historic texts [39, 36, 37]. Even the agreement

of various machine-learning algorithms seems surprisingly low

even when trained and evaluated on the same sentiment data

sets [40]. There is much work done in the field of domain

adaptation in sentiment classification [35, 41, 42, 43], but all

these implicitly rely on the human annotations as performance

metric as well. All these factors contribute to the uncertainty

of “correct" results in any case, but might also lead to the

conclusion that a zero-shot approach may suffice to discover

underlying trends.

There is no space here to provide answers to these questions,

nor do we claim to have any. In the end, the usefulness of zero-

shot learning will probably depend on the research question,

the domain, the possibility to conduct some sort of evalua-

tion (e.g. at least some human annotations), and maybe the

general willingness to trust unsupervised approaches, which

is distributed unevenly across different research communities.

These issues will, however, get more pressing with the wider

availability of powerful zero-shot tools like GPT-4.

VI. CONCLUSION

In this study, a zero-shot text classification pipeline was

applied to an aspect-based sentiment analysis of German

historic texts of stock market reports in the digital humanities.

The goal was to get insights in how useful these methods

are in a real application scenario. We provided in-depth

comparisons, qualitatively and quantitatively, between a fine-

tuned pipeline and a zero-shot pipeline. The results show that

both can deliver usable results in our aspect-based sentiment

analysis. The trends and insights produced by the zero-shot

models were highly correlated with those produced by the
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trained models. They were found to be particularly useful for

classical sentence polarity classification, but also performed

well for aspect-based sentiment analysis. Even if the results

may differ in some details and there are systematic errors,

we can confidently say that zero-shot models provide a good

exploration tool and an easy start for sentiment analysis,

especially in cases where no hand-coded data exists.

The zero-shot models were also found to work better than

an off-the-shelf BERT German sentiment model. Since the

general availability of domain-specific models is still not fully

achieved, especially for languages other than English, zero-

shot approaches to sentiment analysis may help to close the

gap. Also, zero-shot models for aspect-based sentiment were

found to work better with concrete entities (target text) rather

than general aspects, which we were not able to consider in

this study. We defer this task to future work on the subject.

However, it should still be noted that correlation and data

set metrics are just a hint at performance and that the factual

correctness of the sentiment analysis is difficult to prove, as

this would require manual examination of the textual content

and sentiment analysis still contains a subjective nature. We

only compared the zero-shot results to the result of the trained

pipeline to answer the question, if both models would provide

similar insights, while the interpretation of these results is not

part of this paper.

Still, we believe that zero-shot models in sentiment anal-

ysis, and for text classification in general, seem a promising

approach, especially when considering the progress and the

potential of models similar to GPT-4.
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