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Abstract—Applying population-based metaheuristics is a
known method of solving difficult optimization problems. In this
paper the search for the best solution is conducted by decentral-
ized, self-organized agents, working in parallel threads, in the
so called mushroom-picking method. The search is enhanced by
remembering in which part of the recently improved solution the
last successful change took place and intensifying the search in
this part. A computational experiment shows that introducing
the component for remembering the most recent changes may
improve the results obtained by the model in the case of JSSP
problems.

I. INTRODUCTION

P
OPULATION-BASED methods belong to the most ef-

fective approaches when dealing with computationally

difficult optimization problems, including combinatorial opti-

mization ones. A population, in a broad term, represents here

solutions of the problem, potential solutions, parts of solutions,

or some constructs that can be somehow transformed into

solutions.

The main focus while using population-based methods is to

find a proper mechanism controlling their three fundamental

components - intensification, diversification, and learning [1].

Diversification is understood as the method of identifying

diverse promising regions over the whole search space, while

intensification is the method of finding a solution by exploring

some promising regions. Learning is gaining and using the

knowledge of where and how applying intensification and

diversification operations. Population-based methods belong to

a wider class of metaheuristics. Metaheuristics differ between

themselves by using different intensification, diversification

and learning rules.

Pioneering population-based methods included genetic pro-

gramming – (GP) [2], genetic algorithms (GA) [3], evolution-

ary computations - EC [4], [5], ant colony optimization (ACO)

[6], particle swarm optimization (PSO) [7] and bee colony

algorithms (BCA) [8]. Since the nineties a massive number of

metaheuristics using the population-based paradigm have been

proposed (see reviews [9], [10]), some of them named after

biological, physical, chemical, and other natural sciences phe-

nomena. Generally, the discussed metaheuristics have achieved

a certain level of perfection in finding solutions to many

computationally difficult problems. None of them, however,

could be considered a champion and their performances differ

depending on the problem characteristics and specifications.

Moreover, a vast majority of well-performing population-

based metaheuristics require fine-tuning or even adaptation

to produce high-quality solutions to difficult computational

problems.

An important step towards increasing the effectiveness of

the population-based methods was the emergence, during the

last few decades, of commonly accessible technologies en-

abling parallelization of search over the solution space. Among

the successful attempts to parallelize searching for the best

solution among the population of solutions was parallel GA

on MapReduce framework using the Hadoop cluster [11]. The

method was designed for solving instances of the travelling

salesman problem (TSP). A similar approach for implementing

a parallel genetic algorithm with the Hadoop MapReduce for

TSP can be found in [12]. Spark-based ant colony optimization

algorithm for solving the TSP was proposed in [13]. A Spark-

based version of the population learning metaheuristic applied,

among others, to job-shop scheduling problem (JSSP) can be

found in [14]. Some extensive reviews of developments in

the field of parallel metaheuristics can be found in [15], [16],

and [17].

Job-shop scheduling problem (JSSP) is one of the “clas-

sic” computationally hard problems. In recent years sev-

eral approaches to solving the JSSP using population-based

metaheuristics have been proposed. Some examples of such

approaches include:

• Specialized cuckoo search algorithm [18].

• A hybrid particle swarm optimization (PSO) and neural

network algorithm [19].

• An improved whale optimization algorithm [20].

• Genetic Algorithm for JSSP [21].

• Wolf pack algorithm for JSSP [22].
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• Biomimicry hybrid bacterial foraging optimization algo-

rithm for JSSP [23].

• Hybrid harmony search algorithm for JSSP [24].

• Discrete particle swarm optimization (PSO) algorithm for

JSSP [25].

• Hybrid PSO optimization algorithm with nonlinear iner-

tial weight and Gaussian mutation for JSSP. [26]

To take advantage of the expected speed-up several attempts

of using parallel computational environments for solving the

JSSP have been also recently reported. MapReduce coral reef

algorithm for solving JSSP instances was proposed by [27].

The distributed Evolutionary Algorithm for scheduling large-

scale problems was suggested by [28]. An efficient parallel

tabu search for the blocking job shop scheduling problem was

suggested by [29].

Another metaheuristic designed for parallel environments

named Mushroom Picking Algorithm (MPA) was proposed by

the authors in [30]. The approach proved successful in solving

the JSSP instances. Motivated by the good performance of the

MPA when solving the JSSP we proposed in [31] an extension

of the MPA in the form of the software framework named

Mushroom Picking Framework (MPF). The MPF provides a

generic functionality of parallel searching for the best solution

among population members and is implemented as a multiple-

agent system. MPF can be adopted by a user to fit particular

combinatorial problem requirements.

In this paper, we further extend the MPF by equipping

each solution with a cache memory where recent changes that

occur during the search process are stored. The extended MPF

is denoted as MPF+. The rest of the paper is organized as

follows. Section 2 contains a description of the Mushroom

Picking Framework with cache memories. Section 3 recalls

briefly the Job Shop Scheduling Problem. Section 4 explains

our implementation of the proposed MPF with cache memories

for solving JSSP instances. Section five presents the results of

the computational experiment held to validate the approach.

The final section contains conclusions and suggestions for

future research.

II. MUSHROOM PICKING FRAMEWORK WITH CACHE

MEMORIES

A. Mushroom Picking Algorithm (MPA)

Mushroom Picking Algorithm was introduced in [30] for

solving difficult optimization problems. It is characterized by

the following features:

• It operates on a population of individuals representing so-

lutions to the given combinatorial optimization problem.

• It uses a set of agents, that may improve a solution or

solutions from the population

• Randomly selected agents try to improve randomly se-

lected solutions. If successful, the resulting solution may

replace a solution from the population.

Each agent reads a solution or solutions, depending on its

improvement method and requirements as to the number of

the input solutions (here one or two). Each agent then runs its

internal improvement algorithm creating a new solution. If the

fitness of a newly generated solution is better than the fitness

value of the solution drawn from the population, or is better

than the worse fitness of the two initially drawn solutions, it

replaces the worse solution.

In order to avoid obtaining a population with a very low

diversity of solutions, whenever two solutions drawn from the

population are similar to one another, one of them is replaced

by a new, random solution. The similarity of solutions is

decided through a comparison of the respective fitness values.

If these values are identical or differ by a predefined value,

solutions are considered identical. The procedure allows for

the maintenance of the required diversity of solutions in the

population.

B. Mushroom Picking Framework (MPF)

Mushroom Picking Framework works in the following man-

ner:

• The initial population of solutions is generated.

• The search for the best solution is performed in cycles.

• In each cycle, the population of solutions is divided into

several subpopulations of equal size.

• Using the Apache Spark functionality subpopulations are

independently and in parallel explored by improvement

agents. Each subpopulation is processed in a separate

thread.

• In each subpopulation the Mushroom Picking Algorithm

is used to improve solutions.

• After each cycle, all the solutions from the subpopulations

are drawn back into the common memory and shuffled.

• A predefined number of the worst solutions may be

replaced by the currently best one. Then the next cycle

begins.

The process of searching for the best solution is iterative

and runs as described by Algorithm 1. The stopping criterion

is defined by the maximum number of consecutive cycles in

which the best solution in the population does not improve (the

process ends when the best makespan of the solutions has not

changed for predefined number of consecutive cycles).

What happens within the method optimize is shown as

Algorithm 2. In each subpopulation, the process of applying

improvement agents to solutions - MPA - is represented

by the p.applyOptimizations in Algorithm 2. Attempted

improvements are executed by improvement agents. The set

of agents in each subpopulation is identical and consists of an

equal number of agents of the same type.

Algorithm 1 Mushroom Picking Framework operation

solutions← set of random solutions;

2: while ! stoppingCriterion do

solutions← solutions.optimize;

4: bestSolution ← the best solution chosen from

solutions;

end while

6: return bestSolution;
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Algorithm 2 Method optimize

Require:

solutions = set of solutions;

2: k = number of parallel threads in which the solutions will be processed;

Ensure:

populations← solutions divided to a list of k-element subpopulations;

4: populationsRDD ← populations parallelized in Apache Spark;

populationsRDD ← populationsRDD.map(p => p.applyOptimizations);
6: solutions← solutions collected from populationsRDD;

solutions← solutions with l worst solutions replaced with the best solution;

The framework may be used for all problems, for which a

task, a solution with a method that returns the fitness value,

and a set of agents working as in MPA is defined.

C. Cache memories

For the JSSP instances, we use the MPF implementation

proposed in [31] extended by adding the cache memory to each

population member. The extended framework will be denoted

as MPF+.

The general assumption is that solutions are encoded in the

form of lists. In our framework improvement agents try to

improve current solutions by moving, swapping, or modifying

parts of the lists that encode solutions. The proposed cache

memory is used to record and store for each solution the

position (index in the list representing the solution), in which

the last successful improvement move or change took place.

The above feature helps to intensify the search for successful

moves in the vicinity of the recent change. The idea of

using information stored in the cache memory is to improve

the synergistic effects of agent interactions, by providing the

current information on which part of the solution they should

focus it the next step.

Since we consider solutions that are represented as a list,

changing an element in such a list (for example moving

or swapping it with another element), results in saving its

position together with the respective weight which is allo-

cated by the user. In the next iteration of improvement in

ApplyOptimizations, the new starting position for a change

is drawn at random from the close neighborhood of the

element at the saved position, and either the weight’s value

is reduced by one or - if the next change successfully led

to a solution with better makespan - a new position with the

maximum weight is remembered. When after several iterations

the weight reaches value 0, the saved position receives a

random value.

The process described above is shown as Algorithm 3.

For simplicity’s sake, Algorithm 3 covers the case of a

single argument agent. The cache memory is represented by

solution.position and solution.weight values. When cre-

ating a random solution, its position and weight are set

to random position and maximum weight. The radius and

the maximum weight are both predefined as the algorithm

parameters.

III. JOB SHOP SCHEDULING PROBLEM (JSSP)

Job shop scheduling problem (JSSP) is a well-known NP-

hard optimization problem in which n jobs (J1, . . . Jn) must

be processed on m machines (m1, . . .mm).
In JSSP each job consists of a list of operations, the

operations must be processed in the exact order as in the

given list, and only after all preceding operations have been

completed. Also every operation has to be processed on a

specific machine in the given time. The operations cannot be

interrupted and each machine can process only one operation

at a time.

The makespan is defined as the length of the schedule, or

the time in which all operations of all jobs will be processed.

The JSSP objective is to find such schedule, that its makespan

is minimal.

In JSSP a solution may be represented as sequence of jobs’

numbers of the length ≤ n×m. In this sequence each job j

appears at most m times, and the i-th occurence of the job

corresponds to the i-th operation of this job. The algorithm in

this paper uses this representation to find the solution with the

smallest makespan.

Fig. 1 presents a solution of JSSP problem that may

be represented by, for example, list (1,2,0,1,1,2,0,0) or

(2,1,0,1,2,1,0,0).

Fig. 1: Solution of JSSP task with makespan 12

IV. MPF+ IMPLEMENTATION FOR SOLVING JSSP

INSTANCES

In the Mushroom Picking Framework, one has to define the

task, the solution and the agents. We implement the solutions

as lists of job numbers - as it has been described in the previous

section. All solutions in the initial population are randomly

generated. The agents that try to improve solutions transform

the lists by changing the order of elements or moving the

elements to different positions. In the MPF+ for JSSP, the

following agents are used:
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Algorithm 3 ApplyOptimizations with cache memory of recent changes

Require:

W =maximum weight;

2: R =radius;

Ensure:

for iteration in the given range do

4: agent← agent drawn at random according to some probability set by the user;

solution← random solution;

6: if solution.weight > 0 then

newWeight← solution.weight− 1
8: newPosition← random(solution.position−R, solution.position+R);

else

10: newWeight← solution.weight;

newPosition← random(0, solution.size);
12: end if

optimizedSolution with optPosition and optWeight← agent(solution, start = newPosition);
14: if optimizedSolution is better than solution then

return optimizedSolution with optPosition and optWeight;

16: else

return solution with newPosition and newWeight;

18: end if

end for

• RandomSwap - replaces pairs representing jobs on two

random positions in the list of pairs. If successful, the

position of the first swapped element is remembered as

the base for future exploring.

• RandomMove - moves one element representing the job

and moves it to another, random position. If successful,

the original position of the element is remembered as the

base for future exploration.

• RandomOrder - takes a random slice of the list and

shuffles the elements in this slice (the order of the slice’

elements changes at random). If successful, the middle

element of the slice is remembered as the base for future

exploration.

• RandomCrossover - requires two randomly drawn solu-

tions. A slice from the first solution is extended with the

missing elements in the order as in the second solution. If

successful, the middle element of the slice is remembered

as the base for future exploration.

Each agent stores in the solution’s memory index of one

element of the list representing solution. When the solu-

tion is again sent to an agent (in the next iteration in

the ApplyOptimizations method), the agent will draw the

starting point for the transformation from the part of the

solution given by the range of indices: (solution.position−
R, solution.position+R), where R is given as the algorithm

parameter.

Each iteration of the ApplyOptimizations method

starts with drawing at random an agent. The agents

are drawn with the following probabilities: 0.28 for

each one-argument agent and 0.14 for RandomCrossover

agent, to maintain the empirically identified required

frequency of calling a single and double argument

agents.

V. RESULTS

A. Computational experiment

To validate the proposed approach, we have carried out

several computational experiments. Experiments were run on

a benchmark dataset for the JSSP problem: the set of 40 in-

stances proposed by Lawrence [32], that have sizes from 5x10

to 15x15. All computations have been run on the Spark cluster

at the Centre of Informatics Tricity Academic Supercomputer

and Network (CI TASK) in Gdansk. In all experiments 240

subpopulations have been used, each consisting of 3 solutions.

These subpopulations have not been processed literally in

parallel due to a varying temporary constraint on the number

of available nodes. Using a cluster with more allocated nodes

would lead to shorter computation times, as demonstrated

in [31].

The use of our cache memory has been controlled by

two parameters R and W . R is used to define the range

of solution elements from which the next starting point for

an agent will be drawn. The starting point is drawn from

(position − R, position + R). R parameter has been set to

5 in all experiments. W is the weight assigned to a solution

after an agent performs a change. Its value was set to 0, 10,

or 15, where 0 value results in not using the cache memory at

all. For tasks from la01 to la15 and task la31, if the solution

was calculated using the cache memory, the weight of 10 was

used. For the remaining solutions, their initial weight was set

as 15.

The time of computations mainly depends on the number

of iterations in one cycle, and the stopping criterion, which
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is the maximum number of cycles in which the best solution

does not change, denoted mwc. The number of iterations was

set to 1000, 3000 or 6000 iterations in one cycle. The mwc

was set to 2 or 5. The values of parameters that were used in

the experiment are described in the Table I.

TABLE I: Parameters used at the experiments

Task R and W if cache used Number of iterations

la01 5, 10 1000 2
la02 5, 10 3000 2
la03 5, 10 3000 5
la04 5, 10 3000 2

la05-la15 5, 10 3000 2
la16-la27 5, 15 3000 5
la28-la30 5, 15 6000 5

la31 5, 10 3000 2
la32 5, 15 3000 5
la33 5, 15 3000 2

la34-la35 5, 15 3000 5
la36-la40 5, 15 6000 5

Average computation times and average errors are shown in

Table II. BKS stands for the best-known solution (in terms of

the solution makespan) and the errors have been calculated for

BKS values. The average errors and times have been calculated

from at least 30 results.

Tables III and IV contain a comparison of results obtained

by MPF+ with results obtained by other recently published

algorithms. Table III contains Q-Learning Algorithm (QL,

[33]) and a hybrid EOSMA algorithm [34] that mixes the

strategies of Equilibrium Optimizer (EO) and Slime Mould

Algorithm (SMA). Table IV shows results for the Coral Reef

Optimization (CROLS, [35]). The average errors for CROLS,

QL and EOSMA algorithms have been calculated based on

average results given in the original papers. In the case of

the Coral Reef Optimization results reported in [35] were

given for only chosen instances of the problem. The Coral

Reef algorithm was run for three different reef sizes. For each

task in the table, the best Coral Reef Optimization result was

chosen from among the three available results in [35]. In the

case of QL0 and QL1 [33] running times of algorithms were

not given. Algorithm EOSMA needed from over 10 seconds

to 103 seconds of running time.

Figures 2 and 3 present convergence for six different runs

of the algorithm for tasks ls03 and la26 respectively. For both

figures such runs of the algorithm have been chosen for which

solutions with the best known makespan were found. In three

of the runs the cache memories were used (red lines with

triangles), and three runs did not use the cache memories (blue

lines with circles).

VI. DISCUSSION

From Table II it can be seen, that in many cases inten-

sifying the search using data stored in the proposed cache

memory leads to better results obtained in comparable and

even occasionally shorter times. To gain better knowledge of

the performance of the proposed MPF+ implementation as

compared with its earlier version (MPF) we have carried out a

pairwise comparison using the Wilcoxon matched pairs tests.

Fig. 2: Convergence for runs with and without cache on la03

Fig. 3: Convergence for runs with and without cache on la26

The null hypothesis in such a case states that results produced

by two different methods are drawn from samples with the

same distribution. With T statistics equal to 53.00, Z statistics

equal to 2.771429, and a p-value equal to 0.005581, the null

hypothesis has to be rejected at the significance level of 0.05.

Analysis of results from Tables III and IV allows observing

that MPF+ implementation for solving the JSSP instances

performs well as compared with several other approaches

offering for numerous instances better performance or shorter

computation time.

From Fig. 2 and Fig. 3 it can be noticed that most runs in

which the cache was used required less time to finish. The

markers show the error of the best makespan found at the

time when a cycle ends, and after most of the cycles the best

makespan value found so far was better in cases when the

cache was used.

VII. CONCLUSION

The main contribution of the paper is extending the earlier

proposed Mushroom Picking Framework by incorporating the,

so-called, cache memory. It serves to store recent changes to

solutions effected by improvement agents. A novel version of

the framework referred to as MPF+ can be used for solving

a variety of computationally hard combinatorial optimization

problems. The approach takes advantage of better controlling

the intensification part of searching for the best solution. The
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TABLE II: Average computation times and average errors obtained in the experiment

MPF MPF+

Task BKS Avg err Avg time (s) Avg err Avg time (s)

la01 666 0.00% 3.53 0.00% 3,07

la02 655 0.00% 11.33 0.00% 9,93
la03 597 0.45% 23.67 0.25% 22,37
la04 590 0.07% 10.97 0.02% 13.33
la05 593 0.00% 8.23 0.00% 8.40
la06 926 0.00% 11.93 0.00% 13.10
la07 890 0.00% 14.33 0.00% 13.20

la08 863 0.00% 10.23 0.00% 10.40
la09 951 0.00% 10.03 0.00% 10.10
la10 958 0.00% 12.23 0.00% 10.63
la11 1222 0.00% 13.20 0.00% 13.43
la12 1039 0.00% 13.50 0.00% 13.27

la13 1150 0.00% 13.57 0.00% 13.20
la14 1292 0.00% 13.23 0.00% 13.60
la15 1207 0.00% 18.23 0.00% 20.27
la16 945 0.47% 60.23 0.34% 43.07

la17 784 0.39% 42.83 0.27% 46.43
la18 848 0.44% 45.85 0.33% 48.63
la19 842 1.15% 54.13 1.34% 47.23

la20 901 0.65% 38.60 0.63% 37.43

la21 1046 3.94% 121.70 3.57% 125.93
la22 927 2.64% 152.43 2.80% 113.73
la23 1032 0.05% 96.23 0.07% 87.07

la24 935 4.14% 103.90 4.12% 111.63
la25 977 4.13% 126.53 3.75% 122.73

la26 1218 2.18% 199.20 1.96% 197.83

la27 1235 5.60% 171.40 5.40% 200.10
la28 1216 3.23% 321.67 3.31% 419.83
la29 1152 7.95% 363.13 7.43% 428.90
la30 1355 0.92% 375.63 0.60% 347.87

la31 1784 0.00% 146.73 0.00% 155.53
la32 1850 0.00% 227.83 0.00% 235.50
la33 1719 0.00% 222.00 0.00% 176.17

la34 1721 0.58% 366.90 0.62% 388.87
la35 1888 0.11% 274.83 0.06% 298.97
la36 1268 4.46% 290.15 4.51% 311.85
la37 1397 4.95% 372.18 4.83% 380.53
la38 1196 6.42% 434.65 6.11% 411.63

la39 1233 4.25% 375.90 3.15% 436.53
la40 1222 4.37% 350.20 4.36% 390.07

avg 1.59% 138.08 1.50% 143.81

mechanism helps enhance the synergetic effects of interactions

between agents by providing constantly updated information

pointing directly at a part of the solution in which the recent

change caused some improvement of the fitness function value.

As a test-bed for validation purposes, we have selected one

of the classic computationally hard combinatorial optimiza-

tion problems – the job shop scheduling problem. While

incorporating the proposed cache memory has not caused

a dramatic improvement in the quality of results, it helped

nevertheless to improve some of them, and in many cases has

led to a shortening of the computation time. For the JSSP

results obtained in the experiments are competitive, even if

the cluster environment that has served as the platform to

run the programs has not been able to provide fully parallel

computations for all threads.

We believe that the MPF+ could be further improved.

Future research should focus on finding mechanisms for the

automatic setting of weights values depending on the scale of

improvements. Another possibility is to take advantage of re-

inforcement learning techniques for controlling and managing

the course of computations.
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