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Abstract—An approach to speaker’s age classification using
deep neural networks is described. Preliminary signal fea-
tures are extracted, based on mel-frequency cepstral coefficients
(MFCC). For gender classification an MLP network appears
to be a satisfactory lightweight solution. For the age modelling
and classification problem, two network types, ResNet34 and x-
vectors, were tested and compared. The impact of signal process-
ing parameters and gender information (both theoretic perfect
realistic imperfect) onto the age classification performance was
experimentally studied. The neural networks were trained and
verified on the large ”Common Voice” dataset of English speech
recordings.

I. INTRODUCTION

A
LTHOUGH work on speaker age recognition dates back

to the 1950s [1], this problem is still difficult to solve

in practice. Several reasons for this state of affairs can be

listed. The speaker’s perceived age and his/her chronological

age can differ significantly. To train the age classifier well,

a very large database of recordings labeled with the age of

the speakers will be required. By its nature, the sound of the

same speaker’s speech depends on many factors independent

of age, such as gender, weight, temperament, mood, ethnicity.

The first systems with relatively good efficiency in estimating

the age of the speaker were developed some 20 years ago [2],

[3]. Currently developed systems for estimating the age of the

speaker are based on acoustic modeling used in the speaker

recognition (speaker identification and verification) systems

[4]. The basic classic machine learning methodologies used for

this problem are UBM-GMM (Universal Background Model

- Gaussian Mixture Model) and "i-vectors" [5], [6], [7]. An

early solution based on deep neural networks is the ”x-vector”

[8], [9], [10] network. Other deep network architectures, such

as LSTM [11] or ResNet [12], were also proposed for this

purpose.

In this paper, we propose a gender-informed approach to

speaker’s age classification using the large ”Common Voice”

database [13] for neural network training and testing. In

section 2, this database is introduced in more details. The

implemented system SAR (speaker’s age recognition) is pre-

sented in section 3. Here, we already present results of initial

experiments, aimed to find optimal settings of two signal
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Fig. 1. Statistics of the English language subset of "Common Voice"
recordings according to age groups

processing parameters. The main experiments and a summary

of age classification performance, follows in section 4. At the

end, in section 5, we conclude the work with a summary of

results.

II. DATASETS

A. ”Common Voice”

Two large databases of tagged recordings were analyzed for

the speaker’s age recognition (SAR) system. The first one is

”Age-VOX-Celeb” [14], which contains age tags of celebrity

recordings, downloaded from ”YouTube”. The second base is

”Common Voice” [13], a Mozilla project, dedicated to record

the speech of ordinary Internet user. Everyone can register

and record his voice. Other users can listen to the recordings

and evaluate their correctness. The tags included speaker’s

accent, age and gender. The content of the database is growing

every day – it contains over 37 million audio files with speech

samples in many languages. The ”Common Voice” database

was chosen here, due to its easy accessibility and a large

containment of almost 900,000 recordings in English from

over 18,000 people (Fig. 1).

The database contains recordings of voices ranging from

teenagers to people in their nineties, but the distribution of age

groups is significantly uneven. There are only few participants

over the age of seventy. Therefore, for the first series of

experiments we decided to limit the age classification to the
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Fig. 2. Distribution of the English subset of "Common Voice" recordings
according to speaker’s gender and age

Fig. 3. Structure of SAR

first six age groups. The number of recordings from females

is around 200,000 and are much lower than the number of

recordings from males, which are over 650,000 (Fig. 2). This

leads to our separate treating of age classes for women and

men.

This large number of speakers supports extensive speaker

classification studies but it also requires extensive compu-

tational resources for training and testing neural network

models. As a tradeoff solution, we decided to select a training

subset of 25,000 recordings of men from each age group

and 15,000 recordings of women from each age group. The

test set consisted of thousand recordings for each age group,

regardless of gender. In total, 12 classes were distinguished,

which resulted from taking into account the 6 age groups and

2 gender of the speaker.

III. SOLUTION SAR

The overall structure of the speaker’s age recognition (SAR)

system is shown in Figure 3. There are three processing

stages: feature extraction, gender classification and age group

classification.

A. Feature extraction

Standard speech features were chosen based on ”mel fre-

quency cepstral coefficents” (MFCC), delivered by popular

audio processing library - the LibRosa library [15]. A feature

vector is generated for every signal frame. It consists of

70 coefficients, i.e. 3 × 23 MFCC-based (i.e., MFCCs, delta

MFCCs and delta-delta MFCCs) plus 1 energy coefficient.

Nevertheless the standard MFCC-based signal parametriza-

tion, some signal segmentation parameters still need to be

set optimally. We experimented with different settings of two

parameters: the window length (n_fft) and the delay between

consecutive windows (hop_ length).

Fig. 4. Experiments with different window lengths

Fig. 5. Experiments with different hop lengths

In the first type of experiments various window lengths,

have been set, the x-vector network was trained and its test

performance was evaluated. In this test series, the hop_length

was set to half of n_fft. The classification performance as a

function of window length is shown in Figure 4. The highest

quality of results is observed for n_fft in the range between

1000 and 1500 signal samples. (i.e., 45 – 68 ms). Both for

smaller and larger windows, the performance is deteriorated.

Hence, we selected a window size of 1000 samples, using a

FFT of order 1024.

In experiments with different hop lengths, the window size

was fixed. The delay parameter was studied in the range from

50 to 800 (Figure 5). As expected, the results show a tendency

of increased classification accuracy with decreased hop length.

The best performance was stable obtained for delays between

50 and 250 samples (i.e., ca 2 – 11 ms). Among them, we have

chosen 250 samples for reasons of computational efficiency.

The accuracy of the x-vectors network was 45.5%, only

slightly worse than 45.7% and 45.8% for 100 and 150 samples,

respectively. Please note, that already with this optimal setting

of the hop length parameter, the multi-class classification

accuracy of the x-vectors network has been increased by 9%

(from 36.5% to 45.5%).

B. Gender classification

For the purpose of gender classification, the feature vectors

of all the frames of given recording, are combined into a single

vector. This constitutes the input of a multi-layer perceptron

(MLP) with two hidden layers. The network is trained on

samples annotated with gender information. We evaluated the

1088 PROCEEDINGS OF THE FEDCSIS. WARSAW, POLAND, 2023



Fig. 6. The x-vectors network [8]

trained model on a small database, containing recordings of

24 speakers (the RAVDESS database), and its accuracy was

98.7%.

C. x-vectors

X-vectors is a very popular speech recognition network, re-

cently proposed in [8] and already ighly cited in the literature.

The architecture of the x-vector network is summarized in

Figure 6. The discussed architecture uses a one-dimensional

convolution layer - the filter kernel operates along the time

domain, while each feature is treated separately. The first five

layers operate in this way. Statistical data (mean and deviation)

are extracted from the last convolutional layer for each output

feature (each channel). This operation is to ensure a fixed

length of the output vector, which will later be processed by

two dense layers. Finally, there is a softmax layer that maps

their outputs to 12 age classes.

D. ResNet34

The second, much more complicated neural network used in

our work, is ResNet34 (Figure 7). This architecture also enjoys

popularity [16], [17]. It is based on convolutional networks

and residual connections. It starts with a convolutional layer

with 64 output channels and a 3 × 3 reception area. Then,

there is a ResNet block of 3 layers, each one composed of 2

convolutional layers, with a 3× 3 area and 64 outputs. Next,

three more ResNet blocks follow, with same kernel size but

growing number of outputs. An average pooling layer, a dense

layer and softmax complete the network.

We conclude, that the main difference between the two

considered architectures is the use of different convolutional

layers. X-vectors is using a lightweight 1-D convolution along

time axis, whereas ResNet34 applies a true 2-D convolution

along time and feature indices.

IV. RESULTS

The technological stack of the system implementation con-

sists of: the Python 3.9.6 language, Jupyter Notebook 8

interactive code editor Librosa 9 library in Python for audio

signal processing. PyTorch 10 library for neural network tools

and utility libraries, like NumPy and Pandas.

Fig. 7. The ResNet34 network [16]

Fig. 8. Summary of age classification results obtained on the "Common
Voice" subset

A. Age classification

In Figure 8, we give results of several training and test

series of the two considered network architectures for the

class-balanced subset of the „Common Voice” English dataset.

Both x-vectors and ResNet34 were applied in the same way -

they were trained in 15 epochs with the feature set. The second

model is more complex than x-vectors (one needs ca. 10 times

more parameters to train) but it shows a better performance

than the first one in all experiments.

B. Age classification without gender information

Consider first a 6-class problem, when there is one model

for both male and female speakers and no gender information

controls the classification process. Both networks perform

poorly (25,5% x-vectors, 32,7% ResNet34). If perfect gender

information is available to the system, one can expect better

results.

C. Age classification with perfect gender information

Consider first a single network model created for a 12-

class problem (2 gender ×6 age groups), with the additional

information about gender, that allows to select the most likely

output from the proper 6-class subset. The ResNet34 shows

a better total accuracy of 67,1% in this classification case,

compared to an accuracy of 53,8% of the x-vectors.

Now, remember our proposed architecture, shown in Fig-

ure 3, with two separate models, trained separately on the

two gender samples. Each of the two models is classifying a
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Fig. 9. Confusion matrix of age classification into 12 classes under known
gender information, obtained on the "Common Voice" dataset using the
ResNet34 network

speaker into one of 6 age classes. In this solution, the per-

formance of both model types is again increased - ResNet34

achieves 70,8% and x-vectors achieves 59,6%.

D. Grouping of age classes

An obvious way further to improve the results is to decrease

the number of classes, by grouping difficult-to-distinguish

classes. In many applications, the speaker’s age classification

problem can be reduced to three age classes: teenagers (class

"10"), adults (classes "20", "30", "40") and senior adults

(classes "50", "60"). In this case, the x-vector-based solution

has shown increased accuracy from 59.6% (for 6 classes) to

77.3% (for 3 classes), and the ResNet34 - from 70.8% (6

classes) to 86,1% (3 classes).

E. Confusion matrices

The above results can be justified, when confusion matrices

are studied. Such a matrix for results on 12 classes, obtained

with ResNet34, is presented in Figure 9. Already a general

view leads to the conclusion, that main errors happen between

neighbour age groups, as the ”errors” (represented by big

numbers outside the diagonal) concentrate in the direct neigh-

borhood of the diagonal axis. For example, a misclassification

of a teenager as a 60+ senior is practically excluded. Similar

observation comes from an error matrix created for a 6-

class problem, with gender information, were the results for

the same ages classes of man and women are combined

(Figure 10).

F. Real gender and age classification

In the second series of experiments, we simulated the

realistic case of imperfect gender information. We divided

25000 recordings into three sets: a) for training the age model

(now for 8 age classes), b) for training the gender model, c)

for coupling age and gender into 16 age/gender classes, i.e.,

class 10_male, 20_male, ... , 80_male, 10_female, 20_female,

Fig. 10. Confusion matrix of age classification for separate networks, each
created for 6 classes, under known gender information (presenting combined
results of the two networks), obtained on the "Common Voice" dataset using
the ResNet34 network

Fig. 11. Confusion matrix of gender classification in the gender-and-age
experiment

... , 80_female. The results on the test subsets, obtained for

models created after 30 learning epochs, are presented by two

confusion matrices, given in Figures 11 and 12.

The gender success rate (Recall) for females is 87.58%

and for males – 83.74%. Thus, the weighted gender-average

success rate is 85.74%. The overall age success rate (av-

erage Recall) of the combined gender–and–age classifier is

41%, which applies to a 16–classes problem. Interestingly, an

increasing age is correlated with growing success rate. The

oldest age groups of people 70+ and 80+ are recognized very

well.

V. CONCLUSIONS

The proposed three-stage approach to speaker’s age clas-

sification has been trained and tested on a large dataset

containing recordings of a high number of speakers. Presented

results have shown the positive impact of perfect gender

information onto age classification performance. We have also

received realistic performance scores under non-perfect gender

information. The ”heavy-weight” ResNet34 network models
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Fig. 12. Confusion matrix of age classification into 16 classes (8 age groups
× 2 gender) with imperfect, realistic gender information

has clearly outperformed the ”x-vectors” model, which is a

popular DNN approach to speaker recognition.
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