Mutual Learning Algorithm for Kidney Cyst, Kidney Tumor, and Kidney Stone Diagnosis
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Abstract—Mutual learning is a machine learning algorithm where multiple machine learning algorithms share knowledge among themselves to improve themselves. The utilization of mutual learning algorithms can effectively enhance the efficiency of machine learning and neural networks within a multi-agent system. This approach is particularly useful in scenarios where the system cannot be adequately trained with a large dataset. By exchanging data in a dynamic teacher-student network system, mutual learning can result in efficient learning outcomes. Typically, a large network serves as a static teacher and transfers data to smaller networks, referred to as student networks, to improve their efficiency. In this study, we aim to demonstrate that two small networks can dynamically alternate between the roles of teacher and student to share knowledge, resulting in improved efficiency for both networks. To exemplify this concept, we apply a mutual learning algorithm using convolutional neural networks (CNNs) and Support Vector Machine (SVM) to accurately identify the kidney diseases—cyst, tumor and stone using image classification algorithm.
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I. INTRODUCTION

Machine learning has a great potential to revolutionize the medical science. It can be a big aid to the current medical system specially in disease diagnosis in early stage. Moreover, in many third world countries, there is extreme shortage of doctors and hence, the doctors do not have the ample time and energy to invest behind a patient. In those cases, machine learning algorithm can provide work as a ‘second brain’ for the doctor to aid him in disease diagnosis. Even in the first world countries the machine learning algorithms can provide a third eye to the doctors. Couple of recent studies [1][2] shows that an estimated 5% of the outpatients get wrong diagnosis in US every year. Particularly when a patient is in serious medical condition, the misdiagnosis is common. A study shows that almost 20% of the serious patients are misdiagnosed at the level of primary care [3]. Misdiagnosis can result in serious harm of the patient and almost one-third of the misdiagnosed patient face harmful consequences [4].

Nevertheless, use of machine learning in medical diagnosis is still limited due to several facts. Experiments proved that for attaining considerable accuracy level, machine learning training dataset requires abundant amount of patient data [5][6][7][8][9][10]. However, the machine learning diagnostic algorithms could not reach the accuracy of the doctors in differential diagnosis [11][12][13] yet specially where there can be multiple possible causes of a patient disease symptoms. Lot of research has been done in disease diagnosis but few has shown considerable accuracies (accuracy>90%) because as stated earlier, wrong diagnosis can be potentially dangerous for the patient. For example, machine learning algorithms for heart disease detections show accuracies in the range between 80% to 90% [14][15][16][17] while only one result shows accuracy of 94% [16] using SVM algorithm. Machine learning algorithm for diabetes detection shows accuracies between the 70% to 80% [18][19][20][21][22] while only one result using Naïve Bayes algorithm shows accuracy of 95%. Leve disease detection algorithms [23][24][25] shows even poorer accuracies (around 70%) while only couple of results shows accuracies over 96% [25] using Naïve Bayes and functional tree algorithm. Research [26][27][28] shows poor accuracies for Hepatitis disease also (ranges between 70% to 90%) while only one result [26] shows accuracy of 96% using Naïve Bayes algorithm.

Medical diagnosis AI must have very high accuracy (>97%) on unknown dataset [29][30]. For that, medical diagnosis AI must have training dataset greater than 10000 to build reliable system [29][30]. But building a big and comprehensive dataset in medical sector is not easy because patient data sharing has lots of confidentiality and legal bindings. Moreover, a key step in machine learning is to train the algorithm/network properly to achieve good accuracy. Most often, in order to achieve good enough accuracy, machine learning algorithms have to be trained using fairly large number of training data points. It may require large memory to execute and get power and computation resource hungry training algorithms which can be a tremendous problem in many systems. Hence, there is a big demand to find small and fast training mechanisms. Mutual learning [31][32][33] is one of the interesting concepts explored to execute faster and efficient training of machine learning algorithm and share knowledge among the algorithms.

Mutual learning algorithm is a machine learning algorithm where multiple machine learning algorithms learns from different sources and then share their knowledge among themselves (fig 1) so that all the agents can improve their classification and prediction accuracies simultaneously. Mutual learning algorithm can be an efficient mechanism for improving the machine learning and neural network efficiency in a multi-agent system. Most of the model distillation systems use a big network, known as teacher network, to pass its learning to a smaller network to train the later [34][35][36]. Static teacher-student network data passing is one-way which incurs several issues like mimicry loss [37]. Furthermore, the teacher network does not see any improvement in efficiency. On the other hand, in mutual learning, a variation of model distillation, there is no static teacher-student network. Rather, role of teacher and student network can change dynamically based on the training sample, and both networks can train each other (fig 1). Thus, efficiencies and accuracies of both
networks improve. The concept can be particularly useful to increase the efficiency of multiple small networks simultaneously which can be used to do parallel processing. Furthermore, mutual learning can be particularly useful when a big single training dataset is not available. Rather, small, distributed sets of training data are available and some of the training data may need to be relabeled. In this way mutual learning can be very helpful in the field of machine learning for medical diagnosis. Since the machines are sharing data among themselves in non-human readable format, the issue of privacy breaching can also be avoided and gradually over the time the machine will improve their accuracy levels to an acceptable threshold for medical diagnosis.

In this paper, we demonstrate the concept of such mutual learning via the different kidney disease (cyst, tumor and stone in kidneys) detection using scanned kidney images in ref[38] dataset. We used CNN and SVM algorithm to implement the kidney image pattern recognition. We show how the mutual learning can improve the efficiency of both the networks simultaneously and how it can reduce the overall training time significantly. The accuracy keeps improving over the time as more and more training data is shared between machine learning algorithms. We also show that the increasing the number of networks in mutual learning can significantly improve the efficiency of all the networks involved without significantly increasing the training time. The mutual learning is implemented between both homogeneous and heterogeneous agents and comparison between relative accuracy improvements are discussed and analyzed in detail.

II. BACKGROUND ON MUTUAL LEARNING

For centuries, philosophers have delved into the study of learning theory, while psychologists, engineers, and computer scientists have joined this exploration over the past seventy years. As a vast, multidisciplinary field, learning theory has been the subject of investigation using a multitude of methods. Historically, the majority of research has focused on a single agent, typically a learner or student, operating in a deterministic or stochastic environment. However, this report marks a significant departure from traditional learning approaches as it investigates the dynamics of multiple agents learning from each other.

The fundamental inquiry, posed in various iterations, revolves around how two or more agents or entities, operating within the same or similar environment and attempting to solve the same or similar problem, can share information to increase operational efficiency.

Mutual learning problems are prevalent and encompass a wide spectrum, ranging from straightforward deterministic optimization to exceedingly complex ones that are challenging to articulate accurately. The problems addressed in this report span multiple areas, such as deterministic optimization in high-dimensional spaces, stochastic reinforcement learning in static/stationary environments (learning automata), employing both deterministic and stochastic schemes, learning in dynamic environments, such as those defined by Markov Decision Processes, and learning/adaptation by multiple agents in dynamic environments described by deterministic or stochastic difference and differential equations.

Mutual learning can occur between two humans, a human and a machine, or between two machines. Researchers in fields such as social psychology are particularly interested in the former. However, the importance of human-machine interactions has become increasingly evident, especially in the context of interactions between human-driven and fully autonomous vehicles. We anticipate that machine-machine learning will lead to complex yet intriguing problems that will keep investigators occupied for many years. The quantitative approach used in this and future reports will not only facilitate efficient collaboration between machines, but also shed light on the limitations of such collaboration. Specifically, the study aims to address the question of whether two agents, each utilizing schemes that result in optimal behavior in stationary environments, may arrive at an incorrect conclusion when learning from one another.

A. Related Research

In the study conducted by Ikemoto et al [39], human-robot mutual learning and co-adaptation were explored, inspired by human parenting behavior. In the context of artificial neural networks, Zhang et al [37] examined the problem of a group of deep neural networks learning from each other for a classification task. The researchers concluded that small neural networks with mutual learning could outperform a single powerful teacher network. Nie et al [40] investigated mutual learning to achieve superior performance in two related yet distinct computer vision tasks, namely human parsing and pose estimation. Another relevant research theme is multi-agent learning systems, where agents focus on different subtasks of a complex problem and work together to solve it, similar to mathematical game theory. Panait and Luke [41] provide an overview of this well-established field, emphasizing inter-agent communication, task decomposition, and scalability in multi-agent systems. In contrast to multi-agent systems, mutual learning involves agents that collaborate to solve the same or similar tasks and act as (partial) teachers to each other to enhance their learning.

III. KIDNEY DISEASE DIAGNOSIS WITH MACHINE LEARNING: LITERATURE REVIEW

In literature, many machine learning studies have been done on pattern recognition-based kidney diseases detection.
However, most of the work focused on chronic kidney disease detection [42][43][44] since it can be fatal for the patient. Few works [45][46][47] has been done on machine learning based kidney cyst, tumor and stone detection. Ref [45] used CNN to show an accuracy of 99.52% while ref [46] showed 99.30% accuracy using VGG16. Ref [47] showed impressive 99.98% accuracy using DenseNet201. All these works are conducted on a certain dataset and parameters are optimized for maximum accuracy. The principle concern is, how these trained networks would behave for a new unknown set of data. It is unlikely that they will show similar accuracy for unknown dataset. For achieving good universal accuracy, the algorithms are needed to be trained over times by datasets from various sources and types.

IV. THE PATTERN RECOGNITION PROBLEM

For every pattern recognition problem, there is a sample space S consisting of elements. These elements, also known as pattern samples or samples, are the focus of a specific problem. For example, in character recognition, a sample would refer to a specific character, while in medical diagnosis, it would be a set of symptoms. The goal of a pattern recognizer is to develop a rule that divides the sample space into partitions where all elements belonging to the same partition are equivalent. Essentially, the sample space S is divided into equivalence classes.

A. Design of a Pattern Recognizer

The basic structure of the pattern recognizer consists of the following three stages:

1) Physical Measurement: In the first stage, each sample (converted from physical measurements) corresponds to a set of ordered numbers.

2) Feature Extraction: In the second stage those features which are judged to be important for the recognition problem are derived from the elements in stage 1 (this is more of an art than a science).

3) Classification: This is the crucial part of the procedure in which the elements are classified on the basis of their features.

The above separation of the problem into the three stages of physical measurement, feature extraction and classification is mainly for convenience. The choice of the features is critical to the success of the classification process, but the former depends on the physical measurements made on the samples. If the original set S can be expressed as $S = \bigcup_i C(i)$, where $C(i)$ is an equivalence class, the objective of pattern recognition is to find a mapping such that all elements of $C(i)$ are mapped to the same class.

B. Methods for Pattern Recognition

Historically, the methods proposed for pattern recognition, belong to two distinct periods. During the 1960s, 70s, and part of 80s most of the methods assumed that the two sets could be separated by a hyperplane in the feature space. Hence the problem was to determine the orientation of the hyperplane based on the test samples. A very large number of outstanding text books exist in which the convergence of the hyperplane to the desired orientation, based on the information contained in the training samples, is rigorously proved.

The rise of methods based on artificial neural networks followed the period referred to earlier. Significantly more complex decision surfaces than hyperplanes (manifolds in the feature space) could be used to perform pattern classification. The methods were significantly less analytic in nature, but the success of the methods in real problems eventually made them the preferred methods in practical applications. In much of the literature in the 1960s, 70s, and 80s, the discriminant surfaces were linear hyperplanes and the classification rule was based on whether a sample lies above or below the hyperplane (i.e., whether the projection of the sample on the normal to the hyperplane is positive or negative). In such situations, classification is the process by which the hyperplane is determined by the training samples, and, if a solution exists, using the hyperplane to classify test samples whose classifications are unknown.

Pattern recognition based on the above methods are well known. When ‘Mutual Learning’ is used for such problems, it is assumed that agents (or machines) with different training sets (datasets) are attempting to solve the same problem. Our interest lies in the questions that can arise when they communicate with each other and whether they can improve their performance in some sense by such communication.

V. THE MUTUAL LEARNING ALGORITHM

In this section, we describe our main contribution of the paper, i.e., the mutual learning algorithm. As stated earlier, we propose two different algorithms for mutual learning.

A. Algorithm I - Similarity Matching Based Mutual Learning

In this algorithm, the two agents take turns in serving the other agent’s teacher, i.e., there are no predefined assigned roles as teacher and student between the two agents. When an agent encounters a novel data-point that is not present in either agent’s dataset, the two agents engage in mutual communication where each one looks for points that are ‘similar’ in its training set, and the corresponding data labels. The agent that wins this competition, i.e., has (labeled) examples that are more ‘similar’ to the novel data point than the other agent, serves as the teacher and the other agent takes the role of the student for the novel data point. The two agents augment their training with their respective (labeled) training datasets intermittently with such mutual learning with exploratory ‘novel’ datapoints not included in the training set.

The expectation in such mutual learning is that, by leveraging the ‘expertise’ of the other agent on specific ‘unseen’ examples, an agent may be able to overcome the inadequacy of its training data, and will be able to learn faster. That is, each agent will be able to achieve superior classification performance than what is possible without such mutual learning. The following describes the proposed mutual learning algorithm in a more precise manner.

Let D be a (training) dataset of ground truth with N examples. At each iteration k, each agent picks an example from D with probability p(k). With probability (1-p(k)) they choose a random input with unknown class label. If they choose an example from D, learning proceeds as in the isolated learning case. If they choose a random input X, each agent $A_1$ and $A_2$ determines their output classification for M <= N examples in D that are closest to X. Whichever agent $A_j$ has higher number of correct labels for these M ground truth examples, is considered the teacher, with the other agent $A_i$
being the student. The student $A_j$ then updates itself for $X$ treating the output label generated by the teacher $A_i$ for $X$ as the target. $X$ can be viewed as an off-line experiment, while choosing any example from $D$ is an on-line experiment. $p(k)$ starts at $k=1$ with a value of 0.5 (say) but is increased towards 1 with increasing $k$ as, say,

$$p(k) = 0.5 \times (2 - \frac{1}{\sqrt{k}})$$

Therefore, eventually both agents only use ground truths. This provides the guarantee that eventually both agents will only use off-line experiments, i.e., isolated learning with ground truths, and therefore is guaranteed to perform no worse than isolated learning. What we hope to demonstrate that with an appropriate scheduling of $p(k)$, the mutually learning team can achieve a given high level of accuracy with fewer total online experiments than that required by an isolated learning agent, by making used of the off-line experiments.

Fig. 2 shows a pictorial representation of algorithm 1. First, two agents are trained with different training datasets first (fig 2 top). When an agent encounters a novel data point, it matches the novel data point with all the datapoints in both the training datasets of agent 1 and agent 2. In this way it tries to find the ‘most similar’ and previously seen datapoint. The new novel datapoint is labeled the same as the ‘most similar’ datapoint (fig 2 bottom). All the novel datapoints are labeled in the same way and both the agents are retrained with new novel dataset and their respective old training dataset (fig 2 bottom).

**B. Algorithm II - Previous Knowledge Based Mutual Learning**

In this algorithm the two agents are trained with different training datasets first (fig 3 top). When an agent encounters a novel data point, both the agents predict the label of the data point based on their own knowledge and previous training. The confidence level or the prediction accuracy probability for each agent are also calculated at the same time (fig 3 top). The agent with higher confidence wins the competition and the novel data point is labeled according to the winner agent’s prediction (fig 3 bottom). The winner agent then works as the teacher and the other agent becomes the student for that particular new data point. In this way, for a particular unseen data point, we are trying to see which agent has the most capability to predict based on previous knowledge and training. In this way the ‘less capable’ agent for that particular agent learns something new and as a result, it will be able to predict for similar datapoint faster and with better accuracy in future. The two agents augment their training with their respective (labeled) training datasets intermittently with such mutual learning with exploratory ‘novel’ datapoints not included in the training set.

Assuming there are total ‘$N$’ number of classes in a multiclass classification problem. For a particular unseen new data point the probability of predictions from output neurons can be written as follows according to Gibb’s measure

$$\sum_{k=1}^{N} Pr(Y_i = k) = \sum_{k=1}^{N} \frac{1}{Z} e^{\beta_k X_i} = \frac{1}{Z} \sum_{k=1}^{N} e^{\beta_k X_i} = 1$$

Here we assumed softmax activation function. Solving for $Z$ (normalization constant) gives

$$\sum_{k=1}^{N} e^{\beta_k X_i} = Z$$

Therefore, the prediction confidence for different classes are given as

$$Pr(Y_i = 1) = \frac{e^{\beta_1 X_i}}{\sum_{k=1}^{N} e^{\beta_k X_i}}, \quad Pr(Y_i = 2) = \frac{e^{\beta_2 X_i}}{\sum_{k=1}^{N} e^{\beta_k X_i}}$$

$$\ldots$$

$$Pr(Y_i = N) = \frac{e^{\beta_N X_i}}{\sum_{k=1}^{N} e^{\beta_k X_i}}$$
The maximum probability is the predicted class for the unseen new data point. In this algorithm we determine the probabilities of predicted class from different agents and consider the prediction of the most ‘confident’ agent.

VI. SIMULATION FRAMEWORK FOR MUTUAL LEARNING DEMONSTRATION IN CNN

A. Training Data

The dataset is a collection of 12,446 unique data within it in which the cyst contains 3,709, normal 5,077, stone 1,377, and tumor 2,283 [38]. The size of each image is 865x700 pixels (figure 4-top). The training dataset contains 10,000 images and the testing dataset contains 2,446 images. The images roes through one hot encoding and the pixel values are normalized. The dataset is not well distributed especially if you consider the individual data points for different kidney diseases. Nevertheless, in our real world, we rarely have well distributed dataset rather it is expected that the we will see skewed data distribution. We intentionally kept the raw dataset in the same way so that we can demonstrate that our proposed mutual learning algorithm is not strongly affected by the skewness of the data.

The training dataset is equally divided into 4 smaller datasets – each containing 2,500 training points. The CNN is trained separately with the full training dataset and small training datasets and accuracy is tested against the testing dataset.

B. CNN Model

The CNN model consists of two parts - the data preprocessing part and the artificial neural network. The CNN preprocessing steps contains several layers. First, there is a 2D convolution layers both with 28 output filter with 3x3 kernel and ReLU activation function. The output of the convolution layer goes through a 2x2 maxpool layer. The input images again goes though a convolution layers both with 64 output filter with 3x3 kernel and ReLU activation function. The output from the convolution layer goes through a 2x2 maxpool layer, another convolution layers both with 64 output filter with 3x3 kernel and ReLU activation function. Then finally there is a flatten layer to convert the 2D data to 1D array.

The second layer in CNN is a fully connected artificial neural network (ANN). The ANN basically consist of four layers -three hidden dense layers and the output layer. The first hidden dense layer contains 640 neurons. Output from the first hidden layer goes through a dropout layer to avoid overfitting. Second hidden dense layer consists of 264 neurons, third hidden dense layer consists of 64 neurons and the output layer consists of 4 neurons. Each output neuron indicates a probability of kidney with cyst, normal kidney, kidney with stone and kidney with tumor respectively. The output neuron indicating highest probability is the final result.

C. SVM Model

In this work we used two types of SVM network – SVM with linear kernel and non-linear (sigmoid) kernel. The hyperparameters are optimized for both linear and non-linear SVM to achieve good accuracy with full training dataset.

VII. RESULTS AND DISCUSSION

First, the CNN network is trained with the complete training dataset and tested for efficiency using the testing dataset. Next, the CNN network is trained with each of the smaller training datasets, and efficiency is tested against the testing dataset each time. Two CNN networks are then trained simultaneously using different small and randomly chosen training datasets, followed by interaction between the networks for data exchange and mutual training. The efficiency of both CNN networks is then tested using the testing dataset. The experiment is further repeated with four teacher-student networks.

A. CNN Network Testing Efficiency with Full Training Dataset and One-fourth Training Dataset

The CNN is first trained with the full training dataset first and the accuracy is tested against the testing dataset. Training with the full dataset is a time and memory hungry procedure. The whole process took almost 35 minutes in a machine with 1.6 GHz dual-core processor and 8GB 2,133 MHz RAM. The
maximum accuracy is 99.54%. The accuracy plot with iteration for full training dataset is shown in fig. 5 (top blue curve). The CNN is then trained with the each of the small datasets and accuracy is tested every time. In fig. 5 accuracy plots are shown for two of the small training sets. The maximum accuracy for all the training sets is found to be 84.1%.

B. Mutual Learning with Two Teacher-Student Networks Using Algorithm I

Two CNN networks are trained with two randomly selected small training sets (dataset 1 and dataset 2) first. The two networks then share their knowledge with each other and get trained further. For that, the labels are removed from another small training dataset (dataset 3).

Each datapoint (kidney scans) are compared with the data points of dataset 1 and dataset 2 that are used to train the two CNNs. The comparison is done by comparing each corresponding pixels of the image and calculating the root mean square value of the difference. The closest data point from the two training datasets is assumed to contain the right label. The rest of the data points in dataset 3 are relabeled in this way and the two CNNs are trained accordingly.

Fig. 5 shows the accuracy plots before and after the mutual learning. The accuracy clearly got better after applying the mutual learning algorithm. The maximum accuracy before mutual learning was 84.1% while the maximum accuracy increased to 90.45% after mutual learning. In this way, mutual learning can help when system cannot be trained with big single dataset or there is scarcity of single big training dataset. Here both the network accuracy increases simultaneously which adds to the benefit of dynamic teacher-student network instead of static teacher-student network.

C. Mutual Learning with Two Teacher-Student Networks Using Algorithm II

Two CNN networks are trained with two different, randomly selected small one-fourth training sets again (dataset 1 and dataset 2). The two networks then share their knowledge with each other using the second mutual learning algorithm and get trained further. For that, the labels are removed from the another small training dataset (dataset 3).

The new training data point labels are predicted using both the CNN agents along with their prediction confidence. Each data point in the dataset 3 set is relabeled according to more confident agent and both the agents are retrained after the labeling is finished. Fig. 6 shows the accuracy plots before and after the mutual learning. The accuracy clearly got better after applying the mutual learning algorithm. The maximum accuracy before mutual learning was 84.1% while the maximum accuracy increased to 93.6% after mutual learning. The accuracy is improvement is better than first algorithm. This is because the proximity calculation between figures can be more prone to error. Since, the accuracy of agents are already quite high, the confidence based relabeling is more accurate. But if the pre-mutual learning accuracy is low for the agents then algorithm I should work better than algorithm II. The most appropriate algorithm therefore depends on the pre-mutual learning accuracies of the agents and input types.

D. Mutual Learning with Four Teacher-Student Networks Using Algorithm I

Model distillation can be more efficient and the accuracy can be further improved if more agents share information.
among themselves. To demonstrate the fact, we repeated the mutual learning algorithm with four networks. All the networks dynamically play the role of teacher and student. When one network plays the role of teacher, the three other networks play the role of student. Since four networks can share a lot more information with each other compared with two networks, all the networks become more well-trained and hence, the efficiency of all the networks increases simultaneously.

Fig. 7 shows the accuracy plots before and after machine learning for ten agents. The maximum accuracy achieved in this case is 94.78% compared to 90.45% for two network mutual learning. The green curve set represents the mutual learning with ten teacher-student networks in fig. 7.

E. SVM Network Testing Efficiency with Full Training Dataset and One-fourth Training Dataset

The SVM with linear and non-linear kernel is first trained with the full training dataset first and the accuracy is tested against the testing dataset. Training with the full dataset is a time and memory hungry procedure. The whole process took couple of hours in a machine with 1.6 GHz dual-core processor and 8GB 2,133 MHz RAM. The maximum accuracy for SVM with linear kernel is 76.59% while maximum accuracy for SVM with non-linear kernel is 85.9% after 30 iteration. The heatmap of the confusion matrix for linear and non-linear SVM is shown in fig 8.

F. Mutual Learning with Two SVM Networks Using Algorithm I

Homogeneous mutual learning is applied between two linear SVMs in the same ways as it was applied between two CNN agents. The linear SVM accuracy went up to 61.97% after mutual learning. Similarly, the accuracy went up to 55.74% after mutual learning between two non-linear SVMs.

G. Heterogeneous Mutual Learning with CNN and SVM Networks Using Algorithm II

Model distillation between homogeneous agents has been shown in literature. We have shown here that mutual learning is possible between heterogeneous agents and the result is exciting. In figure 9, we have shown the accuracy plots before and after the mutual learning for linear SVM and CNN. The accuracy clearly got better after applying the mutual learning algorithm II. The maximum accuracy for linear SVM before mutual learning was 59.63% while the maximum accuracy increased to 74.04% after mutual learning. The maximum accuracy for CNN before mutual learning was 84.1% while the maximum accuracy increased to 85.76% after mutual learning. In this way, mutual learning can help both the agents get better accuracy.

One worth mentioning point is that we chose simple CNN and SVM algorithm because the basic purpose of the paper is not to show impressive accuracy of kidney disease diagnostic with machine learning. Rather our intention is to show that our proposed mutual learning algorithm works with different machine learning and neural network algorithm. Also most often we see that a particular algorithm is showing excellent accuracy for a particular dataset but might show poor accuracy for other dataset. A comprehensive way to avoid this fundamental issue is to keep training the algorithm with new datasets over the time. The mutual learning enables the machine learning algorithm to keep learning over time.
In figure 10, we have shown the accuracy plots before and after the mutual learning for non-linear SVM and CNN. The accuracy clearly got better after applying the mutual learning algorithm. The maximum accuracy for non-linear SVM before mutual learning was 44.1% while the maximum accuracy increased to 72.21% after mutual learning. The maximum accuracy for CNN before mutual learning was 84.1% while the maximum accuracy increased to 84.79% after mutual learning.

An important observation is that the accuracy of SVM linear agent increased by 14.41% while accuracy of CNN only increased by 1.66%. Similarly, the accuracy of SVM linear agent increased by 28.11% while accuracy of CNN only increased by 0.69%. This is because CNN has already a much higher accuracy that SVM. Therefore, when they are engaged in mutual learning and trying to teach each other, the SVM learns a lot from CNN. But since the SVM accuracy was not high before mutual learning, it is not able to teach the CNN much and hence the CNN is less benefited from the mutual learning. Furthermore, the accuracy of CNN increases less in figure 9 vs in figure 10 because the non-linear SVM agent used in figure 10 has lower accuracy than the linear SVM agent used in figure 9. The machines here replicate our real life experience quite nicely.

H. Accuracy and Timing Comparison

The timing and accuracy comparison is shown below in table I. Clearly mutual learning gives a great advantage rather than training with big dataset because it significantly reduces the time and computational resource. It can give the flexibility to train multiple networks in parallel.

TABLE I. ACCURACY AND TIMING COMPARISON FOR CNN

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Single big training dataset</th>
<th>Two small one-fourth Dataset</th>
<th>Mutual learning two agents Algorithm I</th>
<th>Mutual learning two agents Algorithm II</th>
<th>Mutual learning with four agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Accuracy</td>
<td>99.54%</td>
<td>84.1%</td>
<td>90.45%</td>
<td>93.6%</td>
<td>94.78%</td>
</tr>
</tbody>
</table>

TABLE II. ACCURACY AND TIMING COMPARISON FOR SVM

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Single big training dataset</th>
<th>Two randomly selected small one-fourth Dataset</th>
<th>Mutual learning with two SVM agents</th>
<th>Mutual learning with CNN and SVM agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Accuracy</td>
<td>76.59%</td>
<td>59.63%</td>
<td>61.97%</td>
<td>74.04%</td>
</tr>
<tr>
<td>Execution Time</td>
<td>~35 minutes</td>
<td>~6 minutes</td>
<td>17 minutes</td>
<td>15 minutes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>30 minutes</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

This paper explores mutual learning in pattern classification, where two agents, P and Q, have separate sets of learning samples (patterns A and B) that require classification. The primary objective is to ensure that both agents classify all learning samples correctly, and the exchange of all samples is one possible solution. However, the paper seeks more efficient ways to determine misclassified samples between the two agents.

The paper concludes that detailed discussion between the two agents is necessary for successful classification, particularly regarding samples near the discriminant surfaces of the classifiers. When one agent misclassifies a learning sample of the other, the latter must continue its learning process until it correctly classifies the sample. Both agents then store different learning samples to accelerate the mutual learning process.

Furthermore, the paper presents a detailed description of a classification problem with simulation results that demonstrate the proposed mutual learning algorithm significantly enhances the participating agents' performance compared to isolated learning without mutual learning.

To summarize, the mutual learning algorithm has several benefits for machine learning systems. It not only improves the accuracy of all the networks involved, but it also enhances the speed of learning. This feature makes it a suitable option for practical systems with memory and computation resource constraints. Moreover, it enables many small networks to operate simultaneously, making it compatible with GPU-based systems. By increasing the number of networks, the accuracy of the system can be enhanced, providing the flexibility to adjust the system size as per the need. In short, the mutual learning algorithm can make machine learning faster, more flexible, and require fewer memory and computing resources.
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