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EAR Reader, it is our pleasure to present to you Com-
munication Papers of the 18th Conference on Computer

Science  and  Intelligence  Systems  (FedCSIS  2023),  which
took place in Warsaw, Poland, on September 17-20, 2023.

D
In the context of the FedCSIS conference series, the com-

munication papers were introduced in 2017, as a separate
category  of  contributions.  They  report  on  research  topics
worthy of immediate communication. They may be used to
mark a hot new research territory, or to describe work in
progress, in order to quickly present it to scientific commu-
nity. They may also contain additional information omitted
from the earlier papers, or may present software tools and
products in a research state.

FedCSIS 2023 was chaired by Jarosław Arabas and Sła-
womir  Zadrożny,  while  Przemysław  Biecek  acted  as  the
Chair of the Organizing Committee. This year, FedCSIS was
organized  by  Polish  Information  Processing  Society  (Ma-
zovia  Chapter),  IEEE  Poland  Section  Computer  Society
Chapter, Systems Research Institute of Polish Academy of
Sciences, as well as Faculty of Electronics and Information
Technology  and  Faculty  of  Mathematics  and  Information
Sciences, of Warsaw University of Technology.

FedCSIS  2023  was  technically  co-sponsored  by  IEEE
Poland Section, IEEE Czechoslovakia Section Computer So-
ciety Chapter, IEEE Poland Section Systems, Man, and Cy-
bernetics Society Chapter, IEEE Poland Section Computa-
tional Intelligence Society Chapter, Committee of Computer
Science of Polish Academy of Sciences, and Mazovia Clus-
ter ICT. Moreover, two years ago, the FedCSIS conference
series formed strategic alliance with QED Software, a Polish
software company developing AI-based products,  and this
collaboration has been continued.

In 2023, FedCSIS was sponsored by QED Software, Sam-
sung,  Hewlett  Packard  Enterprise,  Łukasiewicz  Research
Network  –  Institute  of  Innovative  Technologies  EMAG,
MDPI, Sages, Efigo, and CloudFerro.

During FedCSIS 2023, the keynote lectures were deliv-
ered by:
• Lipika Dey, Tata Consultancy Services, India, keynote ti-

tle: Deciphering Clinical Narratives – Augmented Intelli-
gence for Decision Making in Health Care Sector

• Marta Kwiatkowska, University of Oxford, UK, keynote
title: When to trust AI…

• Andrea Omicini, Alma Mater Studiorum – Università di
Bologna, Italy, keynote title: Measuring Trustworthiness
in Neuro-Symbolic Integration

• Roman  Słowiński,  Poznań  University  of  Technology,
Poland, keynote title:  Multiple Criteria Decision Aiding
by Constructive Preference Learning

Moreover,  two  special  guests  delivered  invited  presenta-
tions:

• Gianpiero Cattaneo, Retired from Department of Infor-
matics, Systems and Communications, University of Mi-
lano-Bicocca,  Italy,  invited  presentation  title:  Abstract

Approach to Entropy and Co-Entropy in Measurable and
Probability Spaces

• Jerzy  Nawrocki,  Poznań  University  of  Technology,
Poland, invited presentation title:  Towards reliable rule
mining about code smells: The McPython approach

FedCSIS 2023 consisted of Main Track, with five Topical
Areas and Thematic Tracks. Some of Thematic Tracks have
been  associated  with  the  FedCSIS  conference  series  for
many years, while some of them are relatively new. The role
of Thematic Tracks is to focus and enrich discussions on se-
lected areas, pertinent to the general scope of the conference.

Each contribution, found in this volume, was refereed by
at least two referees. They are presented in alphabetic order,
according to the last name of the first author. The specific
Topical Area or Thematic Track that given contribution was
associated with is listed in the article metadata.

Making FedCSIS 2023 happen required a dedicated effort
of many people. We would like to express our warmest grati-
tude to the members of Senior Program Committee, Topical
Area Curators, Thematic Track Organizers and to members
of  FedCSIS  2023  Program  Committee.  In  particular,  we
would like to thank those colleagues who have refereed all
of the 358 submissions.

We thank the authors of papers for their great contribu-
tions to the theory and practice of computer science and in-
telligence systems. We are grateful to the keynote and in-
vited speakers for sharing their knowledge and wisdom with
the participants.

Last,  but  not  least,  we  thank  Jarosław  Arabas,  Sła-
womir Zadrożny, and Przemysław Biecek. We are very
grateful for all your efforts!

We hope that you had an inspiring conference. We also
hope to meet you again for the 19th Conference on Computer
Science  and  Intelligence  Systems  (FedCSIS  2024),  which
will  take  place  in  Belgrade,  Serbia,  on  September  8-11,
2024.

Co-Chairs of the FedCSIS Conference Series:
Maria Ganzha, Warsaw University of Technology, Wand 
Systems Research Institute Polish Academy of Sciences, 
Poland
Leszek Maciaszek (Honorary Chair), Macquarie 
University, Australia and Wrocław University of 
Economics, Poland
Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, and Warsaw University of 
Management, Poland
Dominik Ślęzak, University of Warsaw, Poland and QED 
Software, Poland and DeepSeas, USA
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generalization 259

Ewa Skubalska-Rafajłowicz

Knowledge-Based Creation of Industrial VR Training Scenarios 265
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Sęp
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Abstract—Digital art has many major pitfalls, ranging from

issues  around  tracking  ownership  to  piracy.  Non-fungible

tokens (NFTs) can solve these issues and bring new benefits,

such as access to larger markets. Despite this, South Africa’s

digital artists have slowly adopted NFTs. This research aims to

understand  the  values-based  perceptions  of  South  African

digital  artists  toward  NFTs.  Fifteen  South  African  digital

artists  were  interviewed  using  semi-structured  interviews

guided  by  the  updated  Holbrook’s  Typology  of  Consumer

Value  framework.  Ten  positive  perceptions,  three  negative

perceptions,  three  risks  and  one  benefit  were  identified,

explored and analyzed using the framework. This research can

assist  digital  artists  and  other  stakeholders  in  the  NFT

ecosystem to understand the values-based perceptions of South

African digital  artists.  It  can be used to help assist  decision-

makers, artists, intermediaries and other stakeholders in South

Africa  and  potentially  elsewhere.  Additionally,  the  validated

and  updated  Typology  of  Consumer  Value  can  benefit

researchers using this framework in future research.

Index  Terms—Non-fungible  tokens  (NFTs),  blockchain,

consumer value, digital artists, updated Typology of Consumer

Values.

I. INTRODUCTION

IGITAL art  encounters  significant  challenges  stem-

ming from the intrinsic nature of its digital medium,

which enables effortless replication, thereby blurring the dis-

tinction between the copy and the original artwork [1]. An-

other issue faced by digital art revolves around the difficulty

in accurately tracking and verifying ownership of the art-

work [2]. To address these challenges, non-fungible tokens

(NFTs) have emerged as a potential solution, offering digital

artists access to novel markets and alternative methods of

selling their creations while bypassing conventional art insti-

tutions, such as galleries [3].

D

NFTs hold the promise of effectively tracking ownership

of  digital  assets  like  digital  art  and providing artists  with

new opportunities in the art market. Despite these benefits,

the adoption of NFT technology has been slow among South

African artists. Hence, this study aims to explore the percep-



tions of South African digital  artists toward NFTs from a

values-based perspective.

The primary research question for this research is: “What

are  the  values-based perceptions  of  South  African digital

artists toward NFTs?” The secondary questions for this re-

search are: (a) What are the perceived values-based benefits

of NFT use by digital artists in South Africa? (b) What are

the  perceived  values-based  risks  of  NFT  use  by  digital

artists in South Africa?

This research focused on the perceptions of South African

digital artists toward NFTs. NFTs have a lot of applications

outside of digital art, which is not part of this research. This

research will not cover digital artists outside of South Africa,

nor will other stakeholders within the blockchain ecosystem.

II.  LITERATURE REVIEW

The  literature  review  discusses  four  key  concepts:

blockchain, non-fungible tokens, digital art (including per-

ceptions of South African digital artists), and perceptions of

value.

A. Blockchain, Fungible and Non-Fungible Tokens

Blockchain  serves  as  the  underlying  technology  for  Non-

Fungible Tokens (NFTs) [22]. It operates as a cryptographi-

cally  secured  decentralized  shared  ledger,  where  data  is

transparent  and visible to all  network participants,  and its

contents  are  verified  by  all  [4][21].  Utilizing  blockchain

eliminates the need for third-party management, as network

participants collectively manage the ledger.

Tokens, generated by the blockchain system, act as digital

assets representing products, services, or currencies through

tokenization [5].  Tokens can be classified into three types:

fungible,  non-fungible,  and  semi-fungible.  Fungible  tokens

are interchangeable, uniform, and divisible, while non-fungi-

ble tokens are unique, non-interchangeable,  and indivisible,

serving as a unique digital certificate for ownership of a digi-

tal or physical asset that cannot be replicated [5]. Non-fungi-

ble tokens adhere to the ERC721 standard, enabling the cre-

ation of tokens for both physical and digital assets, facilitating
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their transfer between crypto wallets, checking wallet bal-

ances, determining token ownership, and ascertaining the to-

tal supply of tokens on the blockchain [4]. 

The integration of smart contracts within NFTs provides 

digital artists with novel revenue streams, such as program-

ming the NFT to automatically pay them a percentage of each 

sale as a built-in royalty in the token’s metadata, offering pre-

viously unavailable revenue opportunities [5]. 

Recently, semi-fungible tokens have emerged, which oper-

ate more like wallets than individual tokens. Tokens of the 

same type are grouped together and considered fungible 

within their group [7]. In the context of digital art, these to-

kens can represent entire art collections or galleries contain-

ing multiple art pieces. 

B. Digital Art 

Digital art, especially in South Africa, is a relatively new do-

main, resulting in limited literature on digital artists’ percep-

tions of new technologies. In Africa, particularly in South Af-

rica, technology adoption has followed a unique trajectory, 

with artists adopting mobile technology before acquiring 

desktop or laptop computers [8]. South African artists have 

utilized platforms like Instagram to promote their artwork, 

conduct business, and generate commission leads [9]. The au-

thors concur that social media platforms, designed for ease of 

use on smartphones, have witnessed higher adoption rates in 

South Africa compared to desktops and laptops, indicating 

that South African digital artists are open to embracing new 

technologies. 

Fig 1. Sample popular NFTs (Sharma et al., 2022). 

Before the advent of Non-Fungible Tokens (NFTs), selling 

digital art involved risks, with customers purchasing files 

from artists and potentially misusing them without consent. 

Crypto art refers to “limited-edition digital art, cryptograph-

ically registered with a token on a blockchain” [10] [11] . 

When an NFT is minted, it is added to the blockchain, and the 

art piece is linked to the token, serving as proof of ownership, 

origin, and a catalogue raisonné [1]- a record of ownership 

and the history of the art piece [1]. 

One of the main advantages of crypto art over traditional art 

and traditional digital art lies in artists’ independence from 

galleries and art brokers, granting them self-determination. 

Crypto art facilitates the formation of artist communities and 

enables a stable income through royalties from art resales fa-

cilitated by smart contracts [12]. Marketplaces like Super-

Rare and OpenSea have emerged, enabling direct buying, 

selling, trading, and exchanging of NFTs without third-party 

verification [12]. These platforms offer both primary and sec-

ondary markets for NFTs. 

C. Perceptions of Value 

Holbrook’s Typology of Perceived Consumer Value [13] 

served as the framework to gain insights into the perceptions 

of South African digital artists regarding NFTs. The frame-

work examines the perceived benefits that digital artists expe-

rience through their use or non-use of NFTs. In this context, 

the digital artist acts as the consumer “consuming” NFT tech-

nology by utilizing it. Analyzing the perceptions of digital art-

ists can be achieved by evaluating the perceived value they 

derive from employing or not employing NFTs. Holbrook’s 

original Typology of Consumer Value comprised three di-

mensions, each with two options: self-versus other-oriented, 

active versus reactive, and extrinsic versus intrinsic (Table 1). 

TABLE I. HOLBROOK’S TYPOLOGY OF CONSUMER VALUE [13]. 

Orient-

ation  

Activity Extrinsic Intrinsic 

Self-

oriented 

Active Efficiency: 

input/output, 

convenience… 

Play: fun 

Reactive Excellence: 

Quality 

Aesthetics: 

beauty 

Other-

oriented 

Active Status: success, 

impression … 

Ethics: virtue, 

justice… 

Reactive Esteem: 

reputation, 

possession… 

Spirituality: 

faith, ecstasy, 

magic… 

Holbrook’s framework provides a comprehensive under-

standing of consumer value [14]. Over the years, the frame-

work has evolved and gained strength, incorporating new 

value types and adaptations as fresh insights into consumer 

value emerged [15]. Table II illustrates the updated typology, 

categorizing value types into positive and negative, compris-

ing 14 positive value types and 10 negative value types. The 

updated framework serves as a flexible “menu card,” allow-

ing for the selection of relevant value types that apply to spe-

cific contexts, as not all value types may be applicable [15]. 

TABLE II. UPDATED TYPOLOGY OF CONSUMER VALUE [15]. 

Value 

Type 

Brief Description Source 

Positive 

value types 

The (perceived) extent to which the object:  

Conven-

ience (effi-

ciency) 

Makes the life of the customer easier O T C 

Excellence Is of high quality. Depending on the context, 

this can relate to the quality of the product(s), 

service(s), or both. Depending on the context, 

this can include reliability, empathy, respon-

siveness, interactional quality, etc. 

O E T 

H 

Status Makes a positive impression on others and thus 

leads to social acceptance 

O T C 
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Self-esteem 

(esteem) 

Positively affects the customer’s attitude to-

ward or satisfaction with oneself 

O E 

Enjoyment 

(play) 

results in fun and pleasure O T 

Aesthetics Is appealing. This involves the attraction of the 

object’s design and atmospheric aspects such 

as layout, colour, etc. This can be related to all 

the senses (sight, smell, touch, taste, hearing) 

O 

Escapism 

(spiritual-

ity) 

allows the customer to relax and escape from 

reality or daily routine 

O E 

Personali-

zation 

Is adapted to the individual customer T C 

Control Can be commanded or influenced by the cus-

tomer. This can relate to the timing, content, 

and/or sequence of the service delivery process 

or outcome 

T 

Novelty Creates curiosity and/or satisfies a desire for 

knowledge (i.e. wanting to know more about 

it). This is only applicable for new objects 

(such as new technologies) 

T 

Relational 

benefits 

Results in a better relationship with the service 

provider 

T H 

Social ben-

efits 

Results in a better relationship with other cus-

tomers 

C 

Ecological 

benefits 

(ethics) 

Has a positive impact on environmental well-

being 

O R C 

Societal 

benefits 

(ethics) 

Has a positive impact on societal well-being. 

This can involve CSR initiatives such as fair 

trade, community support, employee fairness, 

etc. 

O R 

Negative 

value 

The (perceived) extent to which the object:  

Price Is expensive E T C 

Time Requires time to prepare, use, understand, etc. E 

Effort Requires effort to prepare, use, understand, etc. E T 

Privacy risk Can result is a loss of privacy T 

Security 

risk 

can result in security issues such as losing per-

sonal information to criminals or hacking 

T 

Perfor-

mance risk 

Can result in a loss of performance: the object 

does not perform as expected or intended 

T C 

Financial 

risk 

can result in a loss of money T C 

Physical 

risk 

Can result in health issues or injuries T C 

Ecological 

costs 

Has a negative impact on environmental well-

being (pollution) 

C R 

Societal 

costs 

Has a negative impact on societal well-being. 

This can involve issues such as child labour, 

poor working conditions, etc. 

R 

Source: O= Original value type mentioned by Holbrook; E= update of 

original value type in empirical work using Holbrook’s typology; T= 

value type related to technology; H= value type related to human contact; 

C= value type related to collaborative consumption; R= value type related 

to transformative service research 

 

From Table II, the following propositions (“P”) are pro-
posed for assessment in this study.  

1) Positive value types 

• P1: digital artists find that it is more convenient to sell 

their art online as an NFT than to sell their works through 

a traditional art gallery. 

• P2: digital artists find that they receive both service ex-

cellence by using blockchain-based services to buy and 

sell their art and product excellence by perceiving that 

their crypto art sold as NFTs is of higher quality com-

pared to other digital art. 

• P3: digital artists enjoy the fame (status) that comes with 

being a popular or fast-selling artist as their sales are 

trackable on the digital marketplaces. 

• P4: digital artists derive enjoyment from the process of 

minting and selling their NFTs. 

• P5: digital artists value being in control of the program-

ming of their NFTs, such as being able to build in that 

they receive royalties from every subsequent sale of their 

art. 

• P6: digital artists are creating NFTs because they are cu-

rious and want to learn about this new technology (nov-

elty). 

• P7: digital artists are using NFTs because they believe in 

the decentralization of art away from exploitative art gal-

leries and middlemen (ethics). 

2) Negative value types 

• P8: The price of minting an NFT inhibits digital artists 

from creating NFTs. 

• P9: The time and effort required to learn how to create 

NFTs make it difficult for digital artists to use and gain 

value. 

• P10:  Digital artists are worried that their sales and, thus, 

income were visible to the public due to the transparent 

nature of the blockchain (privacy risk). 

• P11: Digital artists might be concerned about the security 

risk of not creating their NFT correctly or getting 

scammed. 

• P12: Digital artists are worried that the NFT they create 

might not get sold or do not behave as intended (perfor-

mance risk). 

• P13: digital artists are concerned that they will make a 

loss when creating their NFTs (financial risk). 

• P14: digital artists are concerned about the ecological im-

pact of blockchain technology on the environment. 

III. RESEARCH DESIGN AND METHODOLOGY  

The research employed an exploratory approach to describe 

the perceptions of South African digital artists towards NFTs. 

Descriptive research, based on categorical schemes, was used 

to observe and understand the phenomenon [16]. An interpre-

tive philosophy was adopted to gain insight into the subjective 

perspectives and behavior of the participants, specifically to 

comprehend the perceptions of South African digital artists 

regarding NFTs. 

A qualitative strategy was implemented through semi-

structured interviews, allowing for open exploration and ad-

justment of questions to suit each interviewee’s understand-

ing [17]. The study utilized the updated framework of 

Holbrook’s Typology of consumer value, designed to under-

stand consumer perceptions of value [14]. This framework, a 

synthesis of other value typologies, served as a guide for 

framing interview questions to explore digital artists’ percep-

tions of NFT use [15].  

The research applied purposive and snowball sampling 

methods. Initial participants were digital artists accessible to 
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the researcher, who subsequently referred other artists for in-

terviews. Additionally, purposive sampling was utilized to 

reach out to digital artists, resulting in interviews with fifteen 

South African digital artists aged above eighteen [18]. The-

matic analysis, based on the phases developed by [18], was 

employed to analyze the data. The research protocol and study 

instruments were approved by the Ethics in Research Com-

mittee. 

IV. ANALYSIS AND FINDINGS 

This section will present the results found by analyzing the 

interviews. 

A. Demographic Results 

TABLE II. DEMOGRAPHICS OF INTERVIEW RESPONDENTS 

Nr G Age Overall Awareness of NFTs 
Used 

NFTs 

Minted 

NFTs 

Sold  

NFTs 

Digital 

artist ex-

perience 

R1 F 33 Heard about it through twitter No No No 12 years 

R2 F 34 
Heard about it through 

networks 
No No No 7 years 

R3 M  Uses NFTs Yes Yes Yes 1 year 

R4 M 40 Uses NFTs Yes Yes Yes 20 years 

R5 M 33 Uses NFTs Yes Yes Yes 10 years 

R6 F 18 
Not much, just read a bit in 

the news 
No No No 1.5 yrs 

R7 F 23 Has traded in NFTs Yes No Yes 5 years 

R8 M 27 Does not know much No No No 4 years 

R9 F 29 Read a little No No No 2 years 

R10 M 26 Has sold artwork as NFTs Yes Yes Yes 1 year 

R11 M 32 
Knows a little, has created art 

that was later sold on as NFTs 
Yes No No 10 years 

R12 M 23 Does not use NFTs No No No 1.5 yrs 

R13 M 32 
Occasionally sells his art as an 

NFT 
Yes Yes Yes 13 years 

R14 F 30 Just aware of the term NFT No No No 8 years 

R15 M 30 Does not use NFTs No No No 8 years 

 

B. Positive Value Types 

1) Convenience 
Proposition 1: Digital artists find that it is more convenient 

to sell their art online as an NFT than to sell their works 

through a traditional means such as an art gallery. 

Respondents said that they would get better service by us-

ing the blockchain instead of a gallery for selling their digital 

art. R3 mentioned the faster turnaround time that they receive 

when selling through a gallery: “I get better service through 

selling through the blockchain. In one weekend I could have 

a fresh project up for sale and sell it immediately for however 

much. With the gallery, you’d need to go through like a wait-

ing process. They will take a cut. They’re going to see if it’s a 

good fit for the space. If they are waiting, list all that stuff on 

the blockchain. You can be ready in 24 hours or even less”- 

R3. “I think that I would have a lot more control of the pro-

cess. Galleries have more control around the selling pro-

cess”- R15. “Decentralization allows you to take the power 

into your own hands. It eliminates the middleman and re-

places it with a marketplace. As a freelance artist you get 

screwed over a lot or people don’t pay you on time”- R13. 

“Access to a broader market”- R2. 

“The blockchain itself is geared toward a target market 

that wants collectibles and investments. Instead of brick and 

mortar”- R4. “I’d get more value as I can sell more pieces. 
Whereas if you sell it through a more traditional means like 

Behance, you usually only sell it once off “– R7. “I think that 
digital art is more accessible than a gallery. You won’t be 
geographically limited.”– R6. “The bar of entry is lower when 
compared with a traditional institution. You only need a 

phone and wifi”- R5. “My work has been sold much better as 

NFTs than a traditional means such as a gallery. Galleries 

are difficult to get into as they have their own methodology 

for who’s art they display. You can attend Virtual Reality gal-
leries in the metaverse to view digital art. During the lock-

down, traditional artists struggled to sell their art due to gal-

leries being closed.” – R10 

Less resources are perceived to be required when selling 

through the blockchain. “I think its more accessible if you sell 

it through on the blockchain. Anyone with a phone and an in-

ternet connection could buy and sell the art. Its hard to get 

into a gallery”- R12. I imagine the experience would be better 

if selling through the blockchain, and it would give you more 

access to the niche demographic of NFT art purchasers. You 

can also get more exposure, if you don’t get lost in the sea of 
other people. - R9. 

 

2) Excellence 
Proposition 2: Digital artists find that they receive both 

service excellence by using the blockchain-based services to 

buy and sell their art, and product excellence by perceiving 

that their crypto art sold as NFTs are of higher quality com-

pared to other digital art. 

Excellence can relate both to products (product excellence) 

and service (service excellence). Non-fungible tokens have 

both a service component and a product component. In terms 

of service excellence, many respondents have said that they 

receive better service through the blockchain when compared 

with a gallery: “I get better service through selling through 

the blockchain”- R3. 

R10 mentioned that his product sold better as an NFT, as 

they felt that galleries are harder to get into. They also men-

tioned that galleries were closed during the COVID-19 lock-

downs in South Africa, and artists could not make an income 

selling their art as a result. “My work has been sold much bet-

ter as NFTs than a traditional means such as a gallery. Gal-

leries are difficult to get into as they have their own method-

ology for whose art they display.” “During the lockdown, tra-

ditional artists struggled to sell their art due to galleries being 

closed”- R10. 

In terms of product excellence, some digital artists that 

used NFTs felt that their art was of the same quality regardless 

of whether their art was an NFT or not. “It hasn’t influenced 
my style in any sense. I sold art that I created before I started 

using NFTs in 2019 as an NFT in 2021. People are open-

minded, depending on who is willing to collect your artwork. 

Collectors aren’t stuck in a specific style. You don’t need to 
change yourself to make it. If you really on trends, you won’t 
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have a style that people will appreciate. You can end up be-

coming a one hit wonder.”- R10. 

 

3) Status 
Proposition 3: Digital artists enjoy the fame of being a pop-

ular or fast-selling artists as their sales are trackable on the 

digital marketplaces. 

Two of the respondents felt that they are enjoying the ano-

nymity they get from using a pseudonym, as they do not like 

that their transaction history is traceable but felt that it didn’t 
improve their status as digital artists. “I don’t think it im-
proves my status, just puts lots of money in your bank account, 

you get known in the NFT circles. I use an alias, and people 

know my alias and not me personally, which is great”- R4. 

“So far, I can’t say it improves my status as an artist. Some of 
the online accolades I received, doesn’t translate into real life 
accolades. I enjoy the anonymity that I get.” – R10. 

Two respondents felt that it negatively affected the social 

status of an NFT artist. The first mentioned that it can nega-

tively affect a digital artist’s status due to negative perceptions 
surrounding NFTs: “I don’t think it improves your status as 
an artist. People will categorize you as an NFT artist. I think 

it limits you to a certain community. A lot of people don’t see 
NFTs as a positive thing.” - R12. The second mentioned that 

NFTs have a negative impact on the planet and being associ-

ated with that impact can have a negative impact on a digital 

artist’s status: “It leaves a negative impression, people think 

NFTs are destroying the planet”- R3. 

Some digital artists said that they would be perceived in a 

more positive light: “Not many people understand Blockchain 
and NFTs, so if you say you’re an NFT artist, they see you as 
a tech-savvy person that’s ahead the times”- R7. “I don’t 
know. Maybe they would say that you are more in tune with 

what’s going on society today with Bitcoin and NFTs and the 
digital space”- R8. “If I look at the more professional audi-
ence, their perceptions of me might become more positive like 

I’m trying something new. Putting your eggs in many bas-
kets.” - R11. Even though this might seem like it contradicted 

his previous statement, in this case he was speaking hypothet-

ically: “You may be perceived as more forward thinking or 

on the cusp of something… ““It could improve your status as 
an artist. I think it’s quite niche, however.”- R14. 

Although the data did not fully support proposition 3, it did 

support the construct and the literature surrounding status as 

a value type as respondents felt that using the technology 

would improve their status. 

 

4) Enjoyment (play) 
Proposition 4: Digital artists derive enjoyment from the pro-

cess of minting and selling their NFTs.  

Many respondents felt that minting and selling NFTs brings 

some level of joy. Two respondents mentioned the minting 

aspect of the proposition. One mentioned the joy of free mint-

ing “Platforms that offer free minting, give me a lot of joy”- 

R10. Another respondent mentioned the joy of minting in and 

of itself. “There’s that instant gratification, and impulse 

where you’ve worked on something from scratch. Like a 
farmer taking his crops to market”- R4.  

Another respondent mentioned that they enjoy having con-

trol of the process and being able to create art that they enjoy 

creating to be sold on the marketplace. “Just having the abil-
ity to have control of the process, allowing for self-expression 

as opposed catering to what the client would like…”- R15. 

 

5) Control 
Proposition 5: Digital artists value being in control of the pro-

gramming of their NFTs, such as being able to build in that 

they receive royalties from every subsequent sale of their art.  

Proposition P5 was supported by a respondent that men-

tioned that enjoy the flexibility and control that digital artists 

get when programming the smart contracts for their NFTs. 

“So far, I’m extremely happy about it, you can also develop 
your own smart contracts. You can put your own stipulations 

in the contract, that gives you the power to mint from that 

contract and release the art on multiple blockchains at once. 

It also allows you to reward the people that support you 

through exclusive collections. You can airdrop art to your 

collectors, which you can view. There’s also no censorship 
when it comes to content, as an artist you need to know which 

red lines not to cross.”- R10. 

Other respondents mentioned the protection and control 

that artists can get when writing smart contracts. “Designers 

are short changed when it comes to work as work is often sto-

len and if there are processes in place to control who it is 

shared with and if the original creator has some control, it’s 
a good thing.”- R1. “Because there’s no middleman, you have 

a lot more control of the decision-making process, such as 

pricing and royalties, and galleries can be greedy”- R15. 

 

6) Novelty 
Proposition 6: Digital artists are creating NFTs because they 

are curious and want to learn about this new technology. Alt-

hough none of the respondents mentioned that they are creat-

ing NFTs specifically because they are interested in learning 

about the technology, most of the respondents were curious 

about the technology, for various reasons. 

Some respondents were interested in the technology itself. 

“...technology that’s growing behind it, especially smart con-
tracts. When you wanted to create a smart contract, you had 

to pay around $5000 dollars for a developer to create it. Now 

you get platforms that make the contract easier to create.”-

R10. Another respondent was interested in applications of 

NFTs outside the scope of art. “Mostly the application aspect 
and what we can use it for in the future, outside of art”- R3. 

Word of mouth was mentioned by respondent R12. When I 

first started as a digital artist, NFTs were popular, and eve-

ryone was telling me to make NFTs. Then I went to do my 

research on it- R12. Similar to word of mouth, respondent 

R13 became interested in NFTs due to online groups that he 

belongs to on social media. “I’m in a couple of NFT groups 
and spaces and I pay attention to when people are talking 
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about it on Clubhouse. Nowadays it moves so fast. It’s inter-
esting, it’s fun, we need to get educated about it and every-
body needs to learn.”-R13. 

 

7) Societal benefits (ethics) 
Proposition 7: Digital artists are using NFTs because they be-

lieve in the decentralization of art away from exploitative art 

galleries and middlemen. 

Decentralization enables self-determination: “Decentrali-
zation allows you to take the power into your own hands. It 

eliminates the middleman and replaces it with a marketplace. 

As a freelance artist you get screwed over a lot or people 

don’t pay you on time” – R13. One respondent mentioned 

protection against piracy and plagiarism. “If you can protect 

people’s intellectual property, how their work gets distributed 
and if it can prevent plagiarism, then I am very pro NFTs. 

Piracy is a big problem for us.”- R1. Another respondent 

mentioned the transparency that comes through selling on the 

blockchain instead of a gallery. “There’s 100% transparency, 
you know what you’re getting yourself into. You know what 
the commissions, and there are no hidden clauses. There are 

no trade secrets, you can divulge information without having 

to worry about breaching contract.”- R10. 

C. Negative Value Types 

1) Price 
Proposition 8: The price of minting an NFT inhibits digital 

artists from creating NFTs. The exchange rate from rands 

(ZAR) to dollars (USD), as well as the exchange rate from 

rands to the various cryptocurrencies affected the price of 

minting. “That’s a barrier, the minting process and the mint-
ing fees can be very expensive. The exchange rate in dollars 

can also affect the cost as well”. - R12. A similar sentiment 

was shared by another respondent “…the exchange rate also 

needs to be taken into account.”- R4. 

 To work around the high cost of minting, R13 mentioned 

that artists would get investors fund their NFT art projects and 

split the risk and subsequent profit or loss. “It’s insane, it’s 
good that the price tanked, we can all afford Ethereum, 

Solana and Tezos now. At the peak, minting and NFT would 

have costed around R4000. It made it less accessible. Artists 

are going to investors and splitting the risk and profits, which 

takes things back to the way it was before with freelance con-

tracts”- R13. 

Another respondent mentioned that they work around high 

minting fees by using blockchains with very low gas fees. 

“Theres some blockchains like Solana use very little gas fees. 
On Ethereum, the gas fees are much higher which can affect 

the minting cost. The cost of creating the smart contract, is 

like buying painting materials” -R7. 

Respondent R6, who does not use NFTs, mentioned that 

the costs were inhibitive for using the technology. “I was 
quite shocked when I saw how much it was to upload and even 

just create a profile for the NFT, so I think that cost is a bit 

out of out of reach, especially for smaller and newer digital 

artists, especially since it’s in dollars as well, it’s quite pricey, 

which makes it unattainable for some people”- R6. 

 

2) Time and Effort 
Due to time and effort being similar in the context of the study, 

the two dimensions were combined into one. Proposition 9: 

The time and effort required to learn how to create NFTs 

makes it difficult for digital artists to use and gain value from. 

The language and jargon take time and effort to learn and 

is a barrier to using the technology. “You would need to put 
in a substantial amount of time to understand it, such as terms 

and conditions, what is allowed, terms of trade etc”, “When 
I tried to Google it, the language used was not comprehensi-

ble was not useful for a layman. If you can’t explain it simply, 
I am less likely to be interested in it. A lot of time, people use 

convoluted language to exclude people. Like academia, it sep-

arates on a class basis.”- R1.  

There were a wide variety of responses relating to time and 

effort it would take to learn the technology. Answers ranged 

from hours to weeks and to months. Some respondents felt 

that NFTs did not require a lot of effort to understand. One 

respondent compared understanding NFTs with understand-

ing banks, “I don’t think NFTs are more difficult to under-
stand than banks.” – R7. Another respondent said that social 

media can give digital artists the perception that it requires a 

lot of effort to understand the technology and compared it 

with cryptocurrency. “I don’t think it’s hard to understand, 
just people and social media makes it hard to understand. Its 

just like crypto.”- R12.  

 

3) Risks 

Privacy risk 

Proposition 10:  Digital artists are worried that their sales and, 

thus, income are visible to the public due to the transparent 

nature of the blockchain. Proposition 10 was supported by a 

respondent, saying that they did not like that their hypothet-

ical purchase history would be visible to others. “If the pur-
chase of the NFT is made public, the transparency is helpful 

when making a purchase decision, but if other people can see 

what you have bought, then it isn’t nice.”- R1. 

Another respondent also mentioned transaction history, but 

provided a solution to the problem, by suggesting using a se-

cret alias.” If someone has access to your Wallet ID, they were 

able to access your transaction history. You can use a secret 

alias to cover your wallet ID, and no one would know who 

you are.” -R10. Respondent R10 also mentioned that they use 

an alias so that they can protect their privacy. “I don’t know, 
the whole point of the blockchain is a public ledger does not 

result in a loss of privacy, it depends on what you put out. I 

use a pseudonym”- R5. 

Other digital artists shared a similar sentiment regarding 

transaction history but did not mention using pseudonyms/ 

aliases. “You can track the owners of the art, as everything is 
on the chain.”- R3. “People have access to other people’s 
wallet addresses and can see their transaction history. You 

must give away some information, but you also get the benefit 

of receiving ease of access.” - R13. “People can see where 
my money is going, its public information on a ledger”- R11. 
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Security Risk 

Proposition 11: Digital artists might be concerned about the 

security risk of not creating their NFT correctly or getting 

scammed.  

Respondent R3 mentioned that there are bugs in the secu-

rity of the NFT system that can have negative implications. 

“Losing information to criminals is not relevant. The hacking 
issue is relevant. If there’s issue in the code then you could 

maybe steal someone’s NFT, maybe steal the money, you 
could maybe change the code, you could maybe destroy the 

art- that is one of the bugs that I found where I could basically 

take someone else’s NFT and redeem it for money…”-R3. 

Many of the respondents felt that the security risks attached 

to NFTs are the same as using any other online platform, ser-

vice, or product. “The possibility of getting hacked is there 

with anything online”- R11. Respondent R12 also shared a 

similar view “I think it’s the same risk as using the internet. 
You can protect yourself in many ways, but a criminal will 

always try to get around the protection you have.”- R12. 

Phishing was another issue brought up by respondents. Re-

spondent R10 mentioned how criminals could potentially ac-

cess your NFTs, “Should someone send you a link, you should 
be cautious about opening that link. It can be very difficult for 

someone to access your account without your knowledge. 

There’s a 12-word secret phrase to gain access to your wallet 

in the case you forget. If someone access those words, then 

they could potentially gain access.” -R10. Respondent R13 

mentioned using 2-factor authentication and not using public 

Wi-Fi as it is unprotected, “A lot of phishing situations and 

results hacks, you just need to cover yourself with 2 factor 

authentication. Don’t use public Wi-Fi for personal banking 

or NFTs, it’s not secure” -R7.  

Performance Risk 

Proposition 12: Digital artists are worried that the NFTs they 

create might not get sold or does not behave as intended. 

There were a wide variety of responses to the question, 

with most answers not relating to the proposition or value 

type. Respondent R8, however, made a statement that related 

to the question, stating, “It depends on the NFT you purchase. 

What I do know is that some NFTs are linked to real world 

things such as events and groups. The negative thing is that if 

the NFT does not allow you to do those things then it would 

be disappointing”. Another respondent felt that the perfor-
mance of NFTs is tied to people’s interests in it, and people 
manipulating the market. 

Financial Risk 

Proposition 13: Digital artists are concerned that they will 

make a loss when creating their NFTs. 

Bad purchasing or minting decisions were mentioned by a 

few respondents. Purchasing or minting at the wrong time, 

will cause a loss if the item is sold at a price lower than what 

it costed, or even worse if there is no buyer for it. “It depends 
if there are costs involved, and if someone doesn’t buy it and 
you would sit there with money you spent on something no 

wants to buy”-R1.  

Buying on speculation was mentioned by respondent R10, 

“When you get into NFTs as a collector, you can lose money 

if you buy abruptly without making crucial decisions, trying 

to make quick money. If you’re trying to buy and sell through 
speculation, it can cause a huge loss of money”-R10.  

Exchange rates when converting from rands (ZAR) to dol-

lars (USD) when selling can be expensive. “I think as South 

Africans, the rand to dollar conversion is quite a lot. Even if 

you do manage to sell your NFT’s for a reasonable price, but 

like when you’re converting that currency back to the dollars 

and then back to Rands.”-R6. The same problem was men-

tioned when converting from rands to Bitcoin “…If you buy 

it in Bitcoin and the price of Bitcoin drops, then you can make 

a loss” -R8 

 

4) Ecological Costs 
Proposition 14: Digital artists are concerned about the eco-

logical impact of blockchain technology on the environment. 

Many of the respondents cited a concern for the ecological 

impact of blockchain technology on the environment. “The 
mining of NFTs. For the transactions to be processed, it gets 

done through electronic mining rigs, which takes a huge 

amount of electricity. If that electricity is generated through 

things like coal, it can have a negative impact on the environ-

ment.”- R10. Respondent R13 mentioned using alternate 

blockchains with less environmental impact: “It’s a big prob-
lem, with Bitcoin or Ethereum. Solana and Tezos are alterna-

tives that are not as expensive, they have a lower impact on 

the environment, and are less of a burden on your wallet.”- 

R13. Respondent R15 echoed the same sentiments as re-

spondents R10 and R13, “The power usage it takes to mint 

NFTs can have a negative impact on the environment. I do 

think that a power-hungry platform is very damaging. The ex-

tra need to generate power will damage the planet “-R15. 

D.  DISCUSSION 

South African digital artists validated the updated Typol-

ogy of Consumer Value, confirming the plausibility of the 

identified value types in their perceptions towards NFTs. The 

framework encompassed positive and negative values-based 

perceptions and values-based perceptions related to risk and 

benefits. Even digital artists who had not directly interacted 

with NFTs offered valuable insights, considering their roles 

as creators who can potentially benefit from the technology. 

The primary research question aimed to explore the values-

based perceptions of South African digital artists towards 

NFTs. Data analysis revealed ten positive perceptions, includ-

ing convenience, excellence, status, self-esteem, enjoyment, 

aesthetics, escapism, control, novelty, and societal benefits, 

along with three negative perceptions related to price, time 

and effort, and ecological costs. Time and effort were signif-

icant inhibiting factors. 

Regarding the perceived values-based benefits of NFT use, 

the data indicated that digital artists valued societal benefits, 

as the technology decentralizes art away from exploitative art 

galleries and intermediaries. 

NATHIER ABRAHAMS ET AL.: ANALYSING PERCEPTIONS OF SOUTH AFRICAN DIGITAL ARTISTS TOWARDS NON-FUNGIBLE TOKEN (NFT) USE 7



Digital  artists  identified  privacy,  security,  performance,
and financial risks as perceived values-based risks of NFT
use. Privacy risk was significant, leading some artists to con-
ceal their real identities or use pseudonyms to maintain sepa-
ration from their art on the blockchain. While security risk
was a concern, it was not uniquely associated with NFTs, re-
sembling risks encountered on other internet platforms.

V.  CONCLUSION

The research explored the values-based perceptions of South
African digital artists towards NFTs, analyzing both positive
and negative perceptions. Additionally, the study aimed to
understand the perceived benefits and risks associated with
NFT use among digital artists in South Africa, using the Up-
dated Typology of Consumer Value framework.

The findings contribute to the literature by demonstrating
the robustness of the Updated Typology of Consumer Value
framework  for  analyzing  values-based  perceptions  in  the
context of digital art, shedding light on the reasons for the
low adoption of NFT technology among South Africans.

This research holds significance for South African digital
artists and other stakeholders in the NFT ecosystem, helping
them  understand  the  values-based  perceptions  of  digital
artists and aiding in decision-making and policy formulation.
It  provides a  deeper  understanding of  the views of  South
African digital artists, identifying opportunities to reduce in-
hibiting factors and demystify NFT technology for them.

Furthermore, this study addresses a gap in the literature
concerning the perceptions of South African digital  artists
and NFT users. It stands as one of the first papers to apply
the updated Typology of Consumer Value framework in this
context, validating its utility for analysis.

Despite these contributions, the research has certain limi-
tations. Firstly, the study was confined to South African dig-
ital artists, and conducting a similar study in different loca-
tions could yield diverse results. Secondly, due to the cross-
sectional approach, a longitudinal study could be conducted
to observe how values-based perceptions of South African
digital artists evolve over time. Thirdly, the sample size was
limited to fifteen digital artists, and expanding the sample to
include other stakeholders in the NFT or blockchain ecosys-
tem could offer broader insights. Lastly, the study was con-
fined to the updated Typology of Consumer Value frame-
work,  and exploring alternative frameworks with different
respondent groups may yield different outcomes.

In conclusion, this research makes a significant contribu-
tion to understanding the values-based perceptions of South
African digital artists towards NFTs. Nonetheless, the out-
lined limitations provide opportunities for future research to
deepen our understanding of the subject matter.
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Abstract—Despite the popularity of mobile commerce (m-
commerce) services in developing countries, their adoption in
Saudi Arabia has been limited. Vision 2030, launched in 2016, has
triggered substantial transformations in the country, prompting
the need to examine its impact on the adoption of m-commerce.
This paper investigates the vendors’ perspective in regard to the
adoption of m-commerce in Saudi Arabia. Through a thematic
analysis of semi-structured interviews with ten Saudi vendors,
the study explores the vendors’ views on the status of m-
commerce in the country and their intentions to adopt it. The
findings suggest that m-commerce services are still immature
in Saudi Arabia, primarily due to government regulations and
technological infrastructure.

Index Terms—E-commerce, Adoption of m-commerce, Vision
2030, Saudi Arabia

I. INTRODUCTION

THE WIDESPREAD availability of Internet services and
mobile phones has enabled users to access computational

services from anywhere. The mobile market has grown expo-
nentially, with over 8 billion cellular network subscribers in
2022, and this number is expected to reach 9.1 billion by 2027.
Service providers are expanding their networks and service
platforms to offer not just connectivity, but also services and
applications [1].

M-commerce, short for Mobile Commerce, is a technology
that is reliant on the Internet and mobile devices. It uses
wireless devices such as smartphones to access information
and conduct transactions resulting in the exchange of goods
or services. Delivery services offer the convenience of goods
being delivered to customers, saving them time and effort
compared to in-store shopping [2]. It also allows vendors
to provide prompt services to customers regardless of their
location while reducing the operating costs that come with
traditional in-store commerce [3].

Saudi Arabia has been investing in the Internet infrastructure
since it was first introduced in the country in 1993 [4]. This
provides a fertile environment for investment in new internet-
based technologies such as m-commerce. Furthermore, in
2016, the Saudi government unveiled an ambitious economic
reform plan, known as ’Vision 2030’, aimed at transitioning
the economy from an oil-based to a knowledge-based one

[5]. Information Technology (IT) has been identified as a
key enabler of this transformation, given its ability to create
a conducive business environment [6, 7]. The success of e-
commerce and m-commerce in other countries, which involve
trade processes over electronic platforms and mobile devices,
has also demonstrated the potential for significant revenue
growth [8, 9]. Thus, IT has rightfully received significant
attention as a critical component of the Vision 2030 program.

The use of m-commerce technology in Saudi Arabia has
been ongoing for approximately a decade, facilitated by
advancements in the online sphere. However, despite the
availability of technology, the implementation of m-commerce
remains hindered by a variety of obstacles, particularly con-
cerns regarding trust and contentment, as well as insufficient
proficiency in IT [10, 11]. Although significant investments
have been made to promote the use of m-commerce services,
limited success has been achieved in many countries, as
evidenced by recent research and industry reports [12, 13, 14].

In the literature, numerous studies have examined the factors
that influence the adoption of m-commerce in Saudi Arabia.
Nevertheless, little attention has been given to the viewpoints
of vendors regarding m-commerce adoption e.g.[15, 16, 17]. In
addition, most of those studies have been conducted before the
launch of Vision 2030, which makes them fall short to capture
its impact on m-commerce adoption. Consequently, this study
uses thematic analysis to examine the perspectives of vendors
in Saudi Arabia regarding the adoption of m-commerce. The-
matic analysis is a useful tool for exploring the beliefs and
experiences of vendors who currently use or are interested
in using m-commerce for their businesses. The aim of this
analysis is threefold: (1) to identify patterns and themes in the
data gathered from interviews, revealing deeper meanings and
insights that may not be immediately apparent, (2) to provide
a detailed description of participants’ experiences, gaining a
nuanced understanding of their attitudes and practices, and (3)
to inform policy and practice by providing perspectives and
experiences that policymakers can use to develop policies and
environments that support the adoption of m-commerce.

The remainder of this paper is organised as the following.
Section 2 reviews the existing literature on the adoption
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of m-commerce in Saudi Arabia. Section 3 describes the
methodology used in this study. Section 4 presents the results
and discussion of the thematic analysis of the semi-structured
interviews with vendors. Section 5 provides further discussion
of the findings. Finally, Section 6 concludes the paper.

II. RELATED WORKS

Several studies have investigated the factors that affect the
adoption of m-commerce in Saudi Arabia. AlSuwaidan and
Mirza [15] investigates the preferences of users in terms
of product information display and page navigation in m-
commerce mobile applications. The study targets current users
of m-commerce with a high focus on female users. The study
identifies the preferred options based on the percentage for
each option and outlines a prototype of a user interface of a
mobile application that features the identified mostly preferred
options of product information display and page navigation
options. However, the study falls short in addressing the factors
that influence the adoption of m-commerce and limits its focus
to identifying user preferences.

Algethmi [16] focuses on the airline industry in Saudi
Arabia and identifies perceived usefulness, mobility, and com-
patibility as the main predictors of behavioural intention to
use mobile services. The study’s main limitation is its focus
on the airline industry, which questions the generalisability of
its findings.

Turki et al. [17] focuses on the acceptance of mobile
ticketing services in Saudi airports and identifies mobility,
compatibility, usefulness, and social influence as the main
factors affecting adoption attitudes. The study’s main limita-
tion is its focus on airline ticketing services, which makes the
conclusions limited to that type of m-commerce service.

AbdulMohsin Sulaiman [18] investigates the factors that
affect the use of mobile social network services (MSNS) for
m-commerce and identifies personal innovation, cost, perfor-
mance expectancy, and effort expectancy as the main factors
affecting the intention to adopt MSNS for m-commerce.
However, the study focuses solely on the customer perspective
and does not investigate the vendor perspective.

Makki and Chang [19, 20] investigates the impact of
mobile usage and social media penetration on the use of
e-commerce in Saudi Arabia. The study finds that Saudis,
especially females, spend significant time on social media
and mobile phones, which provides considerable potential for
companies that adopt e-commerce to widen their business by
reaching potential customers through social media. The study,
however, limits its focus to social media for m-commerce and
provides limited information on the framework that was used
for defining the factors, which limits its replicability.

Al-Hadban et al. [21] conducted a review of a number of
studies that investigated the factors that affect the adoption of
m-commerce. The study identifies a list of factors that can
be investigated in further research including usefulness, ease
of use, and trust, among others. However, the study does not
collect data to statistically investigate the influence of those
factors on the adoption of m-commerce.

Alkhunaizan and Love [22] investigates the factors that
influence Saudis’ intention to use m-commerce and identifies
perceived usefulness as the prime factor affecting the intention
to use m-commerce. The study’s main limitation is that it
does not investigate other potential factors that could influence
the adoption and use of m-commerce. Additionally, the study
reveals two surprising results, namely that trust has no impact
on the adoption of m-commerce, and that Saudis find m-
commerce services more expensive than traditional services.

Overall, these studies provide valuable insights into the
factors that influence the adoption of Saudi m-commerce.
However, they are not comprehensive enough due to the
following limitations. Firstly, the scope of the existing research
is limited as most of the works were published prior to 2016,
before launching vision 2030. Therefore, many of these studies
fail to account for the impact of the vision on m-commerce.
This is problematic because as changes emerge due to the
implementation of Vision 2030, outdated research may become
unreliable and inaccurate, leading to unreliable conclusions.
Secondly, most of the studies on m-commerce have focused
on specific groups, such as travellers, and social media users.
This makes them fall short to provide a comprehensive view
of the adoption of m-commerce in general regardless of the
business sector it is used in. Thirdly, the above studies mainly
investigated customers’ perspectives in regard to the adoption
of m-commerce in Saudi Arabia. As a result, there is little
attention paid to providers’ perspectives on the adoption of m-
commerce. While these limitations are not necessarily flaws,
they do raise concerns about the adequacy of research on m-
commerce in general, and the reliability of the conclusions
drawn from these studies. Therefore, there is still a need for
further research that addresses these limitations.

III. METHODOLODY

This study conducted semi-structured interviews as the
primary data collection method to explore vendor perspectives
on m-commerce adoption in Saudi Arabia [23]. Ten firms from
different cities, including Riyadh, Jeddah, AlKharj, and Abha,
participated in the interviews via Skype during June/July 2020.
Given that Arabic is the native language in Saudi Arabia, the
interview questions were translated into Arabic, and responses
were later translated back into English to adhere to institutional
standards.

Each participant received written information about the
study’s purpose and provided informed consent. The inter-
views, which lasted an average of 120 minutes, were divided
into two parts. In the first part, basic information about the
companies, such as expertise, size, number of branches, em-
ployees, type of business, and average number of customers,
was collected to gain an understanding of their context and
financial status. The second part of the interviews involved
posing nineteen questions to gather insights into the compa-
nies’ perspectives on various aspects related to m-commerce
adoption. These aspects focused on factors that could influence
both user and vendor decisions. To analyze the collected data
and present the study’s findings, an inductive approach was

10 COMMUNICATION PAPERS OF THE FEDCSIS. WARSAW, POLAND, 2023



employed, specifically using the thematic analysis method.
This method allowed for the identification of patterns and
themes, which will be elaborated on in subsequent sections
of the research paper. The study aims to shed light on
the viewpoints of vendors regarding m-commerce adoption,
offering valuable insights into the factors that may drive or
hinder the widespread acceptance of m-commerce in Saudi
Arabia.

IV. OVERVIEW OF DATA ANALYSIS

As shown in Table I, ten representatives of various compa-
nies from various private sectors were interviewed, including
those operating in telecommunications services, the retail
sector, the wholesale sector, the education sector, and the
logistics sector.

To gain insights into m-commerce perspectives, it’s vital
to explore views from different managerial levels, including
corporate headquarters, sales, advertising, marketing, and IT.
These representatives handle customer issues related to mobile
purchases, providing valuable knowledge. All interviewed
participants had worked at their respective companies for
at least one year, demonstrating a strong familiarity with
customer transaction concerns. By interviewing a diverse
group of representatives, a comprehensive assessment of m-
commerce adoption in Saudi Arabia, from vendors’ viewpoint,
was achieved.

A. Type of Company

The selected companies were of different types of business.
However, all have the potential for using m-commerce. This
potential is guaranteed based on our observation of similar
types of businesses that exist in other countries and use m-
commerce [24]. Table I lists the sector types of each of the
interviewed participants.

B. Company Size Categorisation

The size of the companies was categorised into three
groups based on the number of employees, branches, and
sales volume: Small, Medium, and Large. In addition to
gathering information on the average age of clients, frequency
of purchases, and having a website. Surprisingly, the findings
indicated that just six of the firms have websites, and four
do not, although they have a high number of customers (for
instance, AKD has over 100,000 customers).

C. Knowledge and Qualifications

The majority of the interviewees confirmed that knowledge
about m-commerce and its enabling technologies is a crucial
factor that stimulates the adoption of m-commerce. This
applies to both customers and providers, in their opinion.
However, a minority of the interviewees hold a degree/diploma
that is relevant to m-commerce or information technologies.
Specifically, three out of the ten interviewees (SOA, YAS and
JFP) mentioned that they hold a BSc or an MSc in information
technologies.

It is observed here that the companies of those three inter-
viewees leverage kind of electronic means for their business.

However, that cannot be considered an m-commerce-based
business. They use the internet mainly for advertising and
marketing rather than for selling goods. On the other hand, it
has been observed that participants who don’t have sufficient
knowledge about technology do not use it, even though there
is room for it to improve the business. In this context, one
business owner (AKD) commented: “Let’s be straightforward:
m-commerce is widely misunderstood inside Saudi society. The
majority of wholesale providers [of dates] do not understand
the true meaning of the word electronic commerce and, as a
result, avoid using it. As with any technology, ignorance breeds
fear, which breeds reluctance to utilise the technology.”

The interviewee (RAS) explained, “I believe the lack of
knowledge and lack of confidence are connected. When there is
a lack of understanding of technology, faith in that technology
decreases. ” These findings are consistent with the findings
of a customer’s perspective study [25] which confirmed that
higher levels of IT skills, education, and technology awareness
will lead to an increase in citizens’ intention to adopt m-
commerce because they are more likely to be more accustomed
to IT technologies in general.

D. Age

The study explored the Age factor by considering both
the average age of the company employees and the average
age of the company clients to investigate any correlations
with the intention to adopt m-commerce. Out of the ten
companies interviewed, seven had an average employee age
between 25 and 35, while three had an average age above 45
years. Companies adopting electronic means for their business
were predominantly found to have an average employee age
between 25 and 35, whereas those not leveraging m-commerce
had a majority of employees above 45. Interviewees attributed
this trend to a lack of expertise and resistance to change among
older employees.

(RCF) commented: “We provide a Loyalty Card, in order
to get a cup of coffee for free, the client needs to collect 10
stamps, most of those who benefit from it are those under 30.”

In this context, it can be concluded that the adoption of
m-commerce from the perspective of the business providers
relates to the average age of the business staff. It can be
observed that the younger the age to more m-commerce-
related services are provided.

E. Business Conducted on The Internet

The interviewed companies primarily used electronic means
for marketing their products. Some companies, such as TCR,
YAS, SOA, RCF, and AEP, utilized social media and websites
to advertise and engage with customers.

(TCR) reported that “70% of our customers are on the
Internet although we don’t have official sales on the site..”
(YAS) and (SOA) reported that they rely highly on electronic
means to reach their customers for more than 90% of their
business. A spokesman for (YAS) remarked, “Our job requires
us to maintain regular contact with academic institutions and
universities abroad, We do not offer.” The representative of
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TABLE I
INTERVIEWEE CODES FOR REPRESENTATIVES OF COMPANIES

Code of Company Company size Branches Employees Sector type Position
(SOA) Small 1 3 Beauty Products Retail IT Manager
(AEP) Small 2 8 Perfumes and Incenses Retail Director
(JFP) Small 1 2 New and Used Mobiles Retail IT Manager
(MAC) Small 1 3 Women’s Accessories Retail Marketing Manager
(RAS) Medium 6 50 Primary and Secondary schools Director
(YAS) Medium 3 45 Study Abroad Consultant Marketing Manager
(AKD) Medium 3 30 Dates Retail Owner
(RCF) Large 12 550 Coffee Shops Marketing Manager
(TCR) Large 5 180 Cars Retail Sales Manager
(BPR) Large 22 330 Pizza and Pasta Restaurant Director

(RCF) informed that “We rely on e-commerce by 30% because
we present offers and competitions on the internet”

On the other side, we see that (MAC), for example, founded
his company in 2014, which is before (YAS) and (SOA), but
he has no dependency on m-commerce. A possible explanation
is the lack of understanding of m-commerce technologies and
the limited adoption of m-commerce (and electronic services
in general) by their competitors in the surrounding area.
Another possibility is the tendency of avoiding costs that may
be associated with deploying m-commerce services. In this
context, MAC representative informed that “The profit margin
in our sector is low, adding online services will increase the
cost, hence increasing the final price for the consumer, and
the majority of our customers are seeking the lowest price.”

F. Type of Delivery Services

Although the Saudi market offers four types of delivery
services, including Third-party, Proprietary services, Cus-
tomer collection collection, and National postal system, it
is noteworthy that the interviewees only mentioned three of
these options. Surprisingly, the national postal system was not
mentioned, likely due to concerns regarding its unreliability
and insufficient performance.

1) Third-party delivery services: There are companies that
provide delivery services in the country. They can be either
domestic companies such as MRSOOL, HungerStation, and
Jahez or international services such as DHL. Domestic ser-
vices are considered to be popular in Saudi Arabia because
they are relatively efficient and successful. Additionally, their
prices are reasonable and do not exceed 50 Riyals. In some
areas, customers can expect delivery within a maximum of
three hours. While these services are considered a significant
advancement in the realm of e-commerce in Saudi Arabia,
they are limited by the requirement that both the buyer and
seller must be situated in the same city, particularly in major
metropolitan areas such as Riyadh or Jeddah. This restriction
presents a drawback that may limit the widespread adoption
of these services in other areas of the country.

2) Proprietary Delivery Services: In Saudi Arabia, large
enterprises offer a delivery service in which they handle the
delivery of their products directly to customers, instead of
relying on third-party companies. However, this type of service
is not typically provided by medium and small businesses.

This is mainly due to the feasibility issue, as the cost of
setting up and maintaining a delivery service is often con-
sidered prohibitively expensive for smaller companies. For
example,AEP conveyed to us that they don’t offer this service,
but it is available in major enterprises like Arabian Oud.
Having a large number of consumers using the service reduces
individual costs and increases revenue. However, if the number
of consumers decreases, prices may rise.”

3) Customer collection: An alternative method of product
delivery is by enabling customers to collect their purchases
directly from the point of sale or a designated pickup location.
The majority of interviewees reported that in-person collection
is the dominant way of delivering products to customers. The
commonly reported reason is the unreliability of the delivery
services that operated in the country, especially in rural areas.

Some participants, such as (JFP), (TCR), (AEP), and (SOA),
consider dependable delivery services as a significant chal-
lenge. Past efforts to improve service quality have been met
with pessimism, leading to a sense of impossibility. For
instance, AEP mentioned that “they provide delivery services
only within Riyadh, while for areas outside Riyadh, they rely
on Zajil company, which often delivers late and incurs a cost
of 75 Riyals for the customer” In their questionnaire responses,
the interviewees highlighted various difficulties with delivery
services, including the following reasons:

• There is no reliable infrastructure that would enable
delivery services. For example, there is no reliable house
numbering system in Saudi Arabia. The current system is
inefficient as it gives very long numbers (15 digits) that
are not shown on houses. The system is not applied to
all houses (especially in small cities and rural areas) and
it is not recognised by Internet location services such as
Google Maps.

• The efficiency, reliability, and speed of the National
postal system are lacking, resulting in the possibility of
parcels being lost or significantly delayed. For example,
the IT Manager of (JFP) said: “As a government sector,
the workers of the National Saudi Post know that their
employment will not be impacted whether the service
they provide is poor or excellent...”. Also, the Director
of (BPR) confirmed what had been mentioned before.
As he informed, “How can we deal with Saudi Post
for our company while we avoid utilising it for personal
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purposes? The Saudi Post’s charges are expensive, given
the unfair level of service.”

• There are some private delivery companies that can
be more reliable. These include international companies
such as DHL and national private companies such as
Mrsool and Jahez. The international companies cover
more areas but they are more expensive and have longer
delivery times. The national private companies are faster
but they are still expensive and do not cover small cities
or rural areas. The SOA representative provided their
thoughts on this. “Sometimes we advertise deals, and
those deals will only be valid in the city of Riyadh. . . . the
difficulty lies with clients who reside in other cities.”

• Unwanted products cannot be returned by customers,
as the return postage fees can be costlier than the product
price.

• Providing a delivery service by the company itself, is
not feasible as it increases staff costs and is subject to
complicated governmental requirements.

V. THEMATIC DATA ANALYSIS

In this section, we utilised thematic analysis to examine
the interview data, aiming to identify recurring themes that
reflect Saudi firms’ perspectives on m-commerce adoption
[26]. Through this method, we identified 15 distinct themes
representing patterns and significant insights within the data.
These themes offer valuable insights into the attitudes and
beliefs of Saudi firms towards m-commerce, shedding light on
the challenges and opportunities related to its implementation.
The thematic analysis method involved the following main
steps [27]:

i. Familiarisation: Researchers explored the data to gain
a preliminary understanding and form initial ideas about its
description.

ii. Generating Initial Codes: Codes were created to describe
interesting aspects of the data. This process organised the
collected data into groups.

iii. Searching for Themes: The codes were transformed
into themes that characterised the findings. This step required
active interpretation of the data, and the process was iterative,
refining the themes until a final list was identified.

A. Clients Do Not Trust M-commerce

This theme focuses on aspects related to the concerns of
vendors regarding the customers’ trust in m-commerce. The
majority of the interviewees conveyed that their customers do
not really trust m-commerce. For example, the representative
of MAC shard with us that “my clients’ trust in m-commerce is
almost non-existent, I can say some people in the age between
25 and 30 do trust m-commerce but generally customers do
not.” Another example is JFP who responded that “To a big
extent, there is no trust in m-commerce. The percentage cannot
exceed 40% as there is no party to protect them.”
The reasons for the lack of trust in m-commerce –from the
perspective of vendors– can be summarised as follows:

• Level of Education. Some views relate trust to the
level of education. Vendors think that educated people
have more trust in m-commerce and similar technolo-
gies. For example, AEP mentioned that “education is
essential for trust and it is also prestige to understand
[m-commerce]” and MAC mentions that some customers
trust m-commerce “because they are educated”.

• Lack of Protection. Some views relate trust to the
protection provided to vendors and customers. They think
that there is a lack of protection for vendors and customer
rights in Saudi Arabia, e.g. if the product has been
lost while in transit. This causes them to prefer in-store
shopping. For example, JFP mentioned that for payment-
on-delivery sales “..there is no party to protect users, for
example, delivery companies deliver to a named person,
and if they did not deliver I lose the product, and its
price”.

• Unreliability of Delivery Services. As mentioned above,
some interviewees mention that customers find the deliv-
ery services in the country to be unreliable. That means to
them that the products they purchase may get lost during
delivery, which makes them not trust the service. For
example, when asked if they think customers trust m-
commerce, AKD mentioned that “I don’t think so . . . I
personally made online orders that did not arrive”.

• Payment Service. The type of payment service affects
customers’ trust in m-commerce, as inferred from some
views. Interestingly, customers would trust payment-on-
delivery services rather than online or over-the-phone
payment services. This made RCF think that the “the
best way to promote m-commerce is to provide payment-
on-delivery services”.

On the other hand, few opinions find that customers trust (at
least partially) m-commerce especially if ‘excellent’ services
are provided by vendors and when vendors have a good rep-
utation. The latter made BPR think that “advertising through
famous people promotes customers trust”.

B. M-commerce Needs Higher Expertise

This particular theme centers around the concerns expressed
by vendors regarding the level of expertise required to suc-
cessfully adopt m-commerce. Generally speaking, this analysis
found that the questioned vendors believe that they do not have
sufficient expertise for providing m-commerce services. AEP
reported that lack of expertise “adversely affects us as fol-
lowing up with customers on social media and checking bank
transfers are time-consuming ...”. Similarly, RCF reported that
they need staff who are specialised in e-commerce to manage
and promote web content and enable the vendor website to be
listed first in search engine search results.

Few vendors think that they have sufficient expertise in
m-commerce technologies, though they are using it only for
marketing. More interestingly, one of the vendors, specifically
RAC, emphasises the importance of knowledge and experi-
ence for m-commerce and mentioned that RAC promote their
staff technical skills through periodic training courses.

YAHYA ALQAHTANI ET AL.: EXPLORING M-COMMERCE VENDORS’ PERSPECTIVES IN POST-SAUDI VISION 2030 13



C. M-commerce Needs Better Infrastructure

The focus of this theme is on the availability of enabling
technologies of m-commerce and how they shape the vendors’
perspective towards m-commerce and their intention to use it.

According to most vendors, the primary technology that
facilitates m-commerce is Internet speed. Fast Internet con-
nectivity allows customers to conveniently browse through
product websites. While the majority of interviewees indicated
that the speed of the Internet is satisfactory in major cities,
it is considered unreliable in other parts of the country. For
example, RAC indicated that “The internet is so good in the
Saudi cities and so bad in rural services”.

In addition to the first point, vendors have emphasized the
inefficiency of transportation services, resulting in a prolonged
delivery process for their products [28]. In this regard, SOA
commented that “... the transport services are inefficient.”
A possible explanation for this perceived inefficiency may
be the lack of adequate railway services to transport goods.
However, the special attention that is being given by the Saudi
government to the railway sector in the country – through
increasing funding to expand the railway network – promises
improvements in goods transport [29], which would impact
the adoption of m-commerce.

Vendors are worried about cyber security as they believe that
the internet is not a safe place. They are concerned that their
websites and systems could be targeted by cyber attackers,
resulting in substantial financial losses. JFP commented that
“...there are massive and continuous cyber attacks, and no
one would protect a business or reimburse our loss.”

In summary, infrastructure availability significantly influ-
ences vendor adoption of m-commerce. Challenges such as
unreliable internet in rural areas, inefficient transportation, and
cybersecurity concerns affect vendors’ perspectives. However,
the government’s investment in improving transportation and
cybersecurity measures may address these challenges. Vendors
need to stay informed and adapt to evolving technology to
remain competitive.

D. Popular E-commerce Platforms are Better

When asked about whether they prefer to have their own
m-commerce application or to use third-party applications
(e.g. Amazon and eBay), the majority of the interviewees
indicated that they do not currently use an m-commerce
application but they would prefer the latter. The vendors use
either social media pages or basic websites for marketing their
products, as mentioned above. However, the reasons behind
their preference towards third-party applications are as follows
(as reported by the interviewees):

• Cyber Security. Vendors have the impression that third-
party applications are more secure than their proprietary
applications. This might reflect a lack of trust in the
developers’ expertise in developing applications for the
vendors’ online business. For example, the representative
of SOA reported that “using famous third-party applica-
tions is more convenient and secure... .”

• Production and Maintenance Cost. Vendors reported
the cost of developing a proprietary application is high
as that would include implementation, deployment, main-
tenance, evolution, and security costs. An example is the
response of SOA who continued “...We’ll not need to hire
technicians for the application development, especially
in the presence of excellent third-party applications that
don’t need high skills to manage.”

• Popularity. Many third-party e-commerce platforms,
such as Amazon and E-bay, enable vendors to create
online shops for m-commerce in an easy way that does
not need a high level of experience. More importantly,
these platforms are considerably popular. Almost all m-
commerce and e-commerce users are familiar with these
platforms. Opening an e-shop on such a popular platform
would increase the reachability of business to customers.
This advantage motivates vendors to prefer third-party
applications over proprietary ones as the latter need time
and expenses to popularise. In this sense, the representa-
tive of MAC said “I prefer third-party applications over
proprietary ones as people will not know the latter.”

However, though the above reason potentially explains the
vendors’ preference for using third-party applications, some
of the mentioned reasons apply to both third-party and propri-
etary applications e.g. popularity. Though m-commerce users
are indeed familiar with Amazon and E-bay, they will not
be familiar with the online shop of a specific vendor unless
the shop becomes popular. This is associated with advertising
costs to make the e-shop popular, which is similar to what
they try to avoid with proprietary applications.

On another note, one interviewee RCF mentioned that they
have their own website and they are not keen on using third-
party applications. The main reason for that is the control
they wanted over the style of the applications and the features
it supports, which enables them to be different from other
vendors’ websites or applications. They mentioned that “We’ve
got the application that was fully designed by us as we do not
want to be a copy of other companies.”

E. Native Language Support

The support of the Arabic language in m-commerce plat-
forms is no doubt crucial for m-commerce in Saudi Arabia.
The reason is obviously that Arabic is the native and official
language in the country. This support is necessary for many
reasons. Firstly, it makes it easier for the main targeted cus-
tomers – who are native Arabic speakers – to understand the
product specifications and sales policies. This would help them
find m-commerce applications easy and convenient to use. It
would also make them trust the m-commerce application as
they understand its contents. Secondly, Arabs prefer applica-
tions that have interfaces built in the Arabic language [30].
Easiness, as mentioned above, could be behind this attitude,
however, cultural reasons might also exist. Thirdly, there is
a legal requirement from the Saudi Ministry of Commerce
and Investment that mandates shop owners use Arabic in all
of their business operations, including customer invoices and
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restaurant menus [31]. This imposes requirements on vendors
to use platforms that support the Arabic language, not only for
user interfaces but also for document generation, e.g. invoices.

In this context, all of the interviewees agreed on the
importance of supporting the Arabic language. The MAC
marketing manager conveyed that “m-commerce is simple for
all customers if Arabic language support is provided though it
is crucial to have a global language such as English accessible
to other [non-Arab] clients. Also, (YAS) commented that “the
Arabic Language is of utmost importance to have as it is
the official language. Our website’s support for Arabic was
a major factor in attracting new customers. In conclusion, the
interviewees are linking cultural factors and Arabic language
support to the ease of use and trust of m-commerce, which
contributes to the intention to use m-commerce.

F. High-level Product Specification

An interesting observation from the interviewees’ responses
reveals their lack of interest in providing detailed specifications
about their products on their websites or social media pages.
They rely on the specifications that are provided by the
producers, i.e. that are written on the product itself. Therefore,
usually, m-commerce users would find high-level descriptions
of the products rather than detailed specifications. This high-
level description could include phrases like “approved by
the government” in order to increase customers’ trust in the
product. In this context, the owner of the perfume shop (AEP)
believes that “the website should offer broad specifications not
detailed, notably the name of the product should be related
to what it is manufactured from. Orchid perfume, a perfume
derived from the orchid flower, is a good example of this. This
is a major factor in determining whether or not to purchase.
When it comes to technological goods, (JFP) claims that he
doesn’t think it’s necessary to mention their specifications
since “...it is made by well-known companies like Apple or
because he can find them on several websites. Displaying the
equipment and colour choices accessible to customers, as well
as offering promotions and discounts, is more important.”

These findings contradict the user expectations as reported
by relevant research studies [32, 33, 34]. They reported that
detailed product specifications and images are critical factors
that customers consider when making a purchase decision
online. The specifications provide customers with detailed
information about a product, including its features, functions,
and technical specifications. This information helps customers
make informed decisions about a product’s suitability for
their needs, reducing the likelihood of returns and increasing
customer satisfaction. This could be a reason that explains
the limited interest in m-commerce for many businesses in
the country, which is an interesting finding that would draw
the vendor’s attention to the importance of publishing product
specifications online.

G. Lack of Data Protection

Business consumers, e.g. customer using m-commerce, pro-
vide vendors with their personal data each time they purchase a

product or access a service. The provided personal data include
credit card details, names, contact numbers and addresses,
among others. Customers provide these details for the sake
of completing the purchase process and they expect vendors
will preserve their privacy and keep their data secure and
inaccessible by unauthorised users including other vendors.
This is indeed a crucial requirement that is increasingly
necessary for the development of m-commerce services [35].

According to the interviewees’ feedback, vendors were
found to handle consumers’ data in an undesirable manner.
They mentioned multiple instances where customer data was
not adequately protected and was either shared with other
vendors or traded as part of business deals. This indicates that
the privacy of customer data is not given due consideration by
these vendors. For example, in response to the data protection
question the representative of SOA said “we exchange cus-
tomer data with other companies, though this is wrong.” The
representative of AEP responded “I do not know if there is a
data protection policy in the country, we pass our customers’
data to other businesses if they agreed to do the same.” Also,
the representative of JFP said “There is no privacy policy
implemented. In fact, you can buy a package of numbers from
telecommunication companies. You can also specify the ages
and locations of the customers.”

To sum up, the results from the investigation on data protec-
tion demonstrate that vendors violate data protection regula-
tions, and there is inadequate enforcement of those regulations
in the country. These findings align with the outcomes of the
customer-focused survey, indicating that Saudi m-commerce
users lack trust in m-commerce vendors’ ability to protect their
personal information from misuse [25]. Therefore, it can be
inferred that the misuse of data by vendors is the underlying
reason for the relatively low level of trust in m-commerce in
the country.

H. Lack of Protective Regulations

Most interviewees share the belief that the Saudi govern-
ment enforces strict limitations on vendors only, while refrain-
ing from imposing any restrictions on consumers. thereby hin-
dering the widespread adoption of m-commerce. According to
their perspective, the regulatory environment overwhelmingly
favors customers over vendors, offering little protection to the
latter in the event of customer misconduct. To support this
finding, I quote the response of the representative of (AKD):
“Although the regulations are generally effective, they tend to
favor customers over vendors. As a result, when customers
make unfounded complaints, vendors may face reputational
damage without any recourse to defend themselves.”

Government regulations have come under criticism for their
perceived role in causing instability that makes it challeng-
ing for vendors to devise clear strategies, such as adopting
new technologies. One significant factor contributing to this
instability is Saudization, the Saudi nationalization scheme,
which requires Saudi companies to employ at least 30% Saudi
nationals in their workforce. However, research has shown
that many Saudi nationals prefer working in governmental
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institutions, leading to high rates of turnover in the private
sector [36]. As a result, private companies are often forced to
hire employees who may leave at the first opportunity to work
in the public sector, leading to a high level of labor turnover
and difficulty in establishing a stable workforce. This situation
has been clarified by the representative of RAS in his response:
“Despite the fact that we could recruit a teacher with better
credentials and cheaper wages from other Arab nations, the
government has forced us to employ Saudi instructors. In many
cases, a teacher quits after a year of service because they
have been hired by the government, . . . We’ve suffered great
damage.”

This finding could support previous findings in the literature.
For example, as reported in [37], the regulations set by the
Ministry of Commerce and Industry in Saudi Arabia are not
clear in the way they protect customers against vendors and
local against international business.

Overall, the above suggests that government policies in
Saudi Arabia may be contributing to challenges in the adoption
of m-commerce services for the country’s business landscape.

I. Expensive Governmental Fees

The significant drop in oil prices in the last few years has
had a profound impact on the Saudi Arabian economy. As a
result, the government has been forced to take measures to
diversify its revenue sources and reduce its reliance on oil
exports. One of these measures has been to impose new taxes
and fines on products and services in the country, in an effort to
boost government revenues and reduce the budget deficit [38].

However, these new taxes and fines have had a negative
impact on the adoption of m-commerce in the country, as
noted by the interviewees. The additional costs imposed by the
government have made it more expensive for vendors to offer
their products and services through m-commerce platforms.
As a result, many vendors have been hesitant to invest in m-
commerce, as the additional costs associated with the new
taxes and fines have eroded their profit margins. This impact
can be summarised into the following.

• The adoption of m-commerce services requires ven-
dors to register a national address for their companies,
the fees for this registration are annual and are expensive
as perceived by the vendors. For example, the represen-
tative of AEP informed that “We are required to pay
SAR1000 annually just for a national address though they
do not provide any service, it is just a national code.”.

• The government imposes expensive custom duty on
imported goods, which in the end raises costs on cus-
tomers. The custom duty applies on all goods even retail
sales. This affects online trading even giant online sellers
such as Amazon. The increase in product costs does
not give m-commerce an advantage compared to in-
store shopping, especially since Saudi Arabia is not an
industrial country, meaning that most of the products are
imported. It makes the expectation that online shopping
is cheaper than in-store – as vendors will not need much
of the costs for running physical stores– not valid. In

this context, the representative of AEP confirmed that
“... Amazon prices are higher in Saudi Arabia than other
countries due to the high customs duty...”.

• Vendors are required to bear the costs of undelivered
items, according to the regulations set by the Ministry
of Commerce. This means that if a vendor dispatches an
item to a delivery company for delivery to the customer
and the item is lost, the vendor must refund the customer.
This regulation has been a source of frustration for many
vendors, as it places the burden of responsibility for lost
items on them, even if the item is lost during the delivery
process. Furthermore, when a customer raises a complaint
about a product, the Ministry of Commerce tends to side
with the customer. This often results in vendors having
to refund the customer, even if the product was received
in good condition. Vendors view this as a type of penalty
that is imposed on them if the customer is dissatisfied
with the product, even if the issue was not caused by the
vendor. For example, the representative of YAS pointed
out that “the regulations are very tough and fines are
high. The Ministry of Commerce always supports the
customer and never cares about vendors.”

In summary, it can be concluded from the above that the
governmental regulations that relate to fees and taxes impose
challenges on vendors and do not encourage them to adopt
m-commerce in Saudi Arabia.

J. Easier to Target Female Customers

The culture of Saudi Arabia exhibits distinct features, such
as a strong emphasis on privacy, particularly when it comes
to women, which sets it apart from other cultures. Though the
country is gradually changing and becoming more open in the
light of Vision 2030, the culture is still conservative towards
women. Compared to Saudi men, Saudi women still do not
conduct substantial work outside the house. Even though Saudi
Arabia’s government legalised women to drive in June 2018,
the country’s culture is still putting many lifestyle limits on
Saudi women [39]. This includes, for instance, that Saudi
women are not encouraged to work. Figures showed that the
unemployment rate for Saudi women was about 24% in 2020
compared to only 7% for men [40].

Given these cultural norms, it can be inferred that Saudi
women tend to spend a significant amount of time at home.
Therefore, it is imperative for merchants to utilise e-commerce
and m-commerce technologies in order to effectively reach
them as potential customers. In this regard, MAC representa-
tive confirms that social media (e.g. Instagram) is one way to
reach women customers. They said, “As they have difficulties
visiting shops compared to men, this forces women to primarily
focus their purchase choices on photos displayed on social
media. They always contact us through WhatsApp to make
orders. That’s a great deal.

MAC representative informed also that female customers
have their specific style of shopping that can be dealt with
through social media. They notice that female customers find
it prestigious to use technology for shopping. They care more
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about quality, presentation, and speed of access rather than
price. These can be managed through high-quality profession-
ally taken photos of the products.

In conclusion, the findings unequivocally establish that
culture plays a significant role in the adoption of m-commerce
in Saudi Arabia, as demonstrated by the perspectives of both
vendors and customers

K. It Can Be Useful

The focus of this theme is on the general attitude towards
and the perceived usefulness of m-commerce from the ven-
dors’ perspective. The majority of vendors pointed out that
in general m-commerce can be useful despite the mentioned
challenges. Many of them mentioned that they have plans to
increase their adoption of m-commerce, however, in various
forms.

The obvious trend currently is the use of Internet and mobile
technologies for marketing, especially through social media
where – as mentioned above – photos of products are displayed
on social media pages. However, it can be noticed that even
with this attitude towards electronic marketing (as a form of
e- or m-commerce), limited utilisation of mobile marketing
strategies is adopted. This is evidenced by the observation
that though strategies for personalised targeting exist in the
literature of mobile marketing, they are not in use, at least by
the interviewed vendors. None of them mentioned that they
use social media adverts or Google Ads to target customers.
These adverts can be very useful as they utilise contextual
information – that is provided by the customer’s mobile –
to deliver to the customer content and products that ‘best’
matches their interests. This contextual information includes
location, time, surrounding environment, shopping companion,
and market competition. Research shows that utilising this
information for personalised targeting of customers results
in a significant increase in sales [41]. Perhaps the little
awareness of vendors about these advantages would provide
an explanation for their limited adoption of them.

Despite that, vendors find that m-commerce through social
media pages help them to popularise their stores and products.
In this regard, BPR informed that “... electronic marketing
helped us to double our sales,” while RCF revealed that
they have plans to increase their adoption on m-commerce
by 70% and maintain small shops as contact points for online
customers.

Another reason for finding m-commerce useful is the cheap
running costs as compared to in-store commerce. The rep-
resentative of TCR informed that they have plans to create
an online marketing store for their car sales as that is much
cheaper than opening and maintaining car showrooms.

In summary, vendors have a positive attitude towards m-
commerce despite facing challenges. Vendors find that m-
commerce through social media pages helps them to popu-
larise their stores and products. Additionally, some vendors
plan to create online marketing stores for their businesses to
increase their adoption of m-commerce.

L. It Makes Competition Harder

Although research suggests that m- and e-commerce can
be beneficial for vendors, there is a contrary perspective that
applies to small businesses. While these technologies make
it easier for vendors to reach their customers and increase
their sales, some interviewees have expressed concern that
m-commerce will make it harder for small companies to
compete, as larger companies will be able to reach wider
ranges of customers, even crossing borders. This means that
local vendors may struggle to reach customers in the same way
that larger companies like Amazon and eBay can. As a result,
the representative of MAC stated that “It will be a significant
loss if small businesses move to online commerce. They will
not be able to compete with big companies, and they should
instead rely on customers who prefer in-store shopping.”

This concern is not unfounded, as research has shown that
small businesses face significant challenges in competing with
larger, more established companies in the online marketplace.
Limited resources, lack of brand recognition, and limited
access to financing are among the most common challenges
that small businesses face [42]. In addition, larger companies
can use their resources to offer discounts, promotions, and free
shipping to customers, which can make it harder for small
businesses to compete on price.

Despite these challenges, there are still opportunities for
small businesses to thrive in the online marketplace. For
example, small businesses can use social media platforms to
engage with customers and build their brand presence, which
can help them to differentiate themselves from larger competi-
tors. Additionally, small businesses can use niche marketing
strategies to target specific customer segments and provide a
more personalized shopping experience. By leveraging their
unique strengths and capabilities, small businesses can carve
out a profitable niche in the online marketplace.

M. M-commerce is Coming

The topic at hand pertains to the vendors’ anticipation of
the extent to which m-commerce will be adopted in Saudi
Arabia in the future. The majority of the interviewees think
that m-commerce will be widely used in the country, despite
the current challenges. The majority acknowledges that the
Internet and mobile technologies are playing a crucial role
in people’s daily life. Thus utilising the services of these
technologies for trading in the country is inevitable. As people
spend more time on their mobile devices, it will be feasible
for vendors to utilise those technologies to attract and interact
with customers. This will help vendors make anywhere and
anytime sales. Location and time will no longer put constraints
on people to carry out their shopping.

According to the majority of vendors interviewed, m-
commerce is gradually gaining ground in Saudi Arabia, despite
encountering challenges and progressing slowly. They ob-
served an increasing number of businesses adopting some form
of m-commerce service. In this context, the representative of
SOA pointed out that the “It [m-commerce] has been real
in the country and we have to consider and deal with it to

YAHYA ALQAHTANI ET AL.: EXPLORING M-COMMERCE VENDORS’ PERSPECTIVES IN POST-SAUDI VISION 2030 17



be successful.” Also, the representative of YAS informed that
“The market is becoming electronic to a big extent. Many
companies closed their stores and moved to the Internet.”

In summary, it is possible to conclude that Saudi vendors
think m-commerce will be widely used in Saudi Arabia. Even
though they are not satisfied with m-commerce in its current
state due to the mentioned challenges, they think that they have
to deal with it as customers spend a considerable amount of
time on their mobile devices and in the Internet world.

VI. DISCUSSION

This section offers an in-depth discussion of the results
obtained from our study, highlighting key insights and ob-
servations.

A. Delivery services

The interviewees’ comments revealed two other important
observations. Firstly, customers have exceptionally high ex-
pectations when it comes to delivery speed. Based on the
feedback, it seems that a three-day delivery period is perceived
as too long by many customers. This expectation is particularly
noteworthy in light of Japan’s impressive delivery services,
exemplified by Yamato Transport. For instance, Yamato’s
innovative TA-Q-BIN delivery technology allows for ultra-
fast deliveries, including within a few hours, using automated
delivery lockers, and even via drone [43]. Yamato’s success
in this area is a testament to the importance of meeting
customers’ expectations and providing exceptional service.

Secondly, vendors may be considering delivery fees as an
extra cost to customers that may adversely affect customers’
interest in their products. However, customers may accept
this extra cost in return for the delivery service. As in the
US, e-commerce enterprises may profit from delivery services
without charging clients. Premium subscriptions with free
delivery are one way. Amazon Prime’s yearly membership
includes free one-day delivery. Hence, clients get free delivery
while the corporation generates profit from subscription fees
[44]. The aforementioned observations offer valuable insights
for merchants who wish to improve their m-commerce services
and provide a satisfactory customer experience.

B. Perspective on Competition

Section V-L introduces a theme that sheds light on how
certain vendors perceive the role of m-commerce in the
marketplace in regard to competition. While some believe
that m-commerce may pose a threat to competition, another
perspective suggests otherwise, as it can help reach a wider
customer base. Nevertheless, some research indicates the
presence of negative views on the subject. Research studies
such as [45, 46] found that m-commerce has the potential to
increase market share for businesses by making it easier to
reach more customers. This is because the increasing popu-
larity of smartphones and tablets will result in more people
using mobile devices to browse the internet, shop online,
and make purchases. This will allow businesses to reach
customers on their mobile devices. In addition, m-commerce

can also provide businesses with valuable data insights about
their customers’ shopping behaviour and preferences, allowing
them to better tailor their marketing strategies and product
offerings to meet their customers’ needs. One example is the
case of TOMS shoes, which are larger ones. For instance,
TOMS Shoes is an e-commerce company that sells shoes. The
firm was founded in 2006, and its business concept consists
of donating one pair of shoes for every pair sold. Despite
competition from larger retailers, TOMS has been successful
in part due to its commitment to philanthropy. In 2014, the
company was valued at over 625 million [47].

C. Study limitations

The findings of this study provide interesting insights that
would help understand the vendor’s perspective toward the
adoption of m-commerce. This can help researchers, busi-
nesses, and policymakers develop a more holistic view of
m-commerce adoption and develop more effective strategies
to promote its adoption. Expanding the sample size is a
potential avenue for future research in this study. However,
due to practical considerations such as the time-intensive
process of locating and persuading vendors to participate
in interviews, a sufficiently large sample size may not be
feasible. Alternatively, a survey could be employed to gather
quantitative data and achieve the desired sample size. Although
the current study concentrates on business-to-consumer re-
lations, it is recommended to consider business-to-business
relations in future research. Addressing both aspects could
allow for a comprehensive understanding of the m-commerce
addition in Saudi Arabia. Furthermore, it is important to
include large companies in the study, as the current research
is constrained by its emphasis on small and medium-sized
enterprises (SMEs). This limitation can have notable impli-
cations, particularly regarding the concept of trust, as SMEs
may demonstrate unique trust dynamics compared to larger
companies with specialised divisions or roles. Overcoming this
limitation in future investigations can offer a more compre-
hensive understanding of expertise levels within the context
of m-commerce.

VII. CONCLUSION

This paper presented a thematic analysis of the vendor
perspective in regard to the adoption of m-commerce in
Saudi Arabia. The data were collected through semi-structured
interviews conducted with ten Saudi vendors. The findings
suggest that m-commerce services are still in their early stages
in Saudi Arabia, and the limited adoption can be attributed to
two main factors: government regulations and technological
infrastructure. Specifically, data protection regulations are not
enforced adequately in the country, and vendors face expensive
fines and fees. Furthermore, the country’s infrastructure does
not yet provide a reliable delivery service, which is a crucial
requirement for m-commerce adoption. Future research should
consider a more scalable approach, such as a larger sample size
or a different data collection method.
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VIII. INTERVIEW QUESTIONS (ENGLISH VERSION)

Interview Questions 
 

Interview Guide from a stockholder perspective at private Sector with IT employees and IT directors 

who are responsible for implementing m-commerce services 

 

Company questions: 

Company size: 

How many branches: 

How many employees:  

Type of business: (e.g. digital services, tourism, fashion retail, electronic goods wholesale etc.)  

Average customer type:  (e.g. age, average spending, buying frequency etc.) 

Approximate size of the customer base: 

 

1. How familiar are you with m-technologies in general and m-commerce in particular?  

2. How familiar are other businesses, do you think, with m-technologies in general and m-commerce in 

particular?  

3. Does your company adopt m-commerce?  

4. How do you describe the level of IT skills the company staff have and do their IT skills influenced your 

intention to use m-commerce?  

5. Does your company provide delivery service, collection service, or both? How do you think these 

services influence the customer intention to use your m-commerce service? 

6. In your opinion, how does the availability and detailing of product specifications on the m-commerce 

application affect user intention to use m-commerce service?  

7. Do you prefer to have your own m-commerce application or use third-party systems (e.g. mobile app 

of e-bay)? Why?  

8. What kind of payment solutions do you accept (credit cards, PayPal, bank orders, Cash on delivery)? 

9. What are security solutions do you use (in-house; off-the-shelf; third-party subscription provision)? 

10. What are your policies on customer data management / protection? 

11. How does the quality of the m-commerce applications affect users experience and their intention to 

use m-commerce?  

12. To what extent does the government regulations motivate firms to adopt m-commerce? 

13. Would you describe the organisational technical infrastructure that is required for m-commence? 

14. Do you think customers trust m-commerce services and how can you increase customers trust in it?  

15. To what extent you trust selling products and receiving money through over the internet? 

16. Do you think customers find m-commerce services easy to use and how can you increase customers 

perceived ease of use in your m-commerce service?  

17. To what extent does m-commerce add value to your business? Why? 

18. What does influence your decision of adopting m-commerce in your business?  

19. Do you have anything to add? 
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Abstract—This paper investigates the Non-dominated Tour-
nament Genetic Algorithm (NTGA2) to examine how selection
methods and population interact in solving multi-objective opti-
mization problems with constraints. As NTGA2 uses tournament
and GAP selections that link the current population and popula-
tion’ archive, the experiments’ results show that the population
role is significantly reduced in some cases. The study considers
two benchmark problems: Multi-Skill Resource Constrained
Project Scheduling Problem (MS-RCPSP) and Travelling Thief
Problem. Moreover, the paper’s experimental study consists of
new instances for multi-objective MS-RCPSP to show some
interesting results that, in some cases, the proposed Genetic
Algorithm does not need population in the evolution process.

I. INTRODUCTION

THE POPULATION in Genetic Algorithms (GA) plays a
very important role. Too small a population size could

significantly reduce the exploration and get stuck in local op-
tima (a premature convergence). However, too large a popula-
tion also blocks the evolution progress, where selection cannot
efficiently do its work. The population size in GA also plays a
crucial role in multi-objective optimization (MOO) problems,
where the final results consist of a set of solutions (non-
dominated, Pareto Front Approximations, PFA). GA applied
to MO to be efficient can store all explored non-dominated
solutions in the archive. Moreover, some methods use the
archive set to select individuals under selection pressure, like
Non-dominated Tournament Genetic Algorithm (NTGA2)[7].
It allows the current population to work on temporal solutions,
where the archive stores all non-dominated solutions, which
makes a ”permanent” memory. Such phenomena exist in over-
constrained MOO problems, where genetic operators could
make an offspring individual worse, and additional space (pop-
ulation) could help. In this paper, two MO NP-hard problems
with constraints – Travelling Thief Problem (TTP)[3] and
Multi-Skill Resource-Constrained Project Scheduling Problem
(MS-RCPSP)[8] – are examined to investigate how NTGA2
explores the solution landscape and effectively uses archive
and population in individual selection.

The rest of the paper is organized as follows. In Sec.II, a
short related work is given. The investigated MS-RCPSP and

TTP problems are briefly defined in Sec.III. An investigated
NTGA2 is given in Sec.IV. Sec. V includes experimental
results of the proposed NTGA2 MOO. Lastly, the paper is
concluded in Sec.VI.

II. RELATED WORKS

Effective cooperation between population, archive, and
GAP selection works in GaMeDE2 [1] - an enhanced
Multi-Modal Optimization technique (GaMeDE[6]), inspired
by NTGA2, where GAP operator was introduced. While
GaMeDE2 simplified the algorithm, empirical research con-
firmed the importance of alternating between broad explo-
ration using the archive and local optimization with the popu-
lation. This is achieved by triggering local optimization when
the number of newly discovered optimal solutions exceeds
a threshold or reverting to archive sampling when further
optimization becomes unfeasible. Although this presents some
form of adaptive operator switching, the main drawback is
the requirement of fine-tuning the threshold value. It has
been indicated as the area for future work to develop a
fully adaptive solution that eliminates the need for manual
parameter specification. For this purpose, it is necessary to
answer the question of how to effectively switch between
population- and archive-based selection, and on what basis
to make this decision.

The authors of the survey [13] designed the adaptation
taxonomy scheme for GA. They highlight three aspects to
be considered: adaptation objects, adaptation evidence, and
adaptation methods. Adaptation objects refer to the compo-
nents within a GA. These objects include control parameters
(crossover or mutation probability), evolutionary operators,
and other elements. Adaptation evidence determines the basis
on which adaptation occurs within a GA. There are four
categories of adaptation evidence highlighted by the authors:
deterministic factors, fitness values, population distribution,
and combinations of fitness values and population distribu-
tion. There are several adaptation methods that might be
implemented, including simple rules-based heuristics, or co-
evolution. This paper examines how the structure and con-
straints of the problem affect the population- and archive-
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based selection with a view to using it for the phase switching
control.

III. PROBLEM(S) DEFINITION

Two practical multi-objective problems have been selected
to investigate the NTGA2 method. Both TTP and MS-RCPSP
are constrained NP-hard problems with near-to-real-world
combinatorial landscapes. Results have been compared using
standard HyperVolume (HV, see Sec.V-B) measure.

A. Multi-Skill Resource-Constrained Project Scheduling Prob-
lem

The MS-RCPSP is a specific case of combinatorial NP-
hard scheduling problems. It encompasses two interrelated
sub-problems: task sequencing, and resource assignments. The
objective of the MS-RCPSP is to determine a schedule that
is both feasible and satisfies all the defined constraints. This
involves assigning available resources to tasks and arranging
the tasks on a timeline. In order for a schedule, denoted as PS,
to be considered feasible, it must adhere to a predetermined
set of constraints.

Each resource is connected to its salary rsalary , no salary
can be negative. The set of skills Sr possessed by the resource
r cannot be empty. Each task’s duration dt and finish time
Ft are not negative. Tasks are constrained by a precedence
relation – all task’s predecessors must be finished before work
on it can be started. All tasks must have assigned exactly one
resource.

The skill extension of the MS-RCPSP is described in Eq.
1. The resource must have the skill at the required level or
higher if it is assigned to a task.

∀t∈T r ∃sr∈Sr hst = hsr ∧ lst ≤ lsr (1)

where T r is a set of tasks assigned to a resource r, st
is the skill required by the task t, Sr is the set of skills
possessed by the resource r, h and l are the type and level of
the skill respectively.

The latest definition of the MS-RCPSP is a many-objective
optimization problem with five objectives (see [7][8]). The
original two objectives – schedule duration (makespan) and
cost – can be defined by Eq.2 and Eq.3. Further MS-RCPSP
objectives tackle specific project scheduling aspects: average
cash flow, skill overuse, and the average use of resources.
The Makespan fτ (PS) of the project schedule PS is given
as Eq.2.

fτ (PS) = max
t∈T

tfinish (2)

where T is a set of all tasks, tfinish is the finish time of
the task t. The Cost of the schedule is fC(PS) defined as Eq.
3.

fC(PS) =

n∑

i=1

Rsalary
i ∗ T duration

i (3)

where n is the number of all task-resource assignments,
Rsalary

i is the salary of a resource of the i’th assignment,
T duration
i is the duration of the task of the i’th assignment.
The MS-RCPSP originally optimises 2-objectives fτ (PS)

and fC(PS), where all objectives must be minimized:

min f(PS) = min [fτ (PS), fC(PS)] (4)

B. Travelling Thief Problem
The TTP is a combination of two well-known optimization

problems: the Traveling Salesman Problem (TSP) and the
Knapsack Problem (KNP). A collection of cities is given, each
characterized by its geographical coordinates, along with a set
of associated items. These items are characterized by their
weight and profit values. The objective is to determine an
optimal route that visits all the cities while simultaneously
selecting items from certain cities. The primary objective of
the TTP, as expressed by Eq.5, encapsulates the main goal of
this problem.

min f(π, z) = min fτ (π, z),max fP (z) (5)

where π and z are the permutations of cities visited and the
picking plan. The objective fτ is to minimize the traveling
plan. The fP objective is the profit maximization based on
the picked items. The relation between those problems is that
picking items decreases travel speed.

fτ (π, z) =

n−1∑

i=1

dπi,πi+1

v(w(πi))
+

dπn,π1

v(w(πn))
(6)

where dπi,πi+1
denotes the distance between two consecu-

tive cities, n is a number of cities, v(w(πi)) is the velocity in
city πi, which depends on weight w. As items are selected,
the entire travel duration, as indicated by Eq. 6, undergoes
modifications, and the velocity decreases in accordance with
Eq. 7.

v(w) = vmax −
Wc

W
(vmax − vmin) (7)

where Wc and W are the current and maximum allowed
weights. The model defines the speed: maximum vmax and
minimum vmin speed depending on W . The weight w is the
accumulated sum of items picked up so far.

fP (z) =

m∑

j=1

zjz
profit
j (8)

where m is the number of items, zj is equal to 1 if the j’th
item has been picked, 0 otherwise. zprofitj is the profit of the
j’th item.

The Eq.8 defines the profit as the second TTP objective.
Furthermore, in order for the picking plan to be considered
feasible, it is imperative that KNP constraint, as represented
by Eq.9, is satisfied.

m∑

j=1

zjz
weight
j ≤W (9)
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where m denotes the total number of items, while zj is
defined as per Eq.8, and zweight

j represents the weight of the
j’th item. The aforementioned equation guarantees that the
cumulative weight of the selected items remains within the
W , which denotes the maximum permissible weight of the
knapsack.

IV. METHOD

In this section, the NTGA2 method is introduced, and a
greedy-based algorithm (see Sec.1) is used to get feasible
solution in the MS-RCPSP problem.

A. Greedy–based Schedule Builder

Each investigated metaheuristic in this work to solve MS-
RCPSP uses a greedy–based Schedule Builder to build the
feasible schedule – see Algorithm 1 [7]. The method processes
the tasks (in the given order). First, tasks with successors,
then other tasks. The main goal is to assign each task at the
earliest possible time it can be started. Namely, it is when
all the predecessors of the tasks are finished, and its assigned
resource finished its previous task assignment.

Algorithm 1 Greedy Schedule Builder for MS-RCPSP
for task t do

2: predEnd = maxFinish(t.predecessors)
resEnd = t.getResource().getF inish()

4: t.start = max(predEnd, resEnd)
end for

B. Non-Dominated Tournament Genetic Algorithm 2

NTGA2[7] is an evolutionary metaheuristic promoting di-
versity by utilizing a Gap selection (GS) operator. GS works
in the objective space, favoring the least explored parts of the
archive – Gap in detail is given below. NTGA2 uses archive to
store all non-dominated solutions and actively use it – see Al-
gorithm 2. Firstly, NTGA2 initializes the population (usually
a random one – see line 2). Then all individuals are evaluated
(separately by each objective), and then UpdateArchive takes
place, where all non-dominated already found individuals are
added and just dominated ones are removed.

The main loop starts (line 5) and repeats Generations
times. Each generation starts with a selection of individuals
to the new population Pnext. GS and the second selec-
tion (Pareto-dominance tournament selection) is used. The
gsGenerations parameter (line 8) switches selections a de-
cides which one is used in the current generation. Line 15
presents the clone elimination mechanism used in NTGA2
to keep diversity in the population at a high level. Lastly,
the genetic operators (e.g. mutation and crossover) should be
specialized per problem. However, they can default to standard
single-point crossover and random bit mutation.

The Gap Selection (GS) operator [7] aims to increase the
diversity in archive. It operates in an objective space and con-
siders each objective separately. The authors decided to select
objectives as follows: offspring generation is divided into m

Algorithm 2 Pseudocode of NTGA2 [7]
1: archive← ∅
2: Pcurrent ← GenerateInitialPopulation()
3: Evaluate(Pcurrent)
4: UpdateArchive(Pcurrent)
5: for i← 0 to Generations do
6: Pnext ← ∅
7: while |Pnext| < |Pcurrent| do
8: if i mod (2 * gsGen) < gsGen then
9: Parents← Tour_selection(Pcurrent)

10: else
11: Parents← Gap_selection(Archive)
12: end if
13: Children← Crossover(Parents)
14: Children←Mutate(Children)
15: while Pnext contains Children do
16: Children←Mutate(Children)
17: end while
18: Evaluate(Children)
19: Pnext ← Pnext ∪ Children
20: UpdateArchive(Children)
21: end while
22: Pcurrent ← Pnext

23: end for

parts (as the number of objectives), where each objective is
selected during the corresponding part. It starts by calculating
the “gap” size for each individual in the archive. It is calculated
considering the two neighbor individuals using the minimal
Euclidean distance. Those are the closest individuals, one with
a worse objective value and one with a better value. The
GapV alue is used as the Euclidean distance to the farther
of those two neighbors. Additionally, individuals at the ”edge”
(i.e., the highest and lowest objectivities’ values) of the archive
have this distance set to an infinity value, which is favored
in selection.

Thus, the GS uses a tournament selection, considering
GapV alues instead of fitness directly. In this way, GS is
more likely to select those individuals that lie close to the
largest “gaps” in the archive and also promote the spread of the
result archive. The second parent is selected as the random
neighbor of the first individual. For the individuals lying on
the “edge” of PF approximation, it is possible that a second
parent will not be selected. It will be selected similarly to the
first one.

V. EXPERIMENTS

The main goal of conducted experiments is to investigate
further the effectiveness of the GS operator inside the NTGA2
method, applied to different scenarios. It can be hypothesized
that its effectiveness varies depending on the problem, and
further - instances. To carry out the structured experiments,
the following Research Questions have been developed:
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• RQ0. How the gsGen (Gap Selection %) parameter
affects the effectiveness of the NTGA2 method in bi-
objective MS-RCPSP?

• RQ1. How do the characteristics (size, number of con-
straints) of the instance affect the effectiveness of the
NTGA2 method in bi-objective MS-RCPSP?

• RQ2. Are the observations made for the TTP consistent
with those for the MS-RCPSP?

• RQ3. Does the size of the computational budget affect the
effectiveness of the Gas Selection in the NTGA2 method?

• RQ4. What aspects (differing or connecting two prob-
lems) can be used to adapt gsGen parameter control?

A. Instances

In experiments, the iMOPSE dataset [7][8] is used. The
original suite contains 36+6 MS-RCPSP instances created
using real-world scheduling problems. All instances have
varying tasks, resources, and skills to define problems. The
final suite used in this paper contains 3 small and 6 randomly
selected instances from the original set. Furthermore, several
new instances were prepared using the iMOPSE generator to
show the influence of constraints (e.g. introducing extreme
low and high values for precedence relations or no skill
requirements) and a number of tasks for NTGA2 effectiveness
(e.g. 500 and 1000)1.

For TTP, the benchmark dataset [2] has been selected -
16 instances differ in varying items per city (between 51 to
100). They could be divided into three groups that show the
correlation between weights and profits of items: (1) with a
strong correlation, (2) completely uncorrelated, and (3) with
similar weights.

B. Quality measure of multi–objective optimisation

The most popular multi-objective metric is HyperVolume
(HV) [9] – measures the diversity and convergence of the
Pareto Front Approximation (PFA) that includes all non-
dominated solutions calculated by a given method.

Results are normalized using the NadirPoint - worst pos-
sible values for all objectives. For the MS-RCPSP: makespan
– total sum of all tasks’ duration; cost – the cost of schedule,
where the most expensive resource performs all tasks. For the
TTP: time – is twice the minimum time value; profit – equal
to 0. On the other side - the Ideal Point is the point with
the best possible values for all objectives. For MS-RCPSP:
makespan – duration of the shortest task multiplied by the
number of tasks, divided by the number of resources; cost
– the cost of the schedule, where all tasks are assigned to
the cheapest resource. For TTP: time – the total length of the
minimum spanning tree divided by the maximum speed; profit
– achieved by a brute-force algorithm starting from the items
with the highest profit/weight ratio.

1All used MS-RCPSP instances and gained results are published in
http://imopse.ii.pwr.edu.pl

C. Reference methods

For a more comprehensive presentation of NTGA2 results,
results of the state-of-the-art and best-known multi-objective
optimization methods should also be considered.

Non-Dominated Sorting Genetic Algorithm II (NSGA-II)
[5] is the classical method proposed in the year 2002 for
MOO, utilizing the population sorting by rank and crowding
distance. The Strength Pareto Evolutionary Algorithm 2
(SPEA2) [11], a well-established method for MOO, em-
ploys environmental selection to enhance the exploration of
the Pareto front. The Multi-objective Evolutionary Algorithm
Based on Decomposition (MOEA/D) [12] is an evolutionary
computation method designed for solving MOO problems by
decomposing problems into a set of scalar sub-problems that
are concurrently optimized.

D. Configurations

For all methods, the 5-Level Taguchi Parameter Design
[10] was employed to fine-tune the parameters systematically.
The best-found configurations used as the base values in the
experiments are presented in Tab.I. Population Size (PopSize)
is the constant number of individuals in a generation. For
the MOEA/D, population size is derived from the number of
decomposition vectors achieved using [4] algorithm for the
given number of partitions (PartNr). The number of genera-
tions was adjusted to match the constant number of maximum
births/fitness evaluations, for the MS-RCPSP computational
budget was set to 50.000. For the TTP it was set to 250.000.
Mutation probability (Pm) is a probability in [0, 1]. In the
MS-RCPSP, it represents a chance of a single gene’s random
mutation. For the TTP, it is described using two different
values: the chance of the random path segment being reversed;
and the chance of a random item decision change (bitflip).
Crossover probability (Px) is the probability of two individuals
crossover. All implemented methods use the same Uniform
crossover operator for the MS-RCPSP and a combination of
OX (route) with SX (knapsack) for the TTP. Tournament
Size (TourSize) is the number is individuals considered
whenever the tournament selection operator is used. Based on
the original NTGA2 implementation, 2 values were found to
be used, first for the Standard Tournament and second for the
Gap tournament selection. The neighborhood Size (NhSize)
is the number of adjacent decomposition vectors considered
by MOEA/D when solutions are compared.

A number of generations (gsGen, see Tab.I) is the selection
switch parameter used by the NTGA2. In the original NTGA2
paper, it has been interpreted as the number of generations that
has to pass for the selection to switch, and it was set to 50.
Although this parameter originally referred to the frequency
of changes, a value of 50 can also be interpreted as 50 per
100 generations using the GS (Gap Selection %). Therefore,
further in this paper, gsGen is evaluated as the number of
consecutive generations using the GS per 100 generations.
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TABLE I
THE BEST FOUND CONFIGURATIONS FOR INVESTIGATED METHODS

MSRCPSP PopSize Pm Px TourSize gsGen NhSize PartNr
NTGA2 50 0.01 0.6 6 / 20 50*
MOEA/D (50) 0.015 0.2 6 50
SPEA2 200 0.015 0.99
NSGA-II 300 0.015 0.99 2

TTP PopSize Pm Px TourSize gsGen NhSize PartNr
NTGA2 50 0.9 / 0.9 0.3 / 0.3 6 / 20 50*
MOEA/D (100) 0.4 / 0.3 0.5 / 1.0 3 100
SPEA2 100 0.4 / 0.3 0.1 / 0.8
NSGA-II 300 0.4 / 0.7 0.9 / 0.3 2

E. Experimental procedure

The research environment with the NTGA2 method and
additional reference methods have been implemented in Java
based on the literature: MOEA/D, SPEA2, and NSGA-II.
Additionally, some methods (e.g. MOEA/D) use reference
points in calculations (objectives normalization). Others do not
require them (like NTGA2) as they treat objectives separately.
Reference points (NadirPoint and IdealPoint) calculations
as presented in the Sec. V-B.

The result of each run is a set of non-dominated solutions
found for a given instance. Solutions are saved using absolute
coordinates in the objective space. The experimental results
have been evaluated on all selected instances for MS-RCPSP
and TTP. Due to the non-deterministic nature of evolutionary
computation, all runs have been repeated 30 times, and results
have been averaged. To verify the statistical significance
of the presented results Wilcoxon signed-rank test is used
with p value = 0.05. A simple average is not an appro-
priate solution as HV strongly differs across the instances.
Therefore, a ranking system has been applied to compare
configurations and methods in all conducted experiments. The
procedure starts with descending sort by the average HV and
assigning the best rank (1) to the first configuration. Then,
each configuration is considered subsequently. If its result is
not significantly lower than the best of the current setup, it gets
assigned the same rank. If the rank is significantly lower - the
rank is incremented and assigned to this configuration. Each
experiments table contains three summary rows at the bottom:
average rank, median rank, and the dominance information (+
sole-best / ∼ co-best / − worst).

F. Results for MS-RCPSP

To address the RQ0, five variants with different values
of the gsGen parameter were examined. The configurations
utilized Gap selection in 0%, 25%, 50%, 75%, and 100% of
generations, respectively. The results are presented in Tab.II.

As observed in Tab.II, the configuration employing 100%
GAP selection clearly dominates in nearly all original
instances. However, in the case of two small instances
(15_6_10_6, 15_9_12_9), only GS from the archive does
not yield the best results. Similarly, configuration alternat-
ing two selection methods prove to be the most effective
for new instances with a high number of constraints (e.g.,

100_10_4096_15). While the differences are statistically sig-
nificant, they are very small.

The newly added instances (with suffix _0_0), devoid of
skill constraints and task orders, did not introduce noticeable
changes. It can be assumed that they are sufficiently similar
to the existing cases. Considering the number of precedence
relations, where the maximum theoretical number of direct
relationships is n ∗ (n − 1)/2, for 100 tasks, it amounts to
4950. Therefore, the highest number of constraints in the
set, which is 145, is still very small. Hence, the absence of
constraints does not differ significantly. On the other hand,
including instances with precedence relations at the level of
several thousand introduce interesting cases that have not been
observed before.

Fig. 1 indicates that, for dense PFA, there is no need to
employ a population. It is easy to transition between solutions
as they are close to one another. There is a large number
of solutions that exploration based on the archive alone is
sufficient, at least until a certain point. However, relying solely
on the archive may become inadequate if the search space is
highly constrained and all the ’low-hanging apples’ are found.
Theoretically, it is still unnecessary. In the current encoding,
any feasible solution can transition to another in a single
generation (as each gene can be modified independently), but
it might not be very probable.

Using a population allows for delving "deeper" into certain
areas of the sparse Pareto Front, as visible in Fig. 2. Classi-
cally, this brings about a solution to the problem of balance
between exploration and exploitation. It is well illustrated
in Fig. 3 containing results for the biggest instance in the
suite. None of the configurations have sufficiently searched
the space yet. The ’population-only’ approach focused on
a particular area, while the ’archive-only’ covered a wider
range. As both approaches perform their role well, the latter
achieves significantly better HV . It would likely be beneficial
to activate the population search when relying on the archive
ceases to yield progress instead of static parameters. To answer
the second RQ1, the effectiveness does not explicitly depend
on the instance size. However, rather constraints density and
it changes over time as the archive saturates. This claim is
supported by the results, where a lower budget (25.000, half
of the original) results in better ranks for the ’archive-only’
approach.

Experimental results presented in this section showed that
Gap affect the effectiveness of the NTGA2 applied to MS-
RCPSP. How does such a mechanism work for TTP?

G. NTGA2 results for TTP

In order to verify if similar results can be observed for
the TTP (RQ2), analogous experiments have been conducted
using five configurations, which utilize GS in 0%, 25%, 50%,
75%, and 100% of generations, respectively. The results are
presented in Tab.IV.

Compared to the MS-RCPSP, results achieved for the TTP
(see Tab.IV) are more balanced, and there is no visible
dominance of either configuration. The higher usage of GS has
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TABLE II
RESULTS (HV) OF MS-RCPSP WITH 50K BUDGET

Gap Selection Usage (%)
instance 0 25 50 75 100
15_3_5_3 1 (0.320398±1.67e-16) 1 (0.320398±1.67e-16) 1 (0.320398±1.67e-16) 1 (0.320398±1.67e-16) 1 (0.320398±1.67e-16)
15_6_10_6 1 (0.545211±8.31e-06) 1 (0.545213±2.51e-06) 1 (0.545211±4.76e-06) 2 (0.545207±1.19e-05) 3 (0.544863±8.89e-05)
15_9_12_9 1 (0.595148±1.30e-04) 1 (0.595115±1.75e-04) 1 (0.595092±2.05e-04) 2 (0.595009±2.58e-04) 3 (0.594575±2.96e-04)
100_5_20_9_D3 4 (0.429317±3.45e-03) 3 (0.435507±2.45e-03) 2 (0.436230±2.94e-03) 2 (0.436880±2.22e-03) 1 (0.438390±1.94e-03)
100_5_48_9 3 (0.171241±2.63e-03) 2 (0.175926±8.50e-04) 1 (0.176215±9.45e-04) 1 (0.176347±8.66e-04) 1 (0.176715±9.23e-04)
100_10_65_15 3 (0.458327±2.84e-03) 2 (0.469056±1.98e-03) 2 (0.469367±1.80e-03) 1 (0.470235±1.74e-03) 1 (0.470540±1.68e-03)
100_20_0_0 5 (0.683409±5.12e-03) 4 (0.726044±2.19e-03) 3 (0.733052±1.55e-03) 2 (0.734951±1.51e-03) 1 (0.736693±1.19e-03)
100_40_0_0 5 (0.656597±7.34e-03) 4 (0.728598±5.49e-03) 3 (0.752332±3.74e-03) 2 (0.763022±2.99e-03) 1 (0.769273±2.62e-03)
100_10_4096_9 2 (0.181034±2.51e-05) 1 (0.181041±3.64e-06) 1 (0.181042±2.93e-06) 2 (0.181039±5.45e-06) 3 (0.181026±7.46e-06)
100_10_4096_15 4 (0.250829±7.23e-05) 3 (0.250859±3.14e-05) 1 (0.250865±0.00e+00) 1 (0.250865±0.00e+00) 2 (0.250859±4.42e-06)
100_20_1024_9 4 (0.517370±2.50e-03) 3 (0.527683±9.73e-04) 1 (0.528931±3.82e-04) 1 (0.528962±3.47e-04) 2 (0.528699±2.60e-04)
100_20_2048_15 4 (0.380175±5.93e-04) 1 (0.380732±2.20e-05) 1 (0.380737±1.16e-05) 2 (0.380730±1.32e-05) 3 (0.380689±3.39e-05)
100_20_4096_9 3 (0.268188±9.21e-05) 1 (0.268304±1.78e-06) 1 (0.268299±3.12e-05) 1 (0.268305±1.92e-06) 2 (0.268295±4.01e-06)
100_20_4096_15 3 (0.259517±1.60e-04) 2 (0.259638±9.18e-05) 1 (0.259664±4.59e-05) 1 (0.259678±3.28e-05) 2 (0.259650±3.17e-05)
100_40_1024_9 4 (0.570528±8.13e-04) 3 (0.574741±5.45e-04) 2 (0.575724±4.14e-04) 1 (0.576005±3.15e-04) 1 (0.576010±2.64e-04)
200_10_84_9 5 (0.636125±2.91e-03) 4 (0.670534±2.13e-03) 3 (0.678506±1.42e-03) 2 (0.681494±1.19e-03) 1 (0.682893±1.26e-03)
200_20_97_9 5 (0.629058±7.46e-03) 4 (0.696804±4.35e-03) 3 (0.713753±2.85e-03) 2 (0.720315±1.71e-03) 1 (0.724045±1.59e-03)
200_20_145_15 5 (0.571673±4.72e-03) 4 (0.617373±3.41e-03) 3 (0.627285±2.49e-03) 2 (0.630914±1.26e-03) 1 (0.632386±1.49e-03)
200_20_0_0 5 (0.649978±5.06e-03) 4 (0.737694±5.42e-03) 3 (0.763551±4.12e-03) 2 (0.778068±2.52e-03) 1 (0.784937±2.58e-03)
200_40_0_0 5 (0.719199±5.39e-03) 4 (0.778408±4.13e-03) 3 (0.798334±3.72e-03) 2 (0.808493±2.45e-03) 1 (0.815440±2.66e-03)
500_10_512_5_A 5 (0.398676±1.58e-03) 4 (0.412768±1.24e-03) 3 (0.418172±1.13e-03) 2 (0.421138±7.19e-04) 1 (0.422460±8.19e-04)
500_10_2048_5_A 5 (0.536240±1.56e-03) 4 (0.555732±1.62e-03) 3 (0.563177±1.46e-03) 2 (0.567528±1.55e-03) 1 (0.570074±1.23e-03)
500_20_512_5_A 5 (0.553193±3.07e-03) 4 (0.587305±3.20e-03) 3 (0.601718±2.95e-03) 2 (0.609410±2.19e-03) 1 (0.614964±1.90e-03)
500_20_0_0 5 (0.591966±4.23e-03) 4 (0.643410±3.08e-03) 3 (0.660743±3.52e-03) 2 (0.668717±2.71e-03) 1 (0.675124±2.36e-03)
500_40_0_0 5 (0.619020±5.67e-03) 4 (0.681662±4.88e-03) 3 (0.705443±3.41e-03) 2 (0.717776±3.53e-03) 1 (0.725970±3.46e-03)
1000_20_1024_5_A 5 (0.585542±3.56e-03) 4 (0.617928±3.22e-03) 3 (0.634121±3.98e-03) 2 (0.644301±4.14e-03) 1 (0.650263±2.98e-03)
1000_20_4096_5_A 5 (0.564774±3.19e-03) 4 (0.583085±2.47e-03) 3 (0.594726±2.26e-03) 2 (0.599670±2.44e-03) 1 (0.600960±2.24e-03)
1000_40_1024_10_A 5 (0.506093±4.80e-03) 4 (0.545322±4.19e-03) 3 (0.565749±4.58e-03) 2 (0.580091±4.65e-03) 1 (0.587114±4.27e-03)
1000_20_0_0 5 (0.450345±3.67e-03) 4 (0.503184±4.13e-03) 3 (0.527720±3.98e-03) 2 (0.540095±3.83e-03) 1 (0.549674±3.52e-03)
1000_40_0_0 5 (0.535800±5.89e-03) 4 (0.594065±4.69e-03) 3 (0.619015±4.71e-03) 2 (0.633995±4.26e-03) 1 (0.643587±3.53e-03)
avg rank 4.067 3.067 2.233 1.733 1.4
med rank 5 4 3 2 1
dominance (+0/∼ 3/−27) (+0/∼ 6/−24) (+0/∼ 10/−20) (+0/∼ 8/−12) (+18/∼ 4/−8)

TABLE III
METHODS COMPARISON (HV) OF MS-RCPSP WITH 50K BUDGET

method ntga2 0% ntga2 50% [7] ntga2 100% moea/d nsgaii spea2
avg rank 4.1 2.033 1.367 2.033 4 3.7
med rank 4 2 1 2 4 4

+ 0 5 12 3 0 0
∼ 3 6 8 7 1 1
− 27 19 10 20 29 29

a slightly better average ranking, but none reaches above 2.5
rank. This is most likely due to the difference in the encoding.
Permutation-based (ordering) genotype encoding with inverse
mutation does not allow for free transition between any
solution – the transition from one solution to another might
require multiple inverse operations on the genotype, which
requires ’temporal’ individuals - population.

Fig. 4 presents some similarities to the previous results. For
the dense PFA, the best configuration uses an ’archive-only’
approach, which scans the space wider, while the ’population-
only’ is focused in a single direction. On the other end,
Fig. 5 presents an instance with sparse PFA, where the
’population-based’ approach significantly finds better results.
Furthermore, to verify whether the budget has an impact on the
GS effectiveness, other ’low-budget’ experiments were carried

out. Results achieved for lowered budget (50.000, i.e. one-fifth
of the original). The effect is significant, as configuration for
75% GS improves from rank 2.5 to 2, and the 100% Gap
configuration from 2.5 to 1.5. It supports the hypothesis of
the increasing importance of ’population-based’ selection (or
decreasing importance of ’archive-based’ selection).

H. Summary

Experiments presented in previous sections showed that
for MS-RCPCP and TTP, the computation budget plays an
important role. For MS-RCPSP, a lower budget (25.000, half
of the original) results in better ranks for the ’archive-only’
approach. Respectively, for TTP effect is also significant, as
configurations that use the archive more ’frequently’ (i.e. 75%
or 100% Gap) improve their rank, which answers to RQ3.

Except for highly constrained instances, utilizing 100% GS
yields the best results for the MS-RCPSP. This dominance of a
single configuration is not that clear in the TTP. The potential
reason could be the encoding difference since association
encoding provides an easier transition between solutions than
permutation encoding. Which is related to the constrainedness
of the search space. The expected result for both problems
is the better effectiveness of the 100% ’archive-based’ GS
in less constrained instances - having dense PFA. In the most
sparse PFA, ’population-based’ selection provides a significant
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TABLE IV
NTGA2 RESULTS (HV) OF TTP WITH 250K BUDGET

Gap Selection Usage (%)
instance 0 25 50 75 100
eil51_n50_bounded-strongly-corr_01 1 (0.786307±2.22e-16) 5 (0.784464±0.00e+00) 4 (0.784500±2.22e-16) 2 (0.785861±1.11e-16) 3 (0.784563±2.22e-16)
eil51_n50_uncorr_01 5 (0.880994±1.11e-16) 4 (0.881789±2.22e-16) 1 (0.884046±2.22e-16) 2 (0.883577±2.22e-16) 3 (0.881914±3.33e-16)
eil51_n50_uncorr-similar-weights_01 2 (0.732453±1.11e-16) 3 (0.731714±0.00e+00) 1 (0.733751±3.33e-16) 4 (0.731639±2.22e-16) 5 (0.731452±2.22e-16)
eil51_n150_uncorr-similar-weights_01 4 (0.851645±2.22e-16) 1 (0.856558±1.11e-16) 3 (0.855674±1.11e-16) 5 (0.851625±2.22e-16) 2 (0.856388±2.22e-16)
berlin52_n51_bounded-strongly-corr_01 1 (0.884818±2.22e-16) 5 (0.880486±2.22e-16) 4 (0.881869±3.33e-16) 3 (0.883038±2.22e-16) 2 (0.883507±3.33e-16)
berlin52_n51_uncorr_01 2 (0.838511±1.11e-16) 5 (0.833224±2.22e-16) 3 (0.837703±2.22e-16) 4 (0.837138±1.11e-16) 1 (0.838970±0.00e+00)
berlin52_n51_uncorr-similar-weights_01 1 (0.722264±2.22e-16) 4 (0.720164±1.11e-16) 3 (0.720849±2.22e-16) 2 (0.721720±2.22e-16) 5 (0.719742±0.00e+00)
pr76_n75_bounded-strongly-corr_01 4 (0.813571±1.11e-16) 2 (0.818288±2.22e-16) 5 (0.813531±1.11e-16) 3 (0.816954±2.22e-16) 1 (0.821745±0.00e+00)
pr76_n75_uncorr_01 5 (0.841923±2.22e-16) 3 (0.854713±1.11e-16) 1 (0.858719±2.22e-16) 4 (0.854683±2.22e-16) 2 (0.855487±0.00e+00)
pr76_n75_uncorr-similar-weights_01 2 (0.767799±0.00e+00) 1 (0.771500±1.11e-16) 5 (0.762926±0.00e+00) 3 (0.765856±1.11e-16) 4 (0.765030±1.11e-16)
kroA100_n99_bounded-strongly-corr_01 5 (0.866310±2.22e-16) 4 (0.874710±1.11e-16) 3 (0.881084±2.22e-16) 2 (0.884684±0.00e+00) 1 (0.885007±3.33e-16)
kroA100_n99_uncorr_01 4 (0.844482±2.22e-16) 5 (0.838833±2.22e-16) 2 (0.852879±2.22e-16) 1 (0.854227±3.33e-16) 3 (0.846971±0.00e+00)
kroA100_n99_uncorr-similar-weights_01 4 (0.886399±2.22e-16) 3 (0.887283±0.00e+00) 5 (0.883876±2.22e-16) 1 (0.897105±0.00e+00) 2 (0.889732±2.22e-16)
rd100_n99_bounded-strongly-corr_01 5 (0.882900±2.22e-16) 1 (0.892562±3.33e-16) 3 (0.889671±0.00e+00) 2 (0.892136±2.22e-16) 4 (0.889643±1.11e-16)
rd100_n99_uncorr_01 5 (0.851845±2.22e-16) 4 (0.856888±2.22e-16) 2 (0.857302±2.22e-16) 3 (0.857012±2.22e-16) 1 (0.862809±2.22e-16)
rd100_n99_uncorr-similar-weights_01 4 (0.892621±3.33e-16) 5 (0.890683±2.22e-16) 2 (0.898613±2.22e-16) 1 (0.898724±2.22e-16) 3 (0.893712±2.22e-16)
avg rank 3.375 3.438 2.938 2.625 2.625
med rank 4 4 3 2.5 2.5
dominance (+3/∼ 0/−13) (+3/∼ 0/−13) (+3/∼ 0/−13) (+3/∼ 0/−13) (+4/∼ 0/−12)

Fig. 1. Comparison of PFA for MS-RCPSP – 200_20_97_9 for GS configs.:
0%, 50% and 100%.

TABLE V
METHODS COMPARISON (HV) OF TTP WITH 250K BUDGET

method ntga2 0% ntga2 50% [7] ntga2 100% moea/d nsgaii spea2
avg rank 1.938 1.312 1.312 3 3.75 2.812
med rank 2 1 1 3 4 3
+ 0 2 5 0 0 0
∼ 5 9 6 0 0 2
− 11 5 5 16 16 14

boost. Another potential cause is the computational budget vs
the instance size. The importance of the ’population-based’
approach improves over the execution time as the archive
becomes more saturated. To answer the RQ4, the potential ev-

Fig. 2. Comparison of PFA for MS-RCPSP – 100_20_2048_15 for GS
configs.: 0%, 50% and 100%.

idence for the gsGen value adaptations are constraint density,
encoding (transition freedom), and archive saturation. Where
some or all of the above might be entangled.

VI. CONCLUSIONS AND FUTURE WORK

This paper shows the results of an investigation of how
NTGA2 with Gap selection effectively uses archives in solv-
ing multi-objective problems with constraints (MS-RCPSP
and TTP). There are five answered research questions: the
size of the problem instance and number and how aspects,
and problems (TTP and MS-RCPSP) differ to determine the
Gap (%) selection parameter. The main conclusion is that in
some cases (instances), the archive (and the Gap selection)
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Fig. 3. Comparison of PFA for MS-RCPSP – 1000_40_1024_10_A

Fig. 4. Comparison of PFA for TTP – kroA100_n99_bounded-str.-corr_01

plays a crucial role, and the population could be eliminated.
Experimental results presented a correlation between the Gap
selection effectiveness and constraints density, as well as
optimization progress.

There are several promising future directions of research.
The GS in most cases (TTP and MS-RCPSP) prefers gap
selection 100%, but in some cases (i.e. a large number of
constraints) reduces to 50%. It encourages further work on Gap
adaptation in NTGA2 to increase final NTGA2 effectiveness.
Moreover, we empirically showed that such a situation occurs
in two benchmark problems (TTP and MS-RCPSP), and plan

Fig. 5. Comparison of PFA for TTP – eil51_n50_uncorr-similar-weights_01

to investigate other multi-objective problems (including many-
objective).
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Abstract—Thermal imaging has shown great potential for
improving object detection in automotive settings, particularly
in low light or adverse weather conditions. To help and further
develop this industry, we extend our previously shared Thermal
Automotive Dataset by more than 2000 new images and 2
novel object detecting models based on YOLOv5 and YOLOv7
architecture. We point how important is the size of the dataset.
Additionally, we compare the performance of both models, to
see which is more reliable and superior in terms of detecting
small objects in thermal spectrum. Furthermore, we analysed
how preprocessing affects thermal imaging dataset and models
basing on it. The new dataset is available free from the Internet.

I. INTRODUCTION

THE introduction of deep learning has revolutionized the
computer vision field, bringing about remarkable ad-

vancements in object recognition and paving the way for sig-
nificant progress in various domains. One particularly crucial
area that greatly benefits from accurate and efficient object
detection is the development of self-driving vehicles. With
the ability to analyze the surrounding environment in real-
time, these vehicles rely heavily on robust object detection
algorithms to make informed and safe decisions [1], [2].
Although the prevailing source of information still constitute
digital cameras, operating in visual spectrum, in the recent
years the far infrared, so called thermovision cameras are
gaining on importance [3]. In this paper we focus on this type
of signals.

In a previous article [4], a thermal automotive dataset was
introduced, specifically designed for object detection using
the YOLOv5 model [5]. However, the presented dataset had
certain limitations, as it contained only images captured during
winter conditions. Nonetheless, even with this constraint, the
dataset proved to be valuable for training object detection
models and laying the foundation for further advancements

in the field. Additionally, the previous article introduced the
model based on YOLOv5 architecture.

In order to overcome mentioned limitations and push the
boundaries of object detection in thermal automotive appli-
cations, we present an expanded thermal automotive dataset.
This enhanced dataset incorporates over 2,000 new images,
capturing a broader range of scenarios and weather conditions.
By expanding the dataset, we aim to provide a more compre-
hensive and diverse collection of images, better reflecting the
challenges faced in real-world automotive environments.

Furthermore, we introduce a novel object detection model,
the YOLOv7, which builds upon the foundation of its pre-
decessor, the YOLOv5. The YOLOv7 model incorporates
improvements in architecture and training strategies, aiming
to enhance object detection accuracy and speed [6]. By
comparing the performance of the new YOLOv7 model with
the previous YOLOv5 model, using the expanded dataset for
evaluation, we can assess which model is superior in terms oh
object detection in thermal imaging.

Moreover, we delve into the impact of dataset size on model
training by conducting experiments with both the YOLOv5
and YOLOv7 models. We compare the performance of the
models trained on the entire expanded dataset against those
trained on only half of the dataset. This analysis allows us to
examine the influence of dataset size on the training outcomes,
shedding light on the relationship between dataset scale and
object detection performance.

By undertaking this study, our objective is to contribute
to the ongoing efforts aimed at enhancing object detection
accuracy and speed in the automotive industry. Through the
utilization of an expanded thermal automotive dataset and the
introduction of the YOLOv7 model, we aspire to facilitate
the development of safer, more efficient, and more reliable
self-driving cars. Ultimately, our research aims to propel
the advancement of autonomous driving systems, intelligent
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transportation, and the broader field of computer vision in the
automotive sector. Our new dataset is available free from the
Internet [7].

II. NETWORK ARCHITECTURES

A. You Only Look Once v5

The YOLOv5 deep convolutional neural network introduces
novel advancements building upon breakthroughs in computer
vision, particularly inspired by YOLOv4 [8] and other state-
of-the-art approaches. Notably, YOLOv5 adopts the New CSP-
Darknet53 structure as its backbone, an evolved version of the
Darknet architecture used in previous iterations.

Furthermore, both YOLOv4 and YOLOv5 employ the CSP
Bottleneck, originally proposed by WongKinYiu in the Cross
Stage Partial Networks (CSP) paper [9], for feature formu-
lation. The CSP architecture, built upon DenseNet [10], is
designed to overcome challenges such as vanishing gradients
in deep networks, facilitate feature propagation, encourage
feature reuse, and reduce the number of network parameters.
In CSPResNext50 and CSPDarknet53, the DenseNet structure
has been tailored to separate the feature map of the base layer,
thereby mitigating computational bottlenecks and enhancing
learning by directly passing an unedited feature map to the
subsequent stage.

YOLOv5 draws insights from YOLOv4’s research inquiry
to determine the optimal neck architecture. Both YOLOv4
and YOLOv5 feature the PA-NET neck for effective feature
aggregation, where each "Pi" represents a feature layer in the
CSP backbone. Other improvement is the auto-learning of
YOLO anchor boxes when custom data is input, eliminating
the need for manual anchor box tuning.

One of the main contributions of YOLOv5 repository is an
introduction of a model scaling, first proposed in EfficientNet
paper [11]. In contrast to conventional approach, that employ
arbitrary changes in model architecture, proposed scaling
method uniformly adjusts the network in depth, by changing
the number of convolutional blocks repetitions, as well as in
width, by changing number of filters in selected layers, using
a set of fixed scaling coefficients. The rationale behind the
compound scaling method is grounded in the intuitive under-
standing that to improve performance, the network requires ad-
ditional layers to expand the receptive field and more channels
to capture finer patterns in the larger image. YOLOv5 offers
different pre-trained model sizes (e.g., YOLOv5s, YOLOv5m,
YOLOv5l, YOLOv5x), which are variants of the same ar-
chitecture, but with different scaling parameters, balancing
computational costs and memory requirements.

B. You Only Look Once v7

The main focus of the introduced advancements in YOLOv7
was to achieve a superior balance between performance and
efficiency in real-time object detection.

One of the key advancements in YOLOv7 is the adop-
tion of the Efficient Layer Aggregation Networks (ELAN)
architecture as its backbone. ELAN considers memory access
cost and analyzes factors such as input/output channel ratio,

number of branches, and element-wise operations. This careful
analysis leads to reducing gradient propagation path, resulting
in faster and more accurate network inference, significantly
improving the overall efficiency of the model. Moreover,
gradient flow propagation paths also aids the module level
re-parameterization.

YOLOv7 also revisits the idea of auxiliary head proposed
in the Inception paper [12], that aids the initial model training
as well as reduces the vanishing gradient problem. Authors
experiment with varying degree of supervision for aux head,
settling on a coarse-to-fine definition where supervision is
passed back from the lead head at different granularities.

The concept of model scaling is further refined by the
authors, by compound scaling depth and width as well as layer
concatenation. As shown by ablation studies, this technique
keeps the model architecture optimal while scaling for differ-
ent sizes. Based on this, YOLOv7 provides different models
(e.g. YOLOv7-tiny, YOLOv7-X, YOLOv7-E6, YOLOv7-W6),
that have various size and scaling parameters. Each version is
tailored to different hardware configurations and requirements,
allowing users to choose the one that best suits their specific
needs and computing resources.

III. DATA ACQUISITION AND DESCRIPTION

A. Data acquisition

The video footage used in this study was captured using the
FLIR® A35 thermal imaging camera. The data acquisition pro-
cess was conducted during an autumn afternoon, specifically
between 2:30 PM and 3:15 PM, when the ambient temperature
ranged from 12°C to 14°C under clear weather conditions.
The recording setup involved capturing real-life traffic scenes
at high speeds. To achieve this, the camera was strategically
positioned on an elevated bridge overlooking the road. In
Figure 1, the provided images illustrate camera’s field of view,
showcasing the prevailing weather conditions and providing an
approximate depiction of the time of day. These meticulous
details ensure that the dataset encompasses realistic scenarios
and accurately represents the thermal imaging perspective in
a dynamic traffic environment.

B. Dataset description

Provided dataset extension consists of approximately 2000
annotated images with bounding boxes for 4 classes: car,
motorcycle, bus and truck. In order to maintain consistency
with previous version of dataset, all possible photos parameters
were kept as they were - resolution of 320x256 pixels and 8-
bit grayscale colors. For annotation we used DarkLabel [13]
software and kept the same class IDs.

In total, the dataset contains over 8000 images and approx-
imately 35000 annotations divided into 5 different classes, as
shown on Figure 3.

New images introduce not only new weather conditions,
but also other factors. The inclusion of highway traffic in our
dataset brings forth several key factors that differentiate it from
traditional city traffic datasets. Firstly, the higher speeds at
which vehicles are traveling introduce motion blur, making
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(a)

(b)

Figure 1: Camera’s field of view

the detection task more demanding. Additionally, the bigger
presence of larger vehicles, such as trucks compared to regular
city traffic.

Dataset, together with object detecting models, is publicly
available under the link: https://home.agh.edu.pl/~cyganek/
AutomotiveThermo2_0.zip.

C. Data structure

Alongside with this paper, dataset and object detection
models are provided. Dataset contains a total of over 8000
images divided into train, val and test subsets, each being
separate folder. Additionally, trained YOLOv5 and YOLOv7
based models are published.

D. Object detection model training

To ensure a fair and comprehensive comparison between
the YOLOv5 and YOLOv7 models, we adopted a systematic
training approach. For the YOLOv5-based model, we retrained
the previously published model, based on YOLOv5-M size
architecture, on the complete thermal automotive dataset. This
enabled us to evaluate the model’s performance on the same
dataset used for the YOLOv7 model.

Similarly, for the YOLOv7 model, we aimed to maintain
consistency in the training process. As default YOLOv7 model
size is comparable to YOLOv5-L, we have decided to scale
it down, so that the final models have similiar number of pa-
rameters and FLOPS. Therefore, for all our tests, we set depth
scaling parameter to 0.67 and width scaling parameter to 0.75.
This results in a model that has computational requirements of
60.4 GFLOPS (49.2 GFLOPS for YOLOv5-M), 21.26 million
parameters (21.19 million for YOLOv5-M) spread across 415
layers (291 layers in YOLOv5-M). We initially trained it using
a subset of the dataset to establish a baseline performance.
This step allowed us to gauge the model’s initial capabilities
before incorporating the expanded dataset. Subsequently, we
retrained the YOLOv7 model, taking advantage of the new

(a)

(b)

(c)

(d)

Figure 2: New sample images from the dataset
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Figure 3: Number of instances in each class.

training examples in the dataset. This sequential training
procedure facilitated a comprehensive analysis of the model’s
performance improvement with the addition of more data.

It is worth noting that both models underwent an initial pre-
training phase on the COCO dataset, a widely used benchmark
in computer vision. This pretraining step provided a foundation
for the models to learn general object detection capabilities
before being fine-tuned on the specific thermal automotive
dataset. By leveraging the pretrained models, we harnessed the
prior knowledge gained from the COCO dataset to enhance
the object detection performance of both the YOLOv5 and
YOLOv7 models on the thermal automotive dataset.

IV. EXPERIMENTAL PART AND MODELS COMPARISON

To evaluate the performance of the new dataset and compare
the YOLOv5 and YOLOv7 models, we conducted several
experiments using different training configurations.

A. Size of training dataset

Firstly, we tested how does dataset size affect training
results. We took pretrained models on previous dataset and
trained them using only half of the new dataset. Then we
again took previously trained models and trained them on the
entire new dataset. To avoid overfitting and yet to achieve best
results in models training, all were trained for 50 epochs.

Results of training all four models are presented in Figure 4.
These images present precision, recall, and mean average pre-
cision (mAP). As clearly visible, each model was increasing
its’ accuracy as with successive epochs. At first, advancements
were made rather rapidly to then slow down while coming to
the end of training, which was expected. Final numeric results
are summarized in Tables I and II.

Although the differences between using only half or entire
dataset are not very substantial, they display the overall trend
– the more data available, the more accurate the model is.
These numbers also show that using only part of the dataset,
provides us with acceptable results which might be enough
for object detection. However, we aim higher than that. The

Model Dataset Precision Recall mAP
0.5 0.5:0.95

YOLOv5 Half 0.951 0.971 0.990 0.715
Entire 0.984 0.965 0.992 0.726

YOLOv7 Half 0.834 0.899 0.933 0.587
Entire 0.913 0.864 0.945 0.602

Table I: YOLOv5 and YOLOv7 models training results

Model Dataset Precision Recall mAP
0.5 0.5:0.95

YOLOv5 Half 0.976 0.985 0.994 0.722
Entire 0.989 0.995 0.995 0.749

YOLOv7 Half 0.982 0.895 0.987 0.610
Entire 0.903 0.970 0.984 0.626

Table II: YOLOv5 and YOLOv7 evaluation results on test
subset

main goal is for the model to be as accurate and as robust as
possible.

B. YOLOv5 vs YOLOV7

After examination of what impact does dataset size have on
training results, we compared the two mentioned architectures.
Head-to-head numeric results are stored in Tables I and II.

Advancements made to YOLO architecture between v5 and
v7, would suggest newer version to be more accurate and have
better results than it’s predecessor. However it is not reflected
in our results. According to outcome received after training
both models, YOLOv5 outperforms YOLOv7. Particularly in
mAP_0.5:0.95 – 0.726 for YOLOv5 in contrary to 0.602 for
YOLOv7. The remaining results, although also in favor of
YOLOv5, are not as substantial as mean average precision.
These lead to a conclusion that in case of small 8-bit grey scale
images, YOLOv5 would be more reasonable to use, rather than
the newer YOLOv7.

During the training process of the YOLOv7 model on our
thermal automotive dataset, we observed a sudden drop in
precision, recall, and mAP scores. This unexpected decline
in performance raised the need for investigation to identify
the potential reasons behind this phenomenon. We search
through known issues with the YOLOv7 implementation (and
YOLOv5, as v7 codebase is heavily based on a code released
by Ultralytics) code repository. We discovered that similiar
problem was present in v5 code [14] and was possibly a code
error triggered by very small objects present in our dataset. It
was subsequently fixed in later releases, but it seems that it
was transfered to the v7 repository when forked [15].

We tried to mitigate it, firstly by changing different hy-
perparameters such as different losses, learning rate Com-
puteLossOTA, as those might have lead to miscalculating
loss function. Unfortunately though, changing values of these
hyperparameters did not result in great improvement. It only
shifted the sudden drop in epochs (e.g. drop happening in 3rd
epoch, not 23rd).

C. Virtual High Dynamic Range

In our pursuit of further enhancing the quality and informa-
tion content of our thermal automotive dataset, we explored the
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Figure 4: YOLOv5 and YOLOv7 models train results

TOMASZ BALON ET AL.: REAL-TIME DETECTION OF SMALL OBJECTS IN AUTOMOTIVE THERMAL IMAGE 33



implementation of the Virtual High Dynamic Range (VHDR)
technique. Cyganek et al. [16] proposed another approach
towards the VHDR method for images enhancement. To
receive an VHDR image, an LDR image is taken as an
input and is being processed by a set of tone adjustment
curves to potentially reveal hidden details. Then it is fused
to HDR image. Lastly image range conversion and contrast
enhancement is done.

Based on our previous positive results with this kind of
image preprocessing [1], [2], we applied the VHDR technique
to our dataset and trained both the YOLOv5 and YOLOv7
models on this augmented dataset. However, in this case
the results did not demonstrate a significant improvement in
object detection performance. The mAP scores for both models
remained relatively unchanged when compared to the models
trained on the original dataset.

V. DISCUSSION

Our results show that the YOLOv5 model outperforms
YOLOv7 in terms of object detection accuracy on our ther-
mal automotive dataset. This is an interesting observation,
because v7 is both faster and achieves better results on regular
datasets [6]. However, this improvements were generated by
means of training procedure optimization and techniques like
model re-parametrization and dynamic label assignments [6].
These can lead to increase in performance, but it also needs
sufficiently big dataset to achieve that. When other modalities
are used, such as long wave infrared, obtaining large scale
training datasets is often unfeasible or even impossible. Older
methods, such as YOLOv5, are less prone to such problems
as their architecture is less data-specific. Additionally, the
spatial resolution of thermal images is relatively low, posing
a significant challenge for object detection, similar to the task
of detecting small objects in RGB images. Furthermore, the
limited input channel in thermal images further decreases the
availability of extracted features during the initial stages of
the network. However, the YOLOv5 algorithm addresses this
issue by incorporating a unique first layer known as the Focus
layer [17]. The primary purpose of this layer is to mitigate the
impact of the small number of input channels compared to the
significantly larger number of feature maps in deeper layers
of the network. This is achieved by dividing the input layers
into odd columns and rows, which are then redistributed as
additional channels, enhancing the representation of features,
similarly conceptually to dilated convolutions. Interestingly,
we also found that YOLOv5 achieved good performance
when trained on half the dataset, suggesting that it could
be a more practical choice for those with limited computa-
tional resources. Furthermore, when the entire dataset is used,
YOLOv5 also performs better, indicating that it is the better
choice for smaller datasets and less demanding applications.

In a parallel investigation, Yang [18] conducted a com-
prehensive analysis comparing the performance of YOLOv5,
YOLOv6, and YOLOv7 models. Interestingly, Yang’s findings
align closely with our own research, as he observed that the
YOLOv6 model exhibited superior performance compared to

its counterparts. This convergence in results reinforces the
efficacy of the YOLOv6 model and underscores its potential
for advancing object detection capabilities in various domains.

Olorunshola et al. [19] conducted comparable investigations
in the field, focusing on the performance of the YOLOv5
and YOLOv7 models. Their study employed the Google Open
Images Dataset, incorporating specific classes such as Person,
Handgun, Rifle, and Knife. Although their dataset comprised
slightly larger color images in contrast to our thermal dataset,
their findings echoed our own observations: YOLOv5 ex-
hibited superior performance across various metrics, with
the exception of Recall. These parallel outcomes indicate
a consistent trend in the comparative analysis of YOLOv5
and YOLOv7, further affirming the potential advantages of
YOLOv5 in object detection tasks.

VI. CONCLUSION

In this article, we introduced an expanded thermal automo-
tive dataset with approximately 2,000 new images and classes,
and a new object detection model based on YOLOv7. We
compared the performance of the new model with the previous
YOLOv5 model using the expanded dataset, and provided
insights into the acquisition process of the dataset. We made
our newest dataset available free from the Internet [7].

The results showed that the YOLOv5 model outperformed
the YOLOv7 model in terms of accuracy. This study con-
tributes to the development of safer and more efficient self-
driving cars by providing a better tool for object detection.

Future work will involve expanding the dataset further,
including adding images taken in different weather conditions
such as summer, which presents a harsher environment for
thermal imaging. These additions will help to improve the
robustness and versatility of our dataset and enable the devel-
opment of more accurate and reliable object detection models
for thermal automotive images.

In summary, this study provides valuable insights into the
use of advanced object detection models and thermal imaging
for object detection in the automotive industry. The expanded
thermal automotive dataset and both YOLOv5 and YOLOv7
models introduced in this article can be used as a benchmarks
for future research in this field.
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Abstract—In this paper, we focus on optimizing the code for
computing the Zuker RNA folding algorithm. This bioinformatics
task belongs to the class of non-serial polyadic dynamic program-
ming, which involves non-uniform program loop dependencies.
However, its dependence pattern can be represented using affine
formulas, allowing us to automatically employ tiling strategies
based on the polyhedral method. We use three source-to-source
compilers Pluto, Traco, and Dapt based on affine transformations,
transitive closure of dependence relation graph and space-
time tiling, respectively, to automatically generate cache-efficient
codes. We evaluate the speed-up and scalability of optimized
codes and check their performance employing applying two
multi-core machines. We also discuss related approaches and
outline future work in the conclusion of the paper.

I. INTRODUCTION

RNA secondary structure prediction is a fundamental and
noticeably time-consuming problem in the biological

computing. For a given RNA sequence, the secondary non-
crossing RNA structure is predicted such that the total amount
of free energy is minimized. Smith and Waterman [1], and
Nussinov et al. [2] first defined a dynamic programming
algorithm for RNA folding. Instead of using the free energy,
the algorithms of [1], [2] aim to maximize the number of
complementary base pairs.

Zuker et al. [3] first proposed a complex dynamic program-
ming algorithm to predict the most stable secondary structure
for a single RNA sequence by computing its minimal free
energy. It uses a ”nearest neighbor” model. The algorithm
estimates of thermodynamic parameters for neighboring in-
teractions. The main idea is that the loop entropies are used
to score all possible structures and the secondary structure of
an RNA sequence consists of four fundamental independent
substructures: stack, hairpin, internal loop, and multi-branched
loop. The energy of a secondary structure is assumed to be
the sum of the substructure energies.

Zuker’s algorithm consists of two steps. The first step, which
is the most time-consuming, involves calculating the minimal
free energy of the input RNA sequence using recurrence
relations as outlined in the provided formulas. The second
step involves performing a trace-back to recover the secondary
structure with the base pairs. While the second step is not a
computationally demanding task, optimization of the energy
matrix calculation in the first step is crucial for improving the
overall performance of the algorithm [4].

Zuker defines two energy matrices, W (i, j) and V (i, j),
with O(n2) pairs (i, j) satisfying the constraints 1 ≤ i ≤ N
and i ≤ j ≤ N , where N is the length of a sequence. W (i, j)
represents the total free energy of a sub-sequence defined by
indices i and j, while V (i, j) represents the total free energy
of a sub-sequence starting at index i and ending at index j if
i and j form a pair, otherwise V (i, j) = ∞.

The main recursion of Zuker’s algorithm for all i, j with
1 ≤ i < j ≤ N , where N is the length of a sequence, is the
following.

W (i, j) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

W (i + 1, j) (1)
W (i, j − 1) (2)
V (i, j) (3)
min
i<k<j{W (i, k) +W (k + 1, j)} (4)

Below, we present the computation of V .

V (i, j) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

eH(i, j) (5)
V (i + 1, j − 1) + eS(i, j) (6)

min
i≤i′≤j′≤j

2<i′−i+j−j′<d
{V (i′, j′) + eL(i, j, i′, j′)} (7)

min
i<k<j−1{W (i + 1, k) +W (k + 1, j − 1)} (8)

eH (hairpin loop), eS (stacking) and eL (internal loop) are
the structure elements of energy contributions in the Zuker
algorithm.

The computation of Equations 1, 2, 3, 5, 6 takes O(n2)
steps. Equations 4 and 8 requires O(n3) steps. The time
complexity of a direct implementation of this algorithm isO(n4) because we need O(n4) operations to compute Equa-
tion 7. This formulation as a computational kernel involves
float arrays and operations.

The computation domain and dependencies for Zuker’s re-
currence cell (i, j) are more complex than those of Nussinov’s
recurrence. Equations 3, 4, and 8 generate long-range (non-
local) dependencies for cell (i, j), while the other equations
have short-range (local) dependencies. The computation of the
element V(i’,j’) in Equation 3 spans a triangular area of several
dozens to hundreds of cells.

Listing 1 shows the affine loop nest for finding the mini-
mums of the V and W energy matrices.

Communication Papers of the 18th Conference on Computer
Science and Intelligence Systems pp. 37–41

DOI: 10.15439/2023F7645
ISSN 2300-5963 ACSIS, Vol. 37

©2023, PTI 37 Thematic track: Computer Aspects of
Numerical Algorithms



Listing 1. Zuker’s recurrence loop nest
f o r ( i = N−1; i >= 0 ; i − −){

f o r ( j = i +1 ; j < N; j ++) {
f o r ( k = i +1; k < j ; k ++){

f o r (m=k +1; m < j ; m++){
i f ( k− i + j − m > 2 && k− i + j − m < 30)

V[ i ] [ j ] = MIN(V[ k ] [m] + EL ( i , j , k ,m) , V[ i ] [ j ] ) ; / / Eq . 3
}
W[ i ] [ j ] = MIN ( MIN(W[ i ] [ k ] , W[ k + 1 ] [ j ] ) , W[ i ] [ j ] ) ; / / Eq . 8
i f ( k < j −1)

V[ i ] [ j ] = MIN(W[ i + 1 ] [ k ] + W[ k + 1 ] [ j −1 ] , V[ i ] [ j ] ) ; / / Eq . 4
}
V[ i ] [ j ] = MIN( MIN (V[ i + 1 ] [ j −1] + ES ( i , j ) , EH( i , j ) , V[ i ] [ j ] ) ; / / Eq . 1 ,2
W[ i ] [ j ] = MIN( MIN ( MIN ( W[ i + 1 ] [ j ] , W[ i ] [ j − 1 ] ) , V[ i ] [ j ] ) , W[ i ] [ j ] ) ; / / Eq . 5 ,6 ,7

}
}

In this paper, we focus on studying the performance of
tiled Zuker loop nests codes generated by chosen automatic
optimizers based on the polyhedral model.

Loop tiling, also known as loop blocking or loop partition-
ing, is a program transformation technique used in compiler
optimization to enhance cache utilization and improve the per-
formance of loop-based computations [5]. It involves dividing
a loop into smaller, tile-sized sub-loops or blocks that fit into
the cache effectively. The main idea behind loop tiling is to
exploit spatial locality, which refers to accessing data elements
that are close together in memory. By dividing a loop into
smaller tiles, the loop iterations within each tile can reuse
data elements, reducing cache misses and improving memory
access patterns.

The polyhedral model represents loop nests as polyhedra
with affine loop bounds and schedules. It enables advanced
loop transformations and analysis of data dependences. By
leveraging this model, compilers can automatically optimize
loops, improve performance (especially locality employing
loop tiling), and exploit parallelism [6].

II. RELATED WORK

The Zuker kernel, as well as the Nussinov RNA folding,
involves mathematical operations over affine control loops
whose iteration space can be represented by the polyhedral
model [7]. However, the Zuker RNA folding acceleration
is still a challenging task for optimizing compilers because
that code is within non-serial polyadic dynamic programming
(NPDP), which is a particular family of dynamic programming
with non-uniform data dependences, and it, as mentioned
above, is more difficult to be optimized [8]. In addition,
the loop structure of Zuker’s algorithm is definitely more
complicated for automatic tiling strategies than that of Nussi-
nov’s algorithm, i.e. the loops are quadruple nested with
more instructions which also implies a larger number of data
dependencies (including non-uniform ones).

There are other RNA folding numerical approaches which
can be presented within the polyhedral model. To enhance the
accuracy of structure prediction for a given RNA sequence,
the algorithm devised by Zhi J. Lu and colleagues in 2009

incorporates the concept of Maximum Expected Accuracy
(MEA), utilizing base pair and unpaired probabilities [9]. This
method employs a Nussinov-like recursion, drawing upon the
probabilities obtained through John S. McCaskill’s algorithm
[10]. Numerical sources and aspects of the Nussinov, Zuker,
and MEA algorithms can be found in the NPDP Benchmark
Suite [11]. It is a collection of NPDP tasks which cannot
be effectively optimized using commonly employed tiling
strategies, such as diamond tiling [12], [13].

An interesting cache-efficient manual solution for Nussi-
nov’s RNA folding algorithm was proposed by Li and col-
leagues in [14]. Using lower and unused part of Nussinov’s,
they changed column reading to more efficient row reading.
Diagonal scanning exposes parallelism in the output code.
The method is known also as Transpose technique. In our
previous paper [15], we adopted the Transpose to optimize
Zuker’s code. In equations 4 and 8, there are not cache-
efficient column reading of the W array, W [k + 1][j] and
W [k + 1][j − 1], respectively. The transpose method changes
these array accesses to the row reading and adds the following
statement W [col][row] =W [row][col] to make a transposed
copy of the cells in the lower-left triangle.

Zhao et al. [16] improved the Transpose method and per-
formed the experimental study of the energy-efficient codes
for Zuker’s algorithm. The approach based on the LRU cache
model requires about half as much memory as does Li’s
Transpose. However, the authors did not present parallel codes
for the ByBox strategy and any automatic optimization was not
proposed.

Pluto is a widely-used, advanced tool for optimizing C/C++
programs through the use of polyhedral code generation. It
transforms the source code into parallelized, coarse-grained
code that is optimized for data locality, primarily using the
affine transformation framework (ATF). This state-of-the-art
source-to-source compiler is highly regarded in the field for
its effectiveness in improving the performance of parallel
software. Unfortunately, Pluto fails to achieve maximal code
locality and performance for the well-known NPDP problems
[8]. It is unable to tile the innermost loop of Nussinov’s RNA
folding, which is a key to cache locality optimization [7], [17].
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It cannot produce parallel code for the McCaskill probabilistic
RNA folding kernel [18]. For the Zuker code presented in
Listing 1, the approach is unable to tile the 3rd loop nest.

Authors of Pluto, Bondhugula and et al. [7] presented dy-
namic tiling for the Zuker’s optimal RNA secondary structure
prediction [7]. 3-d iterative tiling for dynamic scheduling is
calculated using reduction chains. Operations along each chain
can be reordered to eliminate cycles in an inter-tile dependence
graph. Their approach involves dynamic scheduling of tiles,
rather than the generation of a static schedule.

Wonnacott et al. introduced 3-d tiling of “mostly-tileable”
loop nests of RNA secondary-structure prediction codes in
paper [17]. This approach extracts non-problematic statement
instances in the loop nest iteration space, i.e., those that can be
safely tiled by means of well-known techniques. The remind-
ing statement instances should be run serially to preserve all
the dependences available in the loop nest. Unfortunately, the
approach is limited to serial codes only. The idea is presented
only for simpler Nussinov’s RNA folding which maximizes
the number of complementary base pairs.

In past, we developed the tiling technique [8] aimed to
transform (corrects) original rectangular tiles into target ones,
which are valid under lexicographic order. Tile correction
is performed by means of the transitive closure of loop
dependence graphs. Loop skewing is used to parallelize code.
We achieved a higher speed-up of generated tiled code in
comparison with that produced with state-of-the-art source-to-
source optimizing compilers. However, the transitive closure
is a NP-difficult problem and is not always computable in
general case.

Tiling correction [8] and Four-Russian RNA Folding [19]
were deeply studied by Tchendji and et al. and they proposed
a parallel tiled and sparsified four-Russians algorithm for
Nussisov’s RNA Folding [20]. They claim that this approach
computation is more cache-friendly because it applies the
blocks of Four-Russians mustered into parallelogram-shaped
tiles. The experimental study for CPUs and massively GPUs
architectures shows the out-performance in comparison to
the results of [8] and [19]. Although, the authors considered
manually the Nussinov loop nest only, they promised to study
other NPDP problems in future.

The space-time loop tiling approach presented in paper
[21] generates target tiles using the intersection operation
to sets representing sub-spaces and time slices is applied.
Each time partition comprises independent iterations, which
can be executed in parallel while time partitions should be
enumerated in lexicographical order. The presented approach
is a continuation of the work on space-time tiling, which
shows promising possibilities in developing new polyhedral
optimizing compilers. The codes were generated with the Dapt
compiler introduced in paper [22].

III. EXPERIMENTAL STUDY

To carry out experiments, we used a machine with a
processor AMD Epyc 7542, 2.35 GHz, 32 cores, 64 threads,
128MB Cache, and machine with a processor Intel Xeon Gold

TABLE I
EXECUTION TIMES (IN SECONDS) FOR AMD EPYC 7542 AND 64

THREADS.

Size Classic Transpose Pluto TileCorr Space-time

1000 26.90 3.31 3.26 7.88 1.80

1500 132.87 14.08 12.33 25.97 8.22

2000 415.15 42.65 30.99 58.70 22.33

2500 1013.99 100.60 69.19 118.45 53.08

3000 2093.22 202.43 137.49 217.01 109.73

3500 3871.90 370.90 245.93 356.61 201.75

4000 6589.03 626.56 407.87 578.37 342.78

4500 10544.30 998.58 644.83 874.90 550.97

5000 15686.70 1515.55 977.20 1272.33 853.73

TABLE II
EXECUTION TIMES (IN SECONDS) FOR INTEL XEON GOLD 6240 AND 36

THREADS.

Size Classic Transpose Pluto TileCorr Space-time

1000 27.31 4.28 2.96 6.87 2.23

1500 135.38 17.16 19.54 29.53 14.29

2000 393.88 43.56 23.87 41.75 18.55

2500 954.87 102.06 50.39 85.09 40.95

3000 1970.48 206.51 97.42 156.89 81.35

3500 3644.10 378.81 180.23 266.01 151.19

4000 6209.09 654.14 300.47 426.64 259.77

4500 9944.50 1048.81 489.30 649.73 416.07

5000 15133.74 1589.30 819.77 968.87 634.46

6240, 2.6GHz (3.9GHz turbo), 18 cores, 36 threads, 25MB
Cache. The optimized codes were compiled by means of the
GNU C++ compiler version 9.3.0 with the -O3 flag.

Tests were conducted using ten randomly generated RNA
sequences with lengths ranging from 1000 to 5000. Discussion
in papers [8], [14] shows that cache-efficient code performance
does not change based on strings themselves, but it depends
on the size of a string.

We compared the performance of tiled codes generated with
the presented approaches i) Pluto parallel tiled code (based on
affine transformations) [23], ii) tile code based on the Space-
time technique [21] generated with Dapt, iii) tiled code based
on the correction technique TileCorr [8] generated with Traco,
iv) Li manual cache-efficient implementation of Zuker’s RNA
folding Transpose [14]. All codes are multithreaded within the
OpenMP standard [24].

The tile size 16×16×1×16 for Pluto code was chosen
empirically (Pluto does not tile the third loop) as the best
among many sizes examined. The tile 16×16×16×16 size for
tile correction technique was chosen according to paper [15].
For the space-time tiled code, we chose the same tile sizes.
Our preliminary empirical testing did not yield improved tile
sizes for this algorithm.

Table 1 presents execution times in seconds for ten sizes of
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Fig. 1. Speed-up for AMD Epyc 7542 and 64 threads.

Fig. 2. Speed-up for Intel Xeon Gold 6240 and 36 threads.

RNA sequence using AMD Epyc 7542. Problem sizes from
1000 to 5000 (roughly the size of the longest human mRNA)
were chosen to illustrate advantages for smaller and larger
instances. Output codes are executed for 64 threads. We can
observe that the presented space-time tiling approach allows
for obtaining cache-efficient tiled code, which outperforms
significantly the other examined implementations for each
RNA strands lengths. The second most efficient code is loop
tiling produced by the Pluto compiler. Figure 1 depicts the
speed-up for times presented in Table I.

Table 2 presents execution times in seconds using two
processors Intel Xeon E5-2695 v2 and 48 threads. The pre-
sented space-time tiling strategy outperforms strongly the
other studied techniques for all RNA strands lengths. Trans-
pose technique allows us to obtain faster code than the ATF
tiled code and the tile correction code with this machine.
Figure 2 depicts speed-ups for time executions in Table 2.

At the address https://github.com/markpal/zuker, all source
codes used in the experimental study are available.

IV. CONCLUSION

Summing up, the space-time tiled code we introduced
allows for improved and scalable performance on both of the
multi-core processors, regardless of the number of threads or
problem size. The output codes were generated automatically
based on the input serial code. The space-time tiling strategy
implemented within the polyhedral compiler Dapt appears

to be a promising solution for optimizing NPDP tasks, and
we plan to examine its use on other NPDP bioinformatics
problems.
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Abstract—This article examines whether a large language
model (LLM) tool, such as ChatGPT, can replace a template-
based source code generator. To this end, we conducted an ex-
periment in which we attempted to replace an existing template-
based DAO class generator (which creates entity classes and
a repository for a specified database table) with a solution in
which templates of target classes were presented to ChatGPT
alongside the source model. We then instructed ChatGPT to
generate new classes. A novelty in this work is an attempt
at two-stage cooperation with ChatGPT: first we provide the
pattern, then we fill it. The experiment proved that, at present,
such a solution yields results that are neither predictable nor
replicable, and successive attempts to execute the same commands
returned wildly varying results. ChatGPT randomly recognises
the rules that are present in templates, and complex instructions
impact the generated results negatively. At present, classic code
generation methods yield markedly superior results.

I. INTRODUCTION

THIS article aims to determine whether, and if so, to
what degree, large language model (LLM) can work as

a source code generator [2]. Can the manual creation and
subsequent population of a template be replaced by an LLM
tool, such as ChatGPT, which has been taught to read patterns
and treat them as templates to be populated with specific data?

Software engineers strive to ensure that the degree of
abstraction in which they operate is as close as possible to the
concepts that are present during the stages of application anal-
ysis and modelling. This approach streamlines work, increases
productivity, and reduces the number of potential errors.
Typically, this involves increasing the degree of abstraction
and applying concepts related to a specific domain directly
and as broadly as possible during the software development
stage.

One method of achieving this goal involves the application
of a model-driven development (MDD) methodology, such
as domain-specific modelling (DSM). The essence of this
methodology lies in its capability to model and specify the
target application at an abstraction degree that caters to the
needs of experts and analysts who are familiar with the
given domain [1]. When such specification is completed,
the final product (i.e. application code) should be generated
automatically. The manner in which the code is generated is
the focal point of our study.

The findings of this article should be considered an ex-
periment. We examine whether the classic method of code

generation based on available templates can be replaced by
an LLM-based tool (for the purposes of this article, we used
ChatGPT in its 2023, Mar 14 version).

In this work, we first list the areas of knowledge that will
be of interest to us, i.e. Model Driven Development, code
generation and the use of LLM in the field of programming.
Then we move on to the description of the SDSM method,
the Osfald tool and the experiment itself, which will consist
in using ChatGPT as a template-based code generator. The
most important point is the description of the results of the
experiment and the conclusions drawn from it.

II. RELATED WORK

A. Model-driven development, domain-specific modelling, and
template-based code generators

Model Driven Development (MDD) is a set of application
development methodologies in which models are used as the
basis of the entire software development process. It involves
creating a model that describes the complete system, or a
fragment thereof, which is then used as a base for generating
source code (source model -> source code).

In MDD, models are typically created using formal notation,
such as unified modelling language (UML), business process
model and notation (BPMN), or domain-specific language
(DSL). These models are then used in automated code gener-
ation. The advantages of MDD include the capability to use
domain-specific concepts during the design stage, automated
software production, increased effectiveness, higher quality,
and streamlined change management. The weaknesses include
the high cost of implementation and mandatory specialist
knowledge of formal languages.

DSM is a variant of MDD. In DSM, models are created to
describe specific domains. We use languages that are specific
for the given domain and serve as the basis for the generation
of the code and other project artefacts. DSM’s chief strength
lies in domain-specific languages and models typically being
easier to understand than general-purpose ones [1].

The DSM approach comprises three key elements:

• the model
• the code generator
• the framework.
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Template-based code generation (TBCG) is a method of
automated source code generation based on templates or
patterns [14], which are powered by models. In the TBCG
approach, software developers define source code templates
that contain particular variables or parameters; subsequently,
such templates are populated with specific values to create the
source code for the given project.

Despite its obvious advantages, such as exceptionally quick
generation of source code and improvement of the code’s
quality by minimising errors caused by manual typing, TBCG
also entails its own set of flaws. The most notable include:

• the complexity of code template creation and manage-
ment

• the complicated handling of complex design problems
that require a more algorithmically advanced approach

• necessary knowledge of template language and associated
software development libraries.

With these flaws in mind, we examined whether the TBCG
method could be replaced with the capabilities offered by
LLMs.

B. Codex, Copilot, GPT-3

Rapid progress in the creation and use of LLMs has created
new opportunities for automation of the software development
process. The current approach, domain-level modelling and
automated transformation into source code [5], [6], [7], [8], has
been supplemented with methodologies that utilise machine
learning and LLMs [9], [10], [11]. New codes are created
in response to commands formed in natural language, or as
attempts to supplement or complete existing code.

Both approaches have their flaws. Due to their nature,
DSL languages match specific domains, and will never be-
come general-purpose tools; generative LLMs have difficulty
extracting complex coding patterns from code corpora, and
often generate codes riddled with syntax or semantic errors
[12], [13]. The results returned by either model are seldom
predictable or replicable.

The experiment described in this article attempted to com-
bine both approaches. We wanted the code generated to
correspond to the specified pattern, and to be predictable
and replicable. With consideration for the complex and time-
consuming nature of template creation, we attempted to sub-
stitute it by providing an LLM with an example or a set of
examples to be used as a pattern, which could then be modified
after the provision of a new, different set of parameters.

Our experiment is different from the typical use of ChatGPT
as a developer helper. Usually, ChatGPT is supposed to
generate the source code in a given programming language
based on the given natural language prompt.

C. Code generation vs. security

While analysing the methods of automated code generation,
we must not omit one crucial aspect: security. Language
models and tools that are based on them, such as GitHub
Copilot, have been trained on tremendous quantities of open
source code. This code contains errors, so the concern that

the code suggested by Copilot may potentially contain errors
that affect application security is a valid one. The experiment
described in [4] demonstrated that in a trial that covered
eighty-nine scenarios in which Copilot was used to generate
1,689 applications, as many as 40% of them contained security
vulnerabilities.

We believe that a template- or pattern-based method is a
significantly safer solution. When creating a template, we can
verify its safety; the code generated on the basis of a safe
template will also be safe, in most cases.

III. METHODS

A. The simplified domain-specific modelling (SDSM) method

At OPI PIB (National Information Processing Institute -
National Research Institute), we have developed our own, in-
house application development method. It is based on the
DSM approach, but is simplified. We call it simplified domain-
specific modelling (SDSM). As with DSM, this method is also
based on three key elements:

• the model
• the code generator
• the organisation- and domain-specific environment

(framework).
The perception of the first component, the model, differs

from that of the classic DSM. We treat the model as input
data for the code generator. We neither require nor define any
formal language that describes the solution at a higher degree
of abstraction. We do not define any rules or syntaxes. We do
not use DSL at all; instead:

• we create simple models that are understood as embedded
at the level of the data structure domain

• we search for existing models. We often discover that raw
or processed data, which can act as a model (input data)
for the code generator, already exists.

In the SDSM method, application generation comprises four
stages:

Fig. 1. SDSM stages and input and output artifacts.

Stage one, configuration, is an auxiliary step which enables
all operations that prepare the development process to be con-
ducted properly. This might involve specifying the place from
which the data that serves a model will be read, establishing
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a link to a database, or specifying where documentation is
stored. This step is optional. During stage two, the model
extraction stage, we read information from an external source
that has been configured in the previous step and use it to build
the model. Stage three is model edition: the model obtained
during stage two may require modifications or additions. Stage
three may also be used to create a new model from scratch if
there is no source from which the model can be obtained. The
data structure used to generate the code is created and edited
during this stage. Stage four involves source code generation
based on the model prepared during the previous stages. Stages
(and their input/output artifacts) are shown in Fig. 1.

B. The Osfald tool

OPI PIB’s SDSM method is implemented by the Osfald tool,
an application that acts as a framework, and offers ready-to-
use, universal components and functions that are required to
create code generators. Osfald is also a set of interfaces that
are a recipe for an SDSM-type generator. Here, a generator
is understood as an implementation (a set of classes that
implement created interfaces) that enables us to progress
through all stages of application development; in other words,
it extracts and edits the model, and generates new code based
on the model. Generators may pertain to different application
elements and offer various degrees of complexity. Defining a
new generator chiefly involves implementing such previously-
developed interfaces.

C. TBCG-type DAO generator vs. LLM

One of the best and most complete examples that demon-
strates the SDSM concept in action is the generation of the
data access layer for a typical business application written
in Java. Although implementation details differ depending on
the libraries used, this layer typically handles two basic class
types: entity classes and repository classes. On the application
side, the entity class represents one row in a database table.
Its primary component is a field list. The repository class is a
set of methods that includes basic methods that correspond
to the create, read, update, and delete (CRUD) functions,
complemented with additional functions used to search for
entities in accordance with specific criteria.

The generator fulfils the following tasks (by SDSM stage):
1) Configuration: in this case, establishing a connection to

the database
2) Model extraction: by using standard JDBC mechanisms

in Java, we read the structure details of selected database
tables (field names, their types, lengths, and require-
ments)

3) Model edition: for each table field, a corresponding
entity field is generated that bears a default (albeit
editable) name and type. During stages two and three,
a data model, which acts as input for the generator, is
created

4) Code generation: based on previously-defined templates
and the model prepared during stages two and three,

Example 3.1: EnGptUser as an example of an entity class.
public class EnGptUser {

private long idAuto;
private String idUid;
private String firstName;
private String surname;
private Integer age;

}

Example 3.2: RepoGptUser as an example of a repository
class.
public class RepoGptUser extends BaseRepo

{↪→

public RepoGptUser(Trx trx)
public void create(EnGptUser en)
public void update(EnGptUser en)
public List<EnGptUser> findAll()
public EnGptUser findByKey(String key)
private void entity2Stmt(EnGptUser en,

PreparedStatement stmt, boolean
update)

↪→

↪→

protected void rs2Entity(ResultSet rs,
EnGptUser en)↪→

}

entity source code and a repository (and, optionally,
a test class) are generated in the specific part of the
application. The existing TBCG-based generator uses
the Apache Velocity engine and templates to produce
code.

The entity class consists of fields that correspond to database
table fields for which a specific entity has been created. The
EnGptUser class is an example of an entity class (Example
3.1).

The repository class RepoGptUser (Example 3.2) is more
complex, as it requires a base class that it expands (e.g. a
repository that is based on a specific library).

D. Template table, entity, and repository

The experiment described in this article involved attempting
to replace the existing template-based entity and repository
class generator (the TBCG method) for a specific database
table with an LLM-based solution. ChatGPT (Mar 14 version)
was the LLM tool used in this test. In place of templates,
we prepared a template database table with corresponding
template entity and repository class. The table contained all
field type variants, and the entity class contained all possible
mappings of those variants to Java types. The term ‘variants
of mapping’ refers to the principle according to which table
fields that allow null values are mapped to Java object types,
while table fields that do not allow null values are mapped
to Java primitive types. We apply this principle in the TBCG
templates, and we expected the LLM model to detect and apply
the principle similarly.

ADAM BOCHENEK: CAN CHATGPT REPLACE A TEMPLATE-BASED CODE GENERATOR? 45



Example 3.3: The template_table_01 template table.
CREATE TABLE template_table_01
(

id_auto bigint NOT NULL,
id_uid character varying(32) NOT NULL,
string_field_a character varying(255)

NOT NULL,↪→

string_field_b character varying(10000),
text_field_a text NOT NULL,
text_field_b text,
bool_field_a boolean NOT NULL,
bool_field_b boolean,
...
...
CONSTRAINT template_table_01_pkey

PRIMARY KEY (id_uid),↪→

CONSTRAINT template_table_01_id_auto_key
UNIQUE (id_auto)↪→

)

Example 3.4: The EnTemplateTable01 template entity class.
public class EnTemplateTable01 {

private long idAuto;
private String idUid;
private String stringFieldA;
private String stringFieldB;
private String textFieldA;
private String textFieldB;
private boolean boolFieldA;
private Boolean boolFieldB;
...
...

}

The template database table template_table_01 (Example
3.3) contained all field type variants that we wanted our
generator to handle.

Class EnTemplateTable01 (Example 3.4) corresponds to
the template table. Each field in this class correspond to a table
field. Note that the NOT NULL fields in the table correspond
to primitive Java types (e.g. int, long, double), while the places
where the database permits NULL values correspond to object
types (Integer, Long, Double). We expected ChatGPT to detect
and recognise this rule.

The repository class is the most complex. Below, we present
one of its key methods, which include mapping the result of
SQL query to entity: rs2Entity (Example 3.5).

In the rs2Entity (and entity2Stmt) methods, the most
important thing is to match the types correctly (for example:
getInt, getIntNull, setInt, setIntNull).

The methods responsible for calling the SQL queries are
used to add or modify new rows, and to run searches based
on criteria entered are the basic repository methods: create
(Example 3.6), update, findAll, and findByKey.

IV. EXPERIMENTS

We tested whether TBCG mechanism can be replaced by
ChatGPT. This task was divided into two stages: generation
of entity classes and generation of repository classes.

A. Stage one: generation of entity classes

Stage one involved attempting to use ChatGPT to generate
an entity (a Java class) based on the provided table structure
(in SQL). The entity class generated in this way was to
correspond to a specific template. First, we provided ChatGPT
with the template_table_01 template table structure and its
corresponding EnTemplateTable01 template entity class. We
then asked ChatGPT to use the template to create a new entity
for a different SQL structure provided.

To this end, we prepared five different database tables; for
each of them, ChatGPT generated an entity. The following cri-
teria were applied to verify the generated entity’s correctness
and consistency with the template:

• correct class syntax in Java, including compilation readi-
ness

• completeness (whether all fields were included and in the
correct order)

• field types (allowing for correct separation into simple
and object types, which depends on whether the database
allows null values)

• result replicability (whether repeated generation of the
entity yields identical source code; three attempts).

When designing the experiment, we ensured that the tables
tested would be sufficiently diverse. Our findings are presented
below (Table I. Stage 1, entity class generation).

The Table column contains the names of the database
tables for which an entity class was generated. The Syntax
column contains information on whether the code generated
was correct syntax-wise. For all tables, we received code that
could be compiled. The values in the Completeness column
inform us whether the generated class contained all database
table fields. The values in the Field order column inform us
whether the fields in the entity appear in the same order as in
the source structure.

The next two columns pertain to entity field types. The
values in the Field types column demonstrate whether all
generated entity class fields had the expected type that resulted
from the template. Inconsistent types appeared during the gen-
eration of the class for the time_and_bool table. The values
in the Field types (null/not null) column tell us whether the
generated code is divided correctly into simple and object Java
types, as defined in the template—which depends on whether
the database allows empty field values. The rightmost column
shows whether repeated entity generation by ChatGPT yielded
identical code. In the last two tables, we observed differences
pertaining to field types.

B. Stage two: generation of repository classes

Stage one was completed with moderate success. Although
most tasks were completed correctly, some errors occurred. In
stage two, the bar was raised higher. Based on the database
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Example 3.5: The rs2Entity method of the template repository.

void rs2Entity(ResultSet rs, EnTemplateTable01 en) {
en.setIdAuto(StmtGet.getLong(rs, "id_auto"));
en.setIdUid(StmtGet.getString(rs, "id_uid"));
en.setStringFieldA(StmtGet.getString(rs, "string_field_a"));
en.setStringFieldB(StmtGet.getString(rs, "string_field_b"));
en.setTextFieldA(StmtGet.getString(rs, "text_field_a"));
en.setTextFieldB(StmtGet.getString(rs, "text_field_b"));
en.setBoolFieldA(StmtGet.getBoolean(rs, "bool_field_a"));
en.setBoolFieldB(StmtGet.getBooleanNull(rs, "bool_field_b"));
...
...

}

Example 3.6: The create method of the template repository.

public void create(EnTemplateTable01 en) {
executeWrite(

" insert into public.template_table_01 ( " +
" id_uid, string_field_a, string_field_b, text_field_a, text_field_b, " +
" bool_field_a, bool_field_b, int_field_a, int_field_b, long_field_a, " +
" long_field_b, float_field_a, float_field_b, double_field_a, double_field_b, " +
" numeric_field_10_4_a, numeric_field_10_4_b, numeric_field_8_2_a, " +
" numeric_field_8_2_b, date_field, time_field, timestamp_tz_field, " +
" timestamp_field " +
" ) values ( " +
" ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, " +
" ?, ? " +
" )"
,
(stmt) -> {
entity2Stmt(en, stmt, false);

}
);

}

TABLE I
STAGE 1, ENTITY CLASS GENERATION

Table Syntax Completeness Field order Field types Field types (null / not null) Replicability
the simplest ok ok ok ok ok ok

two ints ok ok ok ok ok ok

lot of numbers ok ok ok ok ok ok

time and bool ok ok ok ERROR ok ERROR

complete reversed ok ok ok ok ERROR ERROR

ADAM BOCHENEK: CAN CHATGPT REPLACE A TEMPLATE-BASED CODE GENERATOR? 47



table structure, we attempted to generate a repository class.
This class’s methods must ensure correct communication with
the database table, and the class itself must also correctly
convert the data stored in and read from the table to the values
stored in the entity object. Unlike in stage one, three elements
must be compatible: the repository class, the entity class, and
the database table. Stage two was completed in two steps.

1) Stage two, step one – verification of task feasibility: The
purposes of step one were to determine whether ChatGPT was
capable of completing this task, and to decide what approach
should be adopted. Several variants of this solution were tested
(each variant was tested three times):

Variant 1. The first attempt involved applying the method
used during stage one to generate entities. In the first prompt
addressed to ChatGPT, we defined the structure of the template
database table; in the second prompt, we defined the template
repository class for the table; in the third prompt, we instructed
ChatGPT to generate a repository class for another table
with defined parameters. In response to the third prompt,
we always received a repository class written in the Python
language—despite the template being written in Java.

Variant 2. In this variant, we specified that we wanted the
class to be generated in Java. Although the class returned
was in Java, ChatGPT ignored the requirement to match
the predefined template. The generated class corresponded to
typical repository templates found in the literature. ChatGPT
ignored the class template that we had provided.

Variant 3. We decided not to ask ChatGPT to generate a
new class, but to modify the existing class in such a manner
that it handled a table of a different structure. Once again, the
class returned was in the Python language and its operation
failed to meet our requirements (Example 4.1).

Variant 4. This variant comprised a single, complete prompt
that contained the template table, entity, and repository class,
as well as the target entity and table. We asked ChatGPT to
generate the target repository. We received a Java repository
class that was correct, but did not correspond to our model in
any way; instead, ChatGPT used a template that utilised the
popular Spring library and the JdbcTemplate class (Example
4.2).

Variant 5. In this variant, we changed our approach and
stopped trying to generate a complete repository class; instead,
we reduced our scope to single methods. We divided the
class into its individual methods and attempted to generate the
repository class, one method at a time. The order of method
generation was important. This variant was the only one
that returned satisfactory results that merited more thorough
examination and description.

Example 4.1: Class RepoTheSimplest in Python.

import psycopg2

class RepoTheSimplest:
def __init__(self, conn):

self.conn = conn

def create_table(self):
cur = self.conn.cursor()
cur.execute("""

CREATE TABLE IF NOT EXISTS
the_simplest (↪→

id_auto BIGINT NOT NULL GENERATED
BY DEFAULT AS IDENTITY (
INCREMENT 1 START 1 MINVALUE 1
MAXVALUE 9223372036854775807
CACHE 1 ),

↪→

↪→

↪→

↪→

id_uid CHARACTER VARYING(32)
COLLATE pg_catalog."default"
NOT NULL,

↪→

↪→

one_single_field INTEGER,
CONSTRAINT the_simplest_pkey

PRIMARY KEY (id_uid),↪→

CONSTRAINT
the_simplest_id_auto_key
UNIQUE (id_auto)

↪→

↪→

);
""")
self.conn.commit()
cur.close()

2) Stage two, step two: generation of successive class meth-
ods: Step two of the stage two was completed by applying
Variant 5 in the following way: the entire task of generating
the repository class was divided into sub-tasks, each of which
corresponded to the generation of one specific method. For
each method, we defined separate correctness criteria. All of
the operations described below were performed three times
(iterations 1, 2, and 3) to study the replicability of the results.

Replicability in our experiments is one of the key features.
When we have a template and the data to fill it, we want to
make sure that the fill operation gives exactly the same result
every time. Without this certainty, the use of templates makes
little sense.

Below is the list of the criteria for the correct generation of
each method:

1) The entity2Stmt method
a) K1.1 Correct method syntax (Java)
b) K1.2 Correct field list (names, order)
c) K1.3 Correct types (including null/not null).

2) The rs2Entity method
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Example 4.2: Class RepoTheSimplest using Spring.

@Repository
public class RepoTheSimplest {

private final JdbcTemplate jdbcTemplate;

@Autowired
public RepoTheSimplest(JdbcTemplate

jdbcTemplate) {↪→

this.jdbcTemplate = jdbcTemplate;
}

public void create(EnTheSimplest entity)
{↪→

String sql = "INSERT INTO the_simplest
(id_uid, one_single_field) VALUES
(?, ?)";

↪→

↪→

jdbcTemplate.update(sql,
entity.getIdUid(),
entity.getOneSingleField());

↪→

↪→

}

a) K2.1 Correct method syntax (Java)
b) K2.2 Correct field list (names, order)
c) K2.3 Correct types (including null/not null).

3) The create method
a) K3.1 Correct method syntax (Java)
b) K3.2 Correct query syntax (SQL)
c) K3.3 Correct field list (names, order)
d) K3.4 Correct en parameter type
e) K3.5 Correct use of entity2Stmt.

4) The update method
a) K4.1 Correct method syntax (Java)
b) K4.2 Correct query syntax (SQL)
c) K4.3 Correct field list (names, order)
d) K4.4 Correct en parameter type
e) K4.5 Correct use of entity2Stmt.

5) The findAll method
a) K5.1 Correct method syntax (Java)
b) K5.2 Correct query syntax (SQL)
c) K5.3 Correct type of the entity list returned
d) K5.4 Correct use of rs2Entity.

6) The findByKey method
a) K6.1 Correct method syntax (Java)
b) K6.2 Correct query syntax (SQL)
c) K6.3 Correct type of the entity list returned
d) K6.4 Correct use of rs2Entity.

C. Analysis of the results

The results are in Tables II, III, IV and V. Stage one,
the creation of entity classes, resulted, for all test tables,
in the generation of syntactically correct and complete Java

TABLE II
RESULTS FOR THE THE_SIMPLEST TABLE (ERRORS ONLY)

Criterion Result (iter. 1) Result (iter. 2) Result (iter. 3)
K1.3 ERROR ERROR ERROR

K2.3 ERROR ERROR ERROR

K6.4 ok ERROR ok

TABLE III
REPLICABILITY OF THE CODE GENERATED FOR THE

REPOTHESIMPLEST CLASS METHODS

Method Replicability
entity2Stmt yes

rs2Entity yes

create yes

update yes

findAll yes

findByKey NO

classes that contained all fields expected in the target structure.
Field order was also correct. However, for one of the classes,
ChatGPT selected wrong field types; for another, it misapplied
the type selection rule (primitive vs. object) relative to whether
the database permits null values. The results of the experiment
in stage two were less optimistic. First, multiple attempts were
necessary to formulate the commands in a manner that would
result in ChatGPT generating a new repository based on the
template provided. Eventually, we were forced to compromise:
instead of having ChatGPT generate a complete repository
class, we opted to have it create the individual methods of
the class. This resulted in ChatGPT having to generate these
methods in the correct order, because some of them depended
on methods created previously. When attempting to create a
repository for a very simple structure (the the_simplest table),
we encountered problems with type matching: in one method,
ChatGPT ignored the dependency on the auxiliary method
(this issue did not occur again during repeated attempts). We
encountered a considerably higher number of errors in the case
of the repository for the complete_reversed table. This table
had the most complex structure—although, compared to the
template table, it differed only with respect to field names and
field order. A number of the generated methods had incorrect
syntax due to erroneously generated field types, and could
not be compiled. In the cases of these methods, the generated
code’s replicability was very low. Summary - ChatGPT:

• does not fully learn the patterns given to it
• does not recognize all the rules contained in the patterns
• confuses programming languages
• the size of the standard causes deterioration of the result
• the code generated on the basis of the pattern is not

replicable.

V. CONCLUSION

It seems that at present, LLM-based code generation meth-
ods are unable to replace TBCG. ML- and LLM-based tools,
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TABLE IV
RESULTS FOR THE COMPLETE_REVERSED TABLE (ERRORS ONLY)

Criterion Result (iter. 1) Result (iter. 2) Result (iter. 3)
K1.1 ERROR ERROR ERROR

K1.3 ERROR ERROR ERROR

K2.1 ERROR ERROR ERROR

K2.3 ERROR ERROR ERROR

TABLE V
REPLICABILITY OF THE CODE GENERATED FOR THE

REPOCOMPLETEREVERSED CLASS METHODS

Method Replicability
entity2Stmt NO

rs2Entity NO

create yes

update yes

findAll yes

findByKey yes

such as ChatGPT, provide us with tremendous, previously-
unknown capabilities, and are highly likely to change our
current perspective on the software development process. At
this juncture, however, we were unable to obtain results that
would enable us to replace the classic template-based code
generation methods. The primary stumbling blocks are Chat-
GPT’s unpredictability and lack of replicability: successive
attempts at generating code based on the same commands can
yield wildly varying results. Even when the code presented
is correct, successive versions differ with regard to details.
These differences occur at various levels. In some cases, it
is the way in which the code is formatted; in others, it is
differences in how variables and methods are named or in the
libraries used in the code. Another issue lies in how ChatGPT
handles increased complexity, which is demonstrated by our
attempts to generate repository methods. When provided with
a template and a simple data structure, ChatGPT used the rules
defined in the template correctly; with complex structures,
however, the result was flawed. Step one of stage two also
demonstrated that the formulation of effective commands
demands considerable effort. In our case, it took five attempts,
and we had to stop trying to generate complete repository
classes and be satisfied with only the individual methods.

However, taking into account that tools such as ChatGPT
are only at the beginning of their development path, we should
watch them closely and hope that soon, in the next versions,
they will meet our requirements and will be able to work as
a full equivalent of traditional code generators.

And because at OPI PIB we deal with the topic of auto-

matic application generation, we intend to check and test the
possibilities of subsequent LLM tools on an ongoing basis.

REFERENCES

[1] Steven Kelly and Juha-Pekka Tolvanen, “Domain-Specific Modeling:
Enabling Full Code Generation,” John Wiley & Sons, 2008.

[2] Sven Jörges, “Construction and Evolution of Code Generators,”
Springer-Verlag Berlin Heidelberg, 2013.

[3] Priyan Vaithilingam, Tianyi Zhang, and Elena L. Glassman, “Expecta-
tion vs. experience: Evaluating the usability of code generation tools
powered by large language models,” In Extended Abstracts of the 2022
CHI Conference on Human Factors in Computing Systems, CHI EA ’22,
New York, NY, USA, 2022, Association for Computing Machinery. DOI
https://doi.org/10.1145/3491101.3519665

[4] Hammond A. Pearce, Baleegh Ahmad, Benjamin Tan, Brendan Dolan-
Gavitt, and Ramesh Karri, “Asleep at the keyboard? assessing the
security of github copilot’s code contributions,” 2022 IEEE Sym-
posium on Security and Privacy (SP), pages 754–768, 2021. DOI
https://doi.org/10.48550/arXiv.2108.09293

[5] Rajeev Alur, Rastislav Bodík, Garvit Juniwal, Milo M. K. Martin,
Mukund Raghothaman, Sanjit A. Seshia, Rishabh Singh, Armando
Solar-Lezama, Emina Torlak, and Abhishek Udupa, “Syntax-guided
synthesis,” 2013 Formal Methods in Computer-Aided Design, pages 1–8,
2013. DOI 10.1109/FMCAD.2013.6679385

[6] Allen Cypher, “Eager: programming repetitive tasks by example,” Pro-
ceedings of the SIGCHI Conference on Human Factors in Computing
Systems, 1991. DOI https://dl.acm.org/doi/10.1145/108844.108850

[7] Sumit Gulwani, “Automating string processing in spreadsheets
using input-output examples,” In ACM-SIGACT Symposium
on Principles of Programming Languages, 2011. DOI
https://doi.org/10.1145/1925844.1926423

[8] Vu Le and Sumit Gulwani, “Flashextract: a framework for data ex-
traction by examples,” Proceedings of the 35th ACM SIGPLAN Con-
ference on Programming Language Design and Implementation, 2014.
https://doi.org/10.1145/2666356.2594333

[9] Matej Balog, Alexander L. Gaunt, Marc Brockschmidt,
Sebastian Nowozin, and Daniel Tarlow, “Deepcoder: Learning
to write programs,” ArXiv, abs/1611.01989, 2016. DOI
https://doi.org/10.48550/arXiv.1611.01989

[10] Tonglei Guo and Huilin Gao, “Content enhanced bert-based
text-to-sql generation,” ArXiv, abs/1910.07179, 2019. DOI
https://doi.org/10.48550/arXiv.1910.07179

[11] Shirley Anugrah Hayati, Raphaël Olivier, Pravalika Avvaru, Pengcheng
Yin, Anthony Tomasic, and Graham Neubig, “Retrieval-based neural
code generation,” In Conference on Empirical Methods in Natural Lan-
guage Processing, 2018. DOI https://doi.org/10.48550/arXiv.1808.10025

[12] Matteo Ciniselli, Nathan Cooper, Luca Pascarella, Denys Poshyvanyk,
Massimiliano Di Penta, and Gabriele Bavota, “An empirical study on
the usage of bert models for code completion,” 2021 IEEE/ACM 18th
International Conference on Mining Software Repositories (MSR), pages
108–119, 2021. DOI https://doi.org/10.48550/arXiv.2103.07115

[13] Antonio Mastropaolo, Simone Scalabrino, Nathan Cooper, David Nader-
Palacio, Denys Poshyvanyk, Rocco Oliveto, and Gabriele Bavota,
“Studying the usage of text-to-text transfer transformer to sup-
port code-related tasks,” 2021 IEEE/ACM 43rd International Confer-
ence on Software Engineering (ICSE), pages 336–347, 2021. DOI
https://doi.org/10.48550/arXiv.2102.02017

[14] Eugene Syriani, Lechanceux Luhunu, and Houari A.
Sahraoui, “Systematic mapping study of template-based code
generation,” Comput. Lang. Syst. Struct., 52:43–62, 2017. DOI
https://doi.org/10.48550/arXiv.1703.06353

50 COMMUNICATION PAPERS OF THE FEDCSIS. WARSAW, POLAND, 2023



An Evaluation of a Zero-Shot Approach to
Aspect-Based Sentiment Classification in Historic

German Stock Market Reports
Janos Borst∗, Lino Wehrheim†, Andreas Niekler∗, Manuel Burghardt∗

∗Leipzig University, Email: [name].[surname]@uni-leipzig.de
†University of Regensburg, Lino.Wehrheim@ur.de

Abstract—One critical aspect that remains in the application
of state-of-the-art neural networks to text analysis in applied
research is the continued requirement for manual data annota-
tion. In computer science research, there is a strong focus on
maximizing the data efficiency of fine-tuning language models.
This has led to the development of zero-shot text classification
methods, which promise to work effectively without requiring
fine-tuning for the specific task at hand. In this paper, we conduct
an in-depth analysis of aspect-based sentiment analysis in historic
German stock market reports to evaluate the reliability of this
promise. We present a comparison of a zero-shot approach
with a meticulously fine-tuned three-step process of training
and applying text classification models. This study aims to
empirically assess the reliability of zero-shot text classification
and provide justification for the potential benefits it offers in
terms of reducing the burden of data labeling and training for
analysis purposes. The findings of our study demonstrate a strong
correlation between the sentiment time series generated through
aspect-based sentiment analysis using the zero-shot approach and
those derived from the fine-tuned supervised pipeline, validating
the viability of the zero-shot approach. While the zero-shot
pipeline exhibits a tendency to underestimate negative examples,
the overall trend remains discernible. Additionally, a qualitative
analysis of the linguistic patterns reveals no explicit error
patterns. Nevertheless, we acknowledge and discuss the practical
and epistemological obstacles associated with employing zero-shot
algorithms in untested domains.

I. INTRODUCTION

SENTIMENT analysis plays a crucial role in the field
of digital humanities, enabling researchers to uncover

attitudes and emotions expressed in various forms of text.
Existing sentiment analysis approaches can be broadly cate-
gorized into dictionary-based methods and machine learning-
based methods [1].

With the advent of large language models like BERT [2] or
GPT [3], machine learning approaches have gained popularity
due to their ability to be fine-tuned rather than trained from
scratch. However, the process of fine-tuning models remains
laborious and time-consuming, demanding significant manual
effort. As a result, there is a growing interest in exploring
alternative approaches such as zero-shot learning [4, 5, 6] for
sentiment analysis, particularly aspect-based sentiment analy-
sis [5]. Zero-shot learning eliminates the need for manual data
labeling, offering a promising avenue for automating sentiment
analysis tasks. While zero-shot learning has shown promising
results for general text classification tasks already [7, 6], and it

also has been tested for sentiment analysis tasks specifically [8,
9, 10, 11, 5], its practical application in digital humanities
(DH) projects remains relatively scarce.

To encourage more use of zero-shot approaches in DH,
we present a first study that systematically evaluates the
effectiveness of zero-shot text classification for aspect-based
sentiment analysis. Our evaluation design is inspired by an
ongoing research project called “More than a Feeling: Media
Sentiment as a Mirror of Investors’ Expectations at the Berlin
Stock Exchange, 1872-1930”, which is focused on detecting
sentiment in historical German stock market reports. This
research project serves as an exemplary case within the realm
of digital humanities, highlighting the significant challenges
associated with historic sources and languages. To provide a
comprehensive evaluation, we compare the performance of the
zero-shot approach against another machine learning approach
that relies on manually annotated training data to fine-tune
existing large language models. This approach was carried out
in the initial phase of the above research project [12, 13] and
now serves as a baseline to assess the quality of the fully
automatic zero-shot approach.

By conducting this systematic evaluation, we aim to con-
tribute to the understanding of zero-shot text classification for
aspect-based sentiment analysis, thereby paving the way for its
wider application in digital humanities research. Furthermore,
we seek to address the unique challenges posed by historic
sources and languages, enriching the discourse on sentiment
analysis in the context of historical texts. The contributions of
this paper are as follows:

• An in-depth evaluation of a zero-shot text classification
pipeline for aspect-based sentiment analysis on historical
German text data

• In-depth comparison of zero-shot text classification and
trained text classification on a complex research applica-
tion in a quantitative and qualitative manner.

• Insights into and discussion of the potential and limita-
tions of this approach.

II. RELATED WORK

Sentiment analysis is widely used in the field of text mining
and social media analytics. In recent years, it has also gained
increasing popularity in the Digital Humanities, particularly
in the field of Computational Literary Studies [14]. Another
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field that is particularly fond of sentiment analysis is Finance
and Financial Economics. In fact, it has long been known
that economies are heavily influenced by moods, feelings and
emotions [15]. Sentiment analysis in financial texts has first
been approached by dictionary-based methods [16, 17], which
are still used today in some cases [18]. Since machine learning
approaches emerged, Transformers have been adapted and
applied [19, 20]. Accordingly, resources such as FinBERT [21,
22] are also publicly available for application. One limitation
here is that FinBERT only works with texts in the English
language. Sentiment classification in these existing works is
mainly regarded as sentence classification tasks. However,
Sinha et al. [23] note that sentiment in these texts are of-
ten specifically entity-related, which can complicate analysis
considerably. This challenge also applies to our paper, since
the corpus often includes statements referring to entities at
different granularity with contrary sentiment valuations, which
we will explain later on. This is why we regard the senti-
ment analysis as an aspect-based sentiment text classification
task [24].

Text classification and natural language processing (NLP)
in general have made significant progress in recent years.
In particular the accessibility of pretrained large language
models (LLM) like BERT [2] through Huggingface [25] has
had considerable impact on applications. While virtually every
metric in NLP has jumped up by employing today’s de-facto
standard of finetuning LLMs [2, 26, 27], this comes with two
caveats: Computational efficiency and data efficiency. While
pretraining models has significantly reduced the amount of
data needed to achieve competitive results, fine-tuning LLMs
often comes with the computational cost of having to update
billions of parameters, which can be rather difficult and even
infeasible at times. In recent years, research has concentrated
on methods that decrease the number of data points needed
for training, leading to so-called few-shot models [3, 28, 29,
30] and even zero-shot models [4, 7, 31]. Zero-shot text
classification models can be applied to text classification tasks
without the need for task-specific fine-tuning or manual data
labeling. This alleviates not only the the need for manual
data annotation, but also the corresponding computational
costs. The formulation of zero-shot text classification as an
entailment of sentence pairs [7] serves as a very flexible
approach that even can be adapted to aspect-based sentiment
classification [5]. It has shown promising results in both sen-
timent and aspect-based sentiment classification [5]. Another
way to apply sentiment analysis to a corpus without having to
fine-tune is to make use of publicly shared trained sentiment
models. There exists a broadly trained off-the-shelf solutions
for German sentiment analysis text [32], which marks an
inbetween of models that are trained for the task, but not
specifically fine-tuned with domain data.

While there has been some work regarding zero-shot entity
recognition in historic German newspaper [33], to the best
of our knowledge, we are the first to apply zero-shot aspect-
based sentiment classification to German texts. We present
an in-depth comparison between the zero-shot approach and

specifically trained models, fine-tuned on hand-coded data, for
the application on historic German texts.

III. APPROACH

A. Introduction to the Corpus

We build upon previous work [12] where a corpus of Ger-
man stock market reports between 1872 to 1930 was compiled
for analyzing the sentiment over time. Sentiment analysis of
the corpus aims to provide insight into the mood and opinions
about the stock market during that period. While it is useful to
consider the sentiment of an article or sentence in general as
the aggregated sentiment of all statements, sentiment can also
be expressed about specific aspects or entities. In the case of
the stock market corpus we consider three levels of interest:

• Individual Entities: Sentiment towards specific entities
of stocks that may be subject to a particular sentiment on
a given day.

• Sectors: Statements towards sectors of the markets or
groups of specific stocks, e.g. "the railway stocks were
...".

• Overall: The general mood at the stock market without
specifying specific stocks or sectors.

The distinction between these different levels of sentiment
analysis is crucial, since the historic texts tend to specifically
emphasize opposing market movements, as can be seen in the
following example:

Construction values dull throughout, only
Deutsche Eisenbahnbau and Lindenbauverein again
a little higher.1

The example expresses a negative sentiment towards the con-
struction value market, but highlights specific stocks (Deutsche
Eisenbahnbau and Lindenbauverein) that traded higher. This
type of sentiment analysis provides a more nuanced under-
standing of the sentiment towards the stock market during that
time period. We regard these entity levels as the aspects of the
aspect-based sentiment analysis.

B. Workflow and Data

To get a detailed understanding of the sentiment of the
German historic stock market, we follow a three-step process:
First we train a binary text classification model to identify if
a sentence contains any sentiment at all, to filter out factual
statements containing no sentiment. Second, we train a multi-
label text classification model to detect which of the three
levels are targeted by the expressed sentiment. Finally, we use
the results of the entity-level classification to train an aspect-
based sentiment model to extract the sentiment specifically
with regard to the entity. This 3-step process is visualized in
the left branch in Fig. 1. This enables us to analyze three
sentiment time series with regard to the entity levels and also
over all, if averaged.

To create a data set, a subsample of this corpus was
annotated by an expert, as described in [13], and serves as

1Translated from German: Bauwerthe durchweg matt, nur Deutsche Eisen-
bahnbau und Lindenbauverein wieder eine Kleinigkeit höher.
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Fig. 1. Schematic drawing of the fine-tuned pipeline (left branch) and in
the zero-shot pipeline (right branch). Red color indicates manual labelling or
computational effort (training a modela).

training data. The data was sampled stratified over time to
ensure that linguistic changes over time are represented in the
data set. This results in three views on the data set:

• For sentence type classification there are 1651 examples,
609 neutral and 1042 containing a sentiment related
statement.

• For sentences that contain any sentiment there are 732
sentence with at least one entity category assigned and a
label density of 1.15.

• For aspect-based sentiment classification there are 1584
(sentence, aspect) pairs with an assigned sentiment of
“positive", “negative" or “neutral".

Note that in our annotation scheme, “neutral" also includes
calm or mixed statements, i.e. statements that have multiple
contrary sentiments about an entity level or valuate it not in
a positive or negative way. To simplify this into a common
naming scheme we will refer to all of these as neutral, but it
will be reflected in the hypothesis template of the zero-shot
classification pipeline.

Using these three data sets, we build a fine-tuned pipeline of
three models as shown in red in Fig. 1 that serves as a proxy
of the expert solution to the task and will be the baseline to
which we compare the zero-shot algorithm (shown in green).

C. Fine-tuned Pipeline

In this section we describe the fine-tuned pipeline, which
consists of three separate models trained on one of the tasks
corresponding to the left branch in Fig. 1. We only show
a quick summary of the results that are discussed in Borst,
Janos, Wehrheim, Lino, and Burghardt, Manuel [13]. As basis
for every model, we use a German BERT variant pre-trained
by the DBMDZ2. To evaluate the model, we split the annotated
data into 80-20 training and validation splits, reported results
are measured on the validation split. All three models use an

2https://huggingface.co/dbmdz/bert-base-german-cased

TABLE I
RESULTS ON VALIDATION SET FOR THE ASPECT CLASSIFICATION STEP.

% individual
entities

sectors market micro avg macro avg

precision 92.54 76.19 77.08 82.58 81.94
recall 89.86 84.21 90.24 88.02 88.11

f1-score 91.18 80.00 83.15 85.22 84.77

Adam optimizer and after training the epoch with the best
metric for the task is chosen.

For sentence-type classification the transformer was fine-
tuned as a binary classification model to distinguish neutral
sentences from sentences containing sentiment statements,
achieving 93% accuracy. The model was chosen because of
the highest recall for sentences containing sentiment (96.5%).
This ensures that we find most of the sentences containing
sentiment statements.

Classifying which aspects the sentences contains was
tackled as a multi-label classification problem with above-
mentioned entity levels “individual entities", “sectors" and
“market" as labels. The best model was chosen by macro av-
erage F1. The full results of this step is shown in Table Tab. I.
We see quite balanced performance across all classes, with
higher performance on individual entities. Individual entities
have a very common linguistic pattern which makes them easy
to detect.

In the third and final step we use the entity-level classifi-
cation of step two as aspects and classify the combination of
a (sentence, aspect)-pair into the sentiment classes “negative",
“neutral" and “positive". A sentence can have multiple aspect-
based sentiment annotations based on the result of the previous
step. This model is trained as a single label classification task,
that is, for every (sentence, aspect)-pair only one sentiment can
be assigned. The best model was chosen by macro average F1
and achieves 80.7% accuracy and 80.7% macro F1.

D. Zero-Shot Pipeline

In this section we describe the pipeline to accomplish
the same task without finetuning or training any model,
corresponding to the right branch in Fig. 1. The aim is
to perform the complex aspect-based sentiment classification
process, described above, without using any of the knowledge
that results from the manual coding and model training. This is
especially important for aspect-based sentiment analysis, as we
cannot assume knowledge about the type of entity contained
in a sentence. We bypass this by classifying for the sentiments
of all three entity categories and assume that, if there is no
sentiment regarding any level this will result in a “neutral"
label and will have no influence on the further analysis. We
also classify the corpus with a zero-shot model with regard to
overall sentence sentiment.

As zero-shot model, we use textual entailment classification,
following the task description proposed in Yin, Hay, and Roth
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“The sentiment at the market ..."

“The sentiment is positive."

“The sentiment is negative."

“The sentiment is neutral or mixed"

[0.1,0.2,0.7]

[0.7,0.1,0.2]

[0.2,0.4,0.4]

Fig. 2. Schematic example for the formulation of the entailment task and
its application to zero-shot text classification. The scores are the output for
every sentence pair with regard to the categories entailment, contradiction and
neutral. The highlighted numbers in color show the values that are compared
with each other, which in this case would lead us to assign the category
“neutral".

TABLE II
ZERO-SHOT EVALUATION METRICS ON THE MANUALLY LABELLED

ASPECT-BASED DATA SET.

% negativ neutral positiv micro avg macro avg

precision 75.69 60.48 81.27 67.61 72.48
recall 28.60 89.82 76.43 67.61 64.95
f1-score 41.52 72.29 78.77 67.61 64.19

[7] using a pretrained model from the huggingface hub3. In
this approach a sentence pair, called premise and hypothesis, is
classified as “entailment", “contradiction" or “neutral", based
on how well the hypothesis logically entails the premise. For
zero-shot classification we form hypotheses containing the
label we want to classify. These hypotheses are created using
a hypothesis template: "The sentiment is [blank]"4. The blank
is then filled with the sentiment categories.

The model output provides a probability score for every
premise and hypothesis pair and entailment class. We select
the hypothesis with the highest probability of entailment as
the classification result and assign the corresponding category.
This leads to the formulation as show in Fig. 2. This approach
is used for zero-shot sentiment classification.

For aspect-based zero-shot sentiment classification this ap-
proach can be extended by another placeholder in the hy-
pothesis template, which is used to create the hypotheses.
We use the template: The sentiment for [aspect] is [label]5.
For every entity category above, we create the premise and
hypothesis pairs by combining the entity category with each
of the sentiment labels. Within each entity-level the procedure
is the same as above. Fig. 3 shows a schematic drawing for
this. The result of this step is an assignment of one sentiment
label for every sentence and entity-level pair.

IV. EXPERIMENTS

Code and Data to replicate these findings can be found at
https://git.informatik.uni-leipzig.de/computational-humanities/
research/fedcsis-zero-shot-sentiment/

A. Quantitative Comparison

3https://huggingface.co/svalabs/gbert-large-zeroshot-nli
4Translated from German: “Die Stimmung ist [label]."
5Translated from German: “Die Stimmung für [aspect] ist [blank]"

TABLE III
EVALUATION OF THE FINE-TUNED PIPELINE ON THE VALIDATION SET OF

THE MANUALLY LABELLED ASPECT-BASED DATA SET.

negativ neutral positiv micro avg macro avg

precision 81.6 90.5 85.7 86.1 85.9
recall 88.6 85.7 83.5 86.1 85.9
f1-score 84.9 88.0 84.6 86.1 85.9

TABLE IV
TABLE OF AGREEMENT BETWEEN THE ZERO-SHOT AND TRAINED

PIPELINE ON THE ENTIRE CORPUS.

% truth negative neutral positive

zero-shot
negative 75.69 16.57 7.73
neutral 30.54 60.48 8.97
positive 9.49 9.25 81.27

trained
negative 84.76 11.43 3.81
neutral 7.52 89.47 3.01
positive 7.59 12.66 79.75

TABLE V
CONFUSION MATRICES OF THE TWO PIPELINES ON THE MANUALLY

CODED VALIDATION SET.

fine-tuned negative neutral positive
aspect zero-shot

market negative 85.79 6.79 07.42
neutral 50.14 30.74 19.12
positive 10.57 10.19 79.24

sectors negative 83.86 8.76 7.37
neutral 31.02 49.95 19.03
positive 3.32 09.86 86.81

individual entities negative 79.68 12.85 07.47
neutral 33.73 42.23 24.05
positive 2.91 09.54 87.55

1) Data set metrics: We evaluate the zero-shot algorithm on
the same data used to train the fine-tuned pipeline on. Tab. II
and Tab. III show the evaluation metrics for training and zero-
shot respectively. Although there is a significant improvement
in the F1-score of the trained model over the zero-shot model,
it is noteworthy that this gap largely stems from the fact that
the recall of negative sentiments is rather low. The precision
for “negative" sentiments and all metrics for “positive" values
are higher but a bit short of competing with the fine-tuned
pipeline.

With further analysis, we find that the confusion matrices
confirm the problem: Around 30% of predicted neutral labels
are actually negative labels. This error is systematic, thus
it may lead to an over-estimation of absolute values in the
aggregated time series, but should not affect the overall trends.

2) Agreement: Tab. V shows the confusion matrix of the
zero-shot pipeline and the fine-tuned pipeline. With regard to
the manually coded data set, both algorithms seem to have
comparable performance with strengths in classifying positive
and negative examples. The confusion between neutral and
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"The sentiment at the market was positive..."

"The sentiment for market is negative."

"The sentiment for market is neutral or mixed."

"The sentiment for market is positive."

[0.1,0.2,0.7]

[0.7,0.1,0.2]

[0.2,0.4,0.4]

"The sentiment for sectors is negative."

"The sentiment for sectors is neutral or mixed."

"The sentiment for sectors is positive."

[0.1,0.2,0.7]

[0.7,0.1,0.2]

[0.2,0.4,0.4]

"The sentiment for individual entities is negative."

"The sentiment for individual entities is neutral or mixed."

"The sentiment for individual entities is positive."

[0.1,0.2,0.7]

[0.9,0.1,0.0]

[0.1,0.2,0.7]

positive

neutral

neutral

"The sentiment for market is neutral or mixed."

"The sentiment for sectors is neutral or mixed."

"The sentiment for individual entities is neutral or mixed."

Fig. 3. Schematic example for the formulation of the entailment task and its application to zero-shot text classification. The scores are the output for every
sentence pair with regard to the categories entailment, contradiction and neutral. The highlighted numbers in color show the values that are compared with
each other, which in this case would lead us to assign the category “neutral".

negative labels is the only position in the confusion matrix
that seems to have substantially benefited from fine-tuning at
all. All other label pairs show similar performance.

In Tab. IV we look at the confusion of agreement on entity
level. In contrast to the previous table, high values now indi-
cate that both pipelines agree to the same assignment of labels
for any given (sentence, aspect) example. The table shows
these statistics for the entire corpus (not only the validation
data set). A very similar picture emerges: Both pipeline have
a very high agreement about positive and negative examples
for all entity levels. But there is considerable confusion if the
zero-shot pipeline predicts neutral. For all entity levels there is
a significant tendency that the fine-tuned pipeline would hand
out a “negative" label where the zero-shot pipeline assigns
“neutral". For the “market" level the agreement is even lower
than 50%.

For the entity levels “sectors" and “individual entities" and
on a global level, these errors have a systematic character that
will not influence the overall trends considering that “most"
prediction will still be correct.

3) Time Series Metrics: Besides an assessment of the
quality of classification models, we want to compare resulting
insights and possible analyses of both pipelines. To be able to
use zero-shot instead of standard fine-tuning in a real-world
application scenario, it should produce similar if not the same
analysis result as the fine-tuned pipeline. In our case the basis
of analysis are the sentiment time series that emerge from
both of the pipelines. Comparing the time series expands the
quantitative assessment of the classifier with the aspect of time.
So the question we want to investigate here is: Would these
pipelines create the same insights into the data?

The time series are generated by grouping the data over
seven days and by summing up the sentiment labels. We
evaluate negative, neutral and positive as “-1",“0", and “1"
respectively. After that, time series are created by computing
the rolling average over half a year (26 weeks). Time series
are created for every entity level separately and for the overall
sentiment. For overall sentiment we averaged the trained
pipeline’s output per sentence to create one score and then
did the same as above. Since we are not interested in absolute

values, and we are dealing with a systematic error of the
negative values, we also normalize each time series by mean-
normalization. This normalization has no influence on trends
or on the correlation factor, which we calculate below.

For comparison, we also applied an off-the-shelf neural
network sentiment classification network for German language
model for overall sentiment. Guhr et al. [32] train a “general-
purpose German sentiment classification model". Since this
model is off-the-shelf, it is not adapted to historic German
language. However, we regard the comparison still as useful,
since the availability of specific models is still one of the most
common problems when researching textual data.

In the following, we want to evaluate the time series quali-
tatively and quantitatively. Fig. 4 shows a visual comparison
of all these time series and will be discussed in the next
section. For quantitative evaluation, we calculate the Pearson
correlation of the zero-shot time series to the time series of
the fine-tuned pipeline to verify if they have similar tendencies
and trends. Tab. VI shows the Pearson correlation factors.

Fig. 4 reveals that the zero-shot and respective trained time
series are often very close. In all cases except “market” the
trends and tendencies are highly correlated. For “market” there
is a period from 1900-1920 with a higher deviation. This
leads to a Pearson correlation factor of only around 0.3. One
explanation for this lies in the fact that while the concepts of
“sector” and “individual entities” manifest in explicit syntactic
figures and tokens, the concept of an “market” sentiment is not
as easy to grasp sometimes. Another explanation lies in the fact
that almost 50% of all entity mentions regard specific stocks or
sectors. This might have higher influence on overall sentiment
when aggregating over time. This argument is backed by
the fact that the time series for individual entities shows the
highest correlation of all time series. We also argue that it is
not due to linguistic changes because these should affect all
entity levels similarly in the same time periods, which we do
not observe.

Additionally, we see that an off-the-shelve neural network
sentiment classifier does not agree with the results of either
zero-shot or fine-tuned pipeline. There is virtually no correla-
tion of Guhr et al. [32] with the fine-tuned pipeline.
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Fig. 4. Plot of the time sentiment time series for overall sentiments (top left) and for every entity level.

TABLE VI
PEARSON CORRELATION COEFFICIENT BETWEEN ZERO-SHOT AND

TRAINED SENTIMENT TIME SERIES.

market 0.358472
sectors 0.822404
individual entities 0.911497
overall 0.870379
Guhr et al. [32] 0.077549

B. Qualitative Assessment

There has been some criticism about the application of
entailment-based zero-shot recently [34]. The paper mentioned
spurious correlation as a main driver of zero-shot classification
performance in entailment-based solutions.

In our case this would be quite critical, because of formali-
sation of syntax and language in the historic realm could lead
to considerable bias. We address this with a qualitative check
of examples, on which the zero-shot and the trained pipeline
disagree to identify patterns of errors.

As shown in Tab. IV, most of the disagreement occurs be-
tween neighbouring classes: positive and neutral , or negative
and neutral, which in itself is often quite ambiguous. The only
pattern we could find is that if there are opposing sentiments
in one sentence such that the example should be labeled
“neutral”, both algorithms seem to randomly pick one of the
sentiments as the predicted polarity. This is not a systematic
error but rather a random choice made by both pipelines. For
instance, in the following example, two opposing polarities
refer to the same entity level (“Individual Entities”). The
trained pipeline assigns a positive polarity, whereas the zero-

shot pipeline predicts it as neutral.

’Among foreign currency, Dutch lay firm, ruble
notes continued to decline’. 6

In order to identify examples of linguistic patterns that are
more difficult to classify, we examined instances where the
zero-shot pipeline and trained pipeline assigned opposite polar-
ities. One pattern that emerged with slightly higher frequency
was related to the interpretation of the terms “supply” and
“demand”7. While in general language, “supply” might have a
positive connotation, in stock market reports, a predominance
of supply is often associated with a high amount of selling
and thus dropping prices, which is negatively connoted in this
domain.

For Hansa shares, supply predominated.8

Strongly in demand without supply were the 4%
Reich and government bonds.9

In the first example, the report mentions more supply than
demand, which refers to falling prices. In this case, the trained
pipeline correctly predicts a negative polarity while the zero-
shot pipeline assigns a positive polarity. In the second example,
the same situation occurs with “demand”, where this time the
zero-shot pipeline correctly predicts a positive polarity while
the trained pipeline assigns negative. Overall, the zero-shot
pipeline tends to classify more sentences containing “supply”

6Translated from: ’Unter den fremden Devisen lagen holländische fest,
Rubelnoten wurden weiter rückgängig.’

7Translated from: Angebot und Nachfrage
8Translated from: ’Für Hansa-Aktien überwog Angebot.’
9Translated from: ’Stark gefragt ohne Angebot wurden die 4% Reichs- und

Staatsanleihen.’
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or “demand” as “neutral” (73%) than the trained pipeline
(49%), which is in line with the above mentioned evaluation
metrics.

While these examples highlight linguistic difficulties re-
garding the textual domain of historic stock market reports,
there are no clear-cut patterns where one of the algorithms
significantly fails to conform to our defined label scheme.

V. PRACTICAL AND EPISTEMOLOGICAL CONSIDERATIONS

An alternative way to frame this paper’s research question
could be whether the zero-shot pipeline’s results align with
those based on human annotation, or more specific, how well
the presumed annotation scheme conform with the zero-shot’s
definition of the annotation scheme. In our case, the results are
generally encouraging thus far, but they also raise practical and
epistemological follow-up questions, which we will outline in
this section.

The comparison between the trained and zero-shot pipelines
reveals that the assessment of the latter depends on the research
question at hand. For researchers interested in sector- or entity-
level sentiment, such as business historians, the zero-shot
approach appears to be feasible, as evidenced by the evaluation
metrics presented above. However, if one is interested in
the market level, the differences between the two approaches
appear to be too substantial, especially for the 1870s and
1910s. There are even differences in the degree of agreement
with regards to different research objects within the same task,
domain and time period.

Although we can only speculate about the reasons why the
zero-shot approach does not agree with a model trained on
human annotations for these periods, the lower performance
at the market level, in general, is not surprising. Sentences
referring to the “market” sentiment are more difficult to detect
and interpret, even for human annotators, because the entity
of “market” is often only mentioned implicitly. Ambiguity is
a general problem in sentiment analysis. Furthermore, the fact
that the zero-shot approach suffers from systematic biases may
not be a problem if one is interested in time trends, but it
may pose a problem in other cases. This is also true for other
approaches, that can be used without training evaluation, e. g.
dictionary-based methods.

Apart from these more technical aspects of our specific set-
up, there are some epistemological reflections to be made.
Researchers who consider using zero-shot methods because
they lack the resources to create training data and fine-tuning
a model, face a fundamental dilemma - as anyone using
unsupervised tools does: How can we rely on the results if
we do not have data for a formal evaluation and if we have
data to evaluate why not also fine-tune? When looking at the
time series in Fig. 4, even the most well-versed domain expert
may struggle to discern whether these results are mere artifacts
created by an algorithm or substantial results. Furthermore,
even if the expert can discern the results, what would we
learn from these results that we did not know before? In any
case there is the possibility of confirmation bias, when not
properly supported by close reading. In other words, we face

the paradox that the very advantage of zero-shot models is
also a considerable drawback for practical application.

Of course, there is general evidence for the quality and
performance of zero-shot models, where especially polarity
classification has been shown to work more consistently. But
there is no general notion of why this should be transferable
to another domain or another language with a “similar” task.
The problem of distributional shift or domain adaptation often
contributes to loss of performance [35, 36, 37]. Then again:
How similar do these domains have to be, to safely assume
generalization? These questions are particularly challenging to
answer for historiographic research, which often covers very
specific domains and languages or longer time periods for
which there are hardly any pre-checked settings to be found.

Finally, this study raises a lot of questions regarding implicit
assumptions when applying zero-shot sentiment classification,
like: Is there a “correct" sentiment in these texts? If so, are
expert-level humans able to identify it, correctly reflecting the
historic reality? Does the technical ability of these models to
generalize suffice in this scenario?

Recent research suggest that every step along the way to a
trained pipeline based on human annotations involves the risk
of bias [38]. Also, in the special case of sentiment, there are
many studies that evidence that scholar’s and crowd-sourced
annotations alike have particularly low agreement between
annotators in historic texts [39, 36, 37]. Even the agreement
of various machine-learning algorithms seems surprisingly low
even when trained and evaluated on the same sentiment data
sets [40]. There is much work done in the field of domain
adaptation in sentiment classification [35, 41, 42, 43], but all
these implicitly rely on the human annotations as performance
metric as well. All these factors contribute to the uncertainty
of “correct" results in any case, but might also lead to the
conclusion that a zero-shot approach may suffice to discover
underlying trends.

There is no space here to provide answers to these questions,
nor do we claim to have any. In the end, the usefulness of zero-
shot learning will probably depend on the research question,
the domain, the possibility to conduct some sort of evalua-
tion (e.g. at least some human annotations), and maybe the
general willingness to trust unsupervised approaches, which
is distributed unevenly across different research communities.
These issues will, however, get more pressing with the wider
availability of powerful zero-shot tools like GPT-4.

VI. CONCLUSION

In this study, a zero-shot text classification pipeline was
applied to an aspect-based sentiment analysis of German
historic texts of stock market reports in the digital humanities.
The goal was to get insights in how useful these methods
are in a real application scenario. We provided in-depth
comparisons, qualitatively and quantitatively, between a fine-
tuned pipeline and a zero-shot pipeline. The results show that
both can deliver usable results in our aspect-based sentiment
analysis. The trends and insights produced by the zero-shot
models were highly correlated with those produced by the
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trained models. They were found to be particularly useful for
classical sentence polarity classification, but also performed
well for aspect-based sentiment analysis. Even if the results
may differ in some details and there are systematic errors,
we can confidently say that zero-shot models provide a good
exploration tool and an easy start for sentiment analysis,
especially in cases where no hand-coded data exists.

The zero-shot models were also found to work better than
an off-the-shelf BERT German sentiment model. Since the
general availability of domain-specific models is still not fully
achieved, especially for languages other than English, zero-
shot approaches to sentiment analysis may help to close the
gap. Also, zero-shot models for aspect-based sentiment were
found to work better with concrete entities (target text) rather
than general aspects, which we were not able to consider in
this study. We defer this task to future work on the subject.

However, it should still be noted that correlation and data
set metrics are just a hint at performance and that the factual
correctness of the sentiment analysis is difficult to prove, as
this would require manual examination of the textual content
and sentiment analysis still contains a subjective nature. We
only compared the zero-shot results to the result of the trained
pipeline to answer the question, if both models would provide
similar insights, while the interpretation of these results is not
part of this paper.

Still, we believe that zero-shot models in sentiment anal-
ysis, and for text classification in general, seem a promising
approach, especially when considering the progress and the
potential of models similar to GPT-4.
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Abstract—This document proposes an alternative CAPTCHA
system that implements a proof-of-work mechanism to protect
resources (usually web services) from being accessed by automatic
entities called bots. Normally, CAPTCHA forces the user to do
some work in order to prove that he is not a machine. The
proposed system utilizes a novel alternative to Proof-of-Work
algorithm that utilizes the user’s computing power to crack
password hashes.

I. INTRODUCTION

THE PROBLEM of unwanted traffic and automated ap-
plications and scripts (commonly referred to as bots)

has plagued the Internet almost since its inception. Netacea
estimates that unwanted bot traffic costs companies up to 250
million annually [1]. Existing solutions such as reCAPTCHA
capture almost 97% of the market [2]. However, Google’s
solution raises privacy concerns [3] as it collects and stores
information about the user’s browser.

This paper presents an alternative CAPTCHA-like system.
This system uses a Proof-of-Work mechanism to impose a
computational cost on the user. The user’s computational
power is used to attempt to crack password hashes provided
by the system. Based on other metrics, the computing power
required to access an online service can be arbitrarily increased
to combat unwanted traffic.

A common method of storing passwords securely is to
convert the password phrase into a hash, which is generated
by a hash function or key derivation function, and store it in a
database. The properties of the hash function or KDF function
ensure that the input phrase cannot be reconstructed from the
hash. The only effective method of attacking such protected
passwords is dictionary cryptanalysis, i.e. calculating hashes
for a huge dictionary of potential passwords and comparing
the calculated hashes with the attacked password.

Normally, it is undesirable for users’ passwords to be
cracked. However, in the case of law enforcement, we often
need to obtain suspects’ passwords in order to access en-
crypted evidence. The obvious solution is to build powerful
(and expensive) dictionary cryptanalysis computers. A less
obvious approach is to use the distributed power of web
users’ computers, as has been done in the Seti@Home (https:
//setiathome.berkeley.edu/ — suspended project) or Fold-
ing@Home projects (https://foldingathome.org/). The pro-

posed approach can therefore support law enforcement ac-
tivities while providing the desired functionality to the web
community.

The paper is organized as follows. The next section shortly
reminds the history of CAPTCHA mechanisms. Section III
presents the general idea of the Proof-of-Work and its ap-
plications. Chapter IV cites examples of several solutions to
stop unwanted web traffic. The next section presents details
of the proposed solution. At the end, we add some concluding
remarks.

II. OVERVIEW OF THE CURRENT CAPTCHA SOLUTIONS

CAPTCHA ("Completely Automated Public Turing test
to tell Computers and Humans Apart") is a type of chal-
lenge–response test used in computing to determine whether
the user is human [4]. Since its inception, there have been
many implementations with varying characteristics and effec-
tiveness.

Released in 2007, the first iteration of reCAPTCHA (re-
Captcha v1) asked the user to re-type a blurry and distorted
set of words to gain access to the web resource. With the
increasing rise and accuracy of optical character recognition
software, a second version of reCAPTCHA has been intro-
duced, taking a different approach. This time, the user was
asked to select pictures containing a given object out of a
set of images. Finally, in 2017 Google released reCAPTCHA
v3 which allows verifying whether the user is a bot without
any additional user interaction. The mechanism tracks user’s
interaction with the website and returns a score determining
how likely it is that this user is a bot.

While all the solutions mentioned above work in stopping
unwanted traffic, they also significantly cause reduced User
Experience. Selecting images of traffic lights or fire hydrants
has become an inseparable and frustrating part of numerous
online forms. Additionally, even the most recent reCAPTCHA
solutions implementing artificial intelligence can be bypassed
with more than 90% success rate [5]. Moreover, there are
numerous Captcha Solving Services [6] that provide correct
solutions for given CAPTCHAs for a small fee making it
trivial for sufficiently motivated opponents to bypass all of
the most popular CAPTCHA implementations.
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III. PROOF-OF-WORK MECHANISM

Proof-of-Work is a mechanism designed to provide the
verifying party a cryptographic proof that the user utilized a
specified amount of computing power to perform a task. While
there are many approaches to implementing a Proof–of–work
algorithm, the most popular approach is to perform a digest
(or hash) function of a given data alongside a nonce value
until certain criteria have been met. This approach is based on
the fact that a good digest function is preimage resistant which
means that it is computationally infeasible to find any input m
that has a given digest h = H(m). The only way of finding
such a message is brute-force. An example of such criteria
can be the number of zeroes in the binary representation of
the resulting hash. If the output of the hash function does not
satisfy it, the nonce value is incremented and the whole process
starts from the beginning. Upon finding the correct nonce value
that produces a hash output described by the verifying party
— the user sends the nonce value to be verified. The party
in charge of verifying the work performed by the user needs
to perform only one hash function with the nonce value sent
by him to determine whether the proof is correct or not. This
property makes it easy for the system to scale for a large
number of users while keeping only one party responsible for
the verification of the Proof–of–Work. Worth noting here is the
fact that current Proof-of-Work algorithms require the solver
to find an exact nonce value rather than a range of acceptable
solutions. Additionally, Proof–of–Work has been criticized for
the high energy consumption required to perform the task.

IV. RELATED WORK

There have been numerous attempts to stop unwanted web
traffic by utilizing users’ computing power. Some of them are
described below.

A. Hashcash

Proposed in 1997 by Adam Back, Hashcash[7] is a mecha-
nism originally proposed to combat email spam abuse. When
sending an email, the user performs a Proof-of-Work algorithm
on the whole body of the email message. Additional data is
appended such as timestamp and string of random characters.
Computation is performed until the sender reaches a desired
number of zero bits in the hash output and a resulting counter
value is obtained. Finally, a new header is appended to the
email containing information used to prove the work. Although
the proposed system did not achieve significant adoption, a
version similar to it has been implemented into Bitcoin’s [8]
mining mechanism.

B. CoinHive CAPTCHA

Around the year of 2018, a company called CoinHive
launched its Proof-of-Work captcha widget, a reCAPTCHA
alternative where a user visiting the website can commit a
portion of his device’s computing power to mine cryptocur-
rency for the website owner instead of selecting a set of images
containing a specified item. Unfortunately, CoinHive’s solution
became widely used for attackers to perform cryptojacking [9]

— an attack when a user’s computing power is used to mine
cryptocurrency for the attacker.

C. Cloudflare Turnstile

Cloudflare, a company specializing in DDoS attack mitiga-
tion has introduced its own CAPTCHA alternative with Proof-
of-Work mechanism. Turnstile [10] aims to replace frustrating
CAPTCHAs by utilizing a set of non-interactive JavaScript
challenges. Some of that challenges require the user’s device
to perform computations similar to how the Proof-of-work
mechanism works. Although Cloudflare’s solution is relatively
similar to the one proposed in this paper, the computing power
used for its challenges is not used in a way that can be used
for other purposes.

V. PROPOSED SOLUTION

As shown above, a sufficiently motivated opponent should
not have any difficulties bypassing the most popular
CAPTCHA implementations. Taking that into consideration,
an alternative approach has been taken. The proposed solution
borrows some of its features from Hashcash [7]–style Proof–
of–Work with additional mechanisms. Instead of requiring
from user to select a set of images, the proposed solution
utilizes a small portion of user’s computing power to solve
a cryptographic puzzle. Moreover, rather than utilizing CPU
power to compute meaningless hash functions that can be seen
as a waste of electricity, the system uses it to perform brute-
force attacks on password hashes stored within the system’s
database.

Instead of specifying a strict value for the target as is usual
in Proof-of-Work implementations, the system provides an
upper and lower bounds of target values of the resulting hash.
These bounds can be arbitrarily changed by the system to
reduce the puzzles complexity or make it more difficult for
suspicious traffic.

This approach can be visualized by plotting all possible
target values with the length of n bytes in a circle as shown
in Figure 1. The resulting image resembles a clock, where the
upper and lower bounds can be thought of as the hands of
that clock. The radius of the bounds is the range for which
the hash value must be found in order to complete the puzzle.

Additionally, to correctly test the entire set of characters, the
system provides the user with the starting_point value which
binary representation should be considered as starting point
for the puzzle and any value below it will be rejected by the
system as an incorrect solution.

A sample CAPTCHA puzzle request has been presented
below. The token value can be treated as a random ID used to
identify the puzzle within the system.

{
" h a s h _ t y p e " : "SHA256 " ,
" s t a r t i n g _ p o i n t " : "20AA" ,
" l o w e r _ t a r g e t " : "11 FF41 " ,
" u p p e r _ t a r g e t " : "3228AF" ,
" t o k e n " : " c41 . . . 4 e9 "

}
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Figure 1. Visualistion of 3-byte space of values encoded in hex. Lower and
upper target bound values have been highlighted in yellow while the target
hash value has been represented by the red dot.

Next, the user attempts to solve the puzzle by incrementing
the value of starting_point decoded to its binary format. The
resulting binary data is then hashed using the digest algorithm
negotiated between server and client and a hash value is
obtained. Finally, the users compare the first n bits of resulting
hash where n is the length of the upper_target in its binary
form with the upper and lower target values. If the resulting
value fits within the boundary selected by the system, the
puzzle has been completed successfully.

Once the correct solution has been found, a preimage of
the resulting hash is sent to the server for verification. If the
verification process is completed, access is granted. A sample
response to the system has been presented below.

{
" t o k e n " : " c41 . . . 4 e9 " ,
" v a l u e " : "20AA221F"

}

In short, the system guides the solver to the hash it is
looking for, while implementing certain character requirements
that must be met to mark the CAPTCHA puzzle as complete.
The lower and upper bounds are used to adjust the difficulty
of the puzzle and guide the solver toward the system’s desired
hash, while the starting point value is used to ensure that all
possible values have been checked.

By carefully tweaking the bounds and starting point values
for every user or for a batch of users, the system can test the
entire range of values by utilizing users’ computing power.

A. Puzzle verification

By referencing the token value within the system’s internal
database, information about the digest function, start point, and
target bounds is obtained, along with a timestamp indicating
when the puzzle request was made. The system then hashes
the value provided by the user with the appropriate hash
function and checks that it fits within the target bounds. Next,
the system checks whether the value provided by the user

is greater than the given starting point. Finally, the server
checks the time difference between the generation of the
puzzle and the submission of the solution to enforce a time-
based expiration of the CAPTCHA. Only when all checks have
been successfully completed can the user be granted access.

Additionally, to detect potentially malicious behavior, the
system calculates an expected average amount of hash calcu-
lations that need to be performed in order to satisfy the puzzle
where n is the length of the hash function in bits.

x =
2(n−1)

upper_target− lower_target
(1)

Similarly, the amount of hashes calculated if the user was
honest is derived by subtracting the user-supplied solution by
the puzzle starting_point.

Hashes_Calculated = Solution− Starting_Point (2)

In a case where a user-supplied solution requires much more
hash functions to be calculated than what was expected by the
system, access still should be granted to the user to avoid false
positives, but his solution should not be taken into account
when generating new starting point value for the next batch
of users.

Worth noting here is the fact, that when the server is
verifying the puzzle, it also compares the resulting hash with
the hash the system is trying to crack. Additionally, even
when the user correctly finds the hash preimage, he can not
distinguish that his solution in fact cracks the hash — server
responds to the correct solution value in the same manner.

B. Adjusting starting point value
In a perfect world, where all users are honest, the starting

point of one user should be equal to the solution value
of the previous user incremented by 1. Unfortunately, that
assumption can not be made. Despite this, that approach is
still viable when a larger batch of users is taken into account.
The system should serve the same puzzle (although with a
different token value) to a small group of users. Only after a
sufficient number of solutions have been proposed, the server
can treat the solution as correct and correctly incremented if
at least 51% consensus in regards to submitted value has been
achieved amongst these users. After that, starting_point value
of the next batch of users should be the same as the solution of
the previous batch incremented by 1. Ideally, the system should
contain many hashes ready to be converted to CAPTCHA
puzzles to avoid the situation where one user lands in the
same batch and receives the same puzzle more than once.

C. Puzzle difficulty adjustment
Just like all the other CAPTCHA solutions, there is a need

for a mechanism to make the puzzle easier or harder for the
user to solve. In the case of the proposed solution, decreasing
the radius between the lower and upper bounds acts as a
tool for difficulty adjustment. By making the bounds closer
together, the system decreases the number of potential values
that can be used as a solution.
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VI. BENEFITS OF THE PROPOSED SOLUTION

The proposed solution provides an interesting alternative to
the popular image-based CAPTCHA system. It requires no
user interaction making the user experience seamless and bet-
ter suited for users with accessibility issues. Additionally, the
system successfully prevents attack utilizing machine learning
as the best strategy for solving the cryptographic puzzle is by
a brute–force attack.

Compared to solutions that use essentially meaningless
computation tasks, proposed solutions manage to utilize users’
computing power to achieve an ultimately beneficial goal.
The ability to quickly and cheaply crack password hashes
of seized, but encrypted devices, would be of great help
for law enforcement bodies. By giving a purpose to the
computation task that would have to be performed nonetheless,
the overall energy consumption is reduced. Moreover, there is
a clear need for a Proof–of–Work style verification as shown
by the Cloudflare Turnstile solution (see Section IV-C). The
proposed solution can be thought of as an improvement to
aforementioned mechanism, adding a meaningful purpose to
the computational task..

VII. THREAT MODELING

In this section, we analyze how the proposed solution could
be attacked to gain an unfair advantage or bypass it completely.

A. Low electricity cost

The cost of electricity can be widely different across dif-
ferent regions of the world making it difficult to estimate
the amount of computing power that would be considered
sufficient to scare off the attacker. As a result, the server
responsible for generating and scheduling the puzzles should
dynamically adjust the difficulty based on a range of gathered
metrics. Aside from the IP address metrics could include data
gathered by the JavaScript code run on the solver’s machine
such as time zone, default language, or hardware information.
The cost of electricity used to solve a standard task has not
been measured and are a subject of further research.

B. Use of FPGA, ASIC or botnet network to solve crypto-
graphic puzzles

A dedicated attacker could use a botnet network to harvest
cheap and accessible computing power for solving crypto-
graphic puzzles and abusing the system. This case can be
compared to existing and commonly used services of inde-
pendent CAPTCHA solvers. Worth noting is the fact that
increased CPU usage and power consumption make the botnet
more susceptible to detection as the victim’s computers would
be negatively affected by the computation. Additionally, the
time needed to solve a cryptographic puzzle can be vastly
reduced by specialized hardware such as FPGA or ASIC.
While this attack would in fact be successful, it would require
a large upfront investment by the attacker on top of the already
increased electricity bill. We are not able to share performance
benchmarks of the proposed solutions as proposed solution is
still at the work–in–progress stage.

In general, we conclude with the estimate that the security
implications of the proposed solution are similar to that of the
modern CAPTCHA solutions used across the web today.

VIII. CONCLUSION

The system introduces a real-world cost on the attacker
requiring a greater electricity use to successfully pass the
puzzle. Combined with unobtrusive network traffic analysis
techniques such as originating IP address it can reduce the
complexity of the puzzle for users categorized as low-risk.
Computing power used to solve cryptographic puzzles is used
to crack password hashes stored within the system’s database
and can help law enforcement gain access to seized devices.
The system could potentially be adapted to utilize computing
power already used for Proof–of–Work style verification, thus
reducing overall electricity usage and introducing an additional
benefit to the computation.
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Abstract— Business process model and notation (BPMN) is a

way  of  describing  business  processes  using  convenient

diagrams.  In  the  last  decade,  it  became  a  de-facto  industry

standard,  widely  used  by  software  architects  and  business

analysts  to  describe  business  requirements  and  the  overall

structure  of  a  designed  information  system.  Ensuring  that

diagrams  model  their  intended  behavior  is  of  utmost

importance  for  notation  users.  This  article  deals  with  the

definition of BPMN through the conversion to the Integrated

Model  of  Distributed  Systems  (IMDS)  and  automated

verification of BPMN diagrams. The translation of a subset of

BPMN preserves information about the processes in the formal

model.  This  allows  finding  partial  deadlocks  and  checking

partial  termination  (concerning  a  subset  of  processes),

verification in terms of BPMN processes, and mapping found

errors  onto  source  BPMN  definition.  Moreover,  IMDS  is

tailored to model distributed systems, which is the very nature

of  business  processes.  A  tool  for  automated  translation  of

BPMN  diagrams  to  IMDS,  automated  verification,  and

visualization of results is developed.

I. INTRODUCTION

N EXAMPLE of business processes in everyday life is

ordering  a  product  in  an  online  shop.  Appropriate

steps of such a business process include several steps, like

filling up the online form (ordering the product), preparation

of  money  transfer  form,  payment,  shipping  the  order,

delivery and final confirmation.

A

Business  processes  involve  several  steps  and  should

preserve  logical  relationships,  be  efficient,  reliable,  and

coordinate work between stakeholders.  Business processes

have theoretical foundations in workflow nets [1], a class of

Petri nets [2] used to model business behavior and formally

analyzed mathematically.

Business Process Model and Notation (BPMN  [3]), is a

graphical framework used to model business processes with

around 100 symbols representing various aspects of process

execution,  communication,  and  dataflow.  It  has  found

commercial  use  with  numerous  supporting  tools.  Proper

modeling  is  important  to  save  time  and  money  during

implementation  and  maintenance.  The  verification  using

model checking and temporal logic [4] ensures that a BPMN

diagram follows its intended behavior.

BPMN's rich syntax presents challenges in formalizing its

semantics  [5],  making it  difficult  to verify properties of a

given model.  This  article  presents  a  method for  verifying

BPMN diagrams using the Integrated Model of Distributed

Systems (IMDS  [6]),  which is  a  formalism for describing

and verifying distributed computational  systems.  IMDS is

capable of detecting partial deadlocks, which involve only a

subset of processes. The proposed method maps BPMN into

IMDS, giving the diagrams formal semantics, and allowing

for partial (or total) deadlocks detection. The Dedan tool [7]

is  used  to  automatically  detect  deadlocks  and  check  the

termination of the entire model system or set of processes.

The contributions of this article are:

1. Normalization of BPMN Process and Collaboration dia-

grams to an intermediate representation. It provides ex-

plicit semantics for all elements and helps to avoid ambi-

guity in interpretation.

2. Translation rules of BPMN to IMDS. All implemented 

BPMN elements have been reduced to 9 constructions 

for which implementation in IMDS was given. These 

constructs can be thought of as an "intermediate lan-

guage" defining the semantics of BPMN elements 

through their corresponding IMDS structures.

3. Verification in IMDS for the location of deadlocks (total 

and partial) or checking the termination (total and par-

tial). Checking of partial properties, not present in other 

tools, allows the designer to find errors in diagrams with 

their local cooperation, and even individual diagrams. 

Moreover, our verification tool Dedan uses a fair verifi-

cation algorithm that prevents discovering false dead-

locks [8].

4. Mapping verification traces back to BPMN specification 

to observe errors in the original specification rather than 

in the verification model. The verification methods de-

scribed in the literature give the result of the check in a 

form specific to them, leaving the mapping of the result-

ing trace on the source BPMN diagram for a human. It is 

possible because the semantics of BPMN and its IMDS 

translation is the same.
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5. Animation of counterexamples/witnesses traces on 
BPMN diagrams to observe the behavior of model 
components leading to a deadlock or successful 
termination/lack of termination. 

There are many publications about verifying BPMN using 
different kinds of formalisms. However, few present a 
working solution that can be used to verify real-life use 
cases of BPMN diagrams in an automated way and view the 
verification results on the source BPMN diagram. However, 
the most important is automatic checking of partial 
deadlocks, which is rare in BPMN verification. A partial 
deadlock can occur even in a single process or in two 
communicating processes, while other processes perform 
their work. 

II. RELATED WORK 

Multiple techniques of BPMN formalization have been 
proposed. A common way of doing it is to map BPMN into 
Petri nets. Dijkman et al. [9] propose a mapping into classic 
Petri nets. It deals with a concise subset of BPMN, 
containing BPMN elements with local semantics, including 
Pools, Sub-processes, Exclusive Gateways, Parallel 
Gateways, Event-Based Gateways, Tasks, Events, and 
exception handling, whereas Tasks with only a single 
outgoing or incoming Message Flow are considered. There is 
also presented a tool to transform BPMN diagrams into a 
Petri Net Markup Language specification [10] that Petri net 
verifier can further process. Although the article deals with 
translation only of BPMN 1.x diagrams, it gives a general 
idea of BPMN 2.0.x translation. 

Rachdi [11] proposes mapping into Time Petri Nets 
(TPN). The considered subset is the same as in [9], but the 
mapping introduces time constraints on executing BPMN 
elements. The authors propose an algorithm for the 
reachability analysis of the resulting TPN but do not provide 
an automatic tool. Other approaches to model time in BPMN 
are described in [12]. 

Authors of [13] propose mapping BPMN into Colored 
Petri Nets (CPN). Additionally, they introduce a method to 
divide a given BPMN model into partitions and verify them 
hierarchically, which reduces the complexity of the resulting 
CPN model. Unfortunately, the method works only for 
BPMN model that is well-defined, that is, only for a 
relatively small subset of BPMN, which limits its 
expressiveness. Additionally, the authors have implemented 
a tool that automatically translates BPMN diagrams into the 
corresponding CPN. 

Li and Die [14] propose another method of mapping 
BPMN into classic Petri Nets. The method is rather poorly 
described and can be applied to only a small subset of 
BPMN, but it introduces the concept of preprocessing of 
BPMN diagrams. A similar concept, called normalization, is 
proposed in this article. Other attempts to formalize BPMN 
include for example transformation of BPMN into Pi-
Calculus [15], PROMELA [16], COWS [17], Alvis [18] and 

YAWL [19] with the formalization through Graph 
Transformation Systems [20]. 

Automated BPMN diagrams verification is conducted in 
the BProVe program [21][22]. It verifies the diagrams in 
terms of safeness, proper termination, dead activities, and 
other properties. Its underlying logic is based on translating 
BPMN into MAUDE – a re-writing logic implementation. 
Another automatic tool VBPMN [23], uses a translation of 
BPMN into LOTOS NT process algebra formal notation and 
verification using the CDAP verifier. Its authors also provide 
a set of benchmarks [24] that are used during tests of the 
proposed automatic tool. Work [25] proposes verification 
using process automata that can be compared to our IMDS 
graphical view [26]; however, this technique concerns 
checking a single BPMN pool. In [20], the Bogor LTL 
checker is used to verify the workflows. As in other 
approaches, only total deadlocks are caught automatically; 
partial deadlocks require the specification of temporal 
formulas. 

Some verification techniques concern only a limited set of 
BPMN elements, for example, in [25], communication 
between pools and boundary links are not considered. 

Modeling in rules and processes is proposed in [27], in a 
spreadsheet in [28], Free-Choice Nets [29],  Function-
Behaviour-Structure Diagram [30], and Linked Data [31], 
but without a verification. 

The detailed comparison of verification techniques and 
subsets of BPMN elements served in individual methods 
cannot be presented due to size limitation of the article. 
Some overviews of the verification tools and approaches can 
be found in [32], [33]. 

III. IMDS AND BPMN 

A.  Overview of IMDS 

IMDS formalism is addressed to distributed systems 
modeling. Its main idea is to show interactions between the 
two basic concepts: servers and agents. Servers S={s1,…,sn} 
are distributed computing nodes offering some services. 
Agents A={a1,…,ak} are distributed computations modeled 
as sequences of messages invoking servers’ services. A 
system configuration T is a set of current servers’ 
states=(server, value) – one state per server – and 
messages=(agent, server, service) of all agents – one 
message per agent. An interaction between servers and 
agents takes the form of actions in set F. Action is the 
execution of a service on a server by an agent message. The 
action transforms one configuration into another one, in 
which the server state and the agent message are replaced by 
new ones: ((agent message, server state), (next agent 

message, next server state)). There are also agent-
terminating actions that do not produce a new. The system 
starts with an initial configuration T0 containing initial states 
of all servers Minit and starting messages of all agents Rinit. 
The formal definition of IMDS can be found in [6]. For an 
IMDS system we will use the notation (S, A, Minit, Rinit, F). 
IMDS semantics is defined by a Labeled Transition System 
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(LTS) where the nodes represent system configurations, and 
the arcs represent IMDS actions. The LTS root is the initial 
configuration. 

B. Business Process Model and Notation (BPMN) 

The BPMN standard includes four diagram types: 
Process, Collaboration, Choreography, and Conversation [3]. 
This article focuses on verifying Process and Collaboration 
diagrams, which describe the control. The elements used are 
Pools, Swimlines, Flow Objects, Data Objects, Connecting 
Objects, and Artifacts. Data Objects are not considered, 
because they do not have any semantic meaning when 
verifying the behavior [5]. BPMN lacks a formal definition 
framework, necessitating the need for a formal verification 
method. 

C. BPMN Process Diagram syntax 

BPMN Process Diagram is a graph PD=(𝑁,𝐹), where N 
are nodes: Activities A, Gateways G (Exclusive GX and 
Parallel GP), Events E (Start Es, End Ee and Interrupting 

Boundary Intermediate Ei). F are Flows: Sequence Fs, 
Message Fm and Boundary Links Fb. They are 𝐹⊆𝑁×𝑁, 𝐹𝑠⊆𝑁×𝑁, 𝐹𝑚 ⊆𝐴×𝐴, 𝐹𝑏⊆𝐴×𝐸i. 

In the proposed syntax, nodes correspond to Flow 

Objects. They play the role of building blocks of BPMN 
diagrams. Fig. 1 shows all major subtypes of Flow 

Object that are in the scope of this article and their graphical 
notation. 

Fig. 1. The subset of BPMN elements formalized in this article: a) 

Exclusive Gateway, b) Parallel Gateway, c) Start Event, d) End Event, e) 

Activity f) Activity with attached Interrupting Boundary Intermediate Event 

F is a non-symmetrical relation which means that for a 
given element f=(n1,n2)F, there is a directed connection 
from n1 to n2, source(f)=n1 and target(f)=n2. In addition to 
Sequence Flows and Message Flows, which are explicitly 
defined in the BPMN specification, we allow Boundary 

Links. Additionally, Sequence Flows, Message Flows and 
Boundary Links are subject to the following syntactic rules: 
Message Flows are between different Pools, Sequence Flows 
are inside a Pool, Boundary Links connect an Activity to an 
Interrupting Boundary Intermediate Event. We will also use 
the following notation: in are incoming flows, out – 
outgoing, seq concerns Sequence Flows and mes concerns 
Message Flows. For a given element E we have in(E), 
out(E), inseq(E), outseq(E), ismes(E), outmes(E).  

Each maximal connected component of the underlying 
undirected graph of P=(N,FsFb) is called a BPMN Pool (an 
element for grouping nodes). Every node in N must be 
contained in some Pool. Additionally, we intentionally omit 
BPMN Swimlanes as the authors of the notation left its 
meaning to the modeler, which is ambiguous [5].  

There are additional syntactical constraints that the graph 
(N,F) must fulfil: Sequence Flows cannot have the same 
node as source and target, Start Events must not have 
incoming Sequence Flows, End Events must not have 
outgoing Sequence Flows, and Interrupting Boundary 

Intermediate Events must have exactly one incoming flow: a 
Boundary Link.  

D. BPMN Process Diagram semantics 

The proposed BPMN semantics is based on the labeled 
transition system, called state space. For BPMN nodes we 
use the term  internal state to distinguish it from IMDS 
server state. 

While the general structure of a diagram – its nodes and 
flows – constitutes the static characteristics of a diagram, the 
concept of tokens and their interactions with nodes is 
introduced to describe the semantics of BPMN [3]. In 
contrast to [3], we model BPMN messages using tokens, 
which simplifies the semantics of Message Flows.  

A marking is a pair S = (Dflows, Dnodes), where: Dflows is a 
distribution of tokens on flows of the given diagram, and 
Dnodes is a distribution of symbols {neutral, activated, 1, 2, 

…} on the nodes of the given diagram. The symbol of the 
given node N in Dnodes is the internal state of N. In the Initial 
Marking, the Start Events are in the activated state, all other 
nodes are in neutral, and all Dflows have 0 tokens. The End 

Events play the role of sinks for tokens. 

The lifecycle of a BPMN element, is just an automaton: 
the loop of transitions between the states neutral, activated, 

1, 2,…, and back to neutral. If there exists a Boundary Link, 
then a transition from every state to neutral is triggered by 
an Interrupting Boundary Intermediate Event.  

In order to formalize BPMN execution semantics in a 
concise way, the authors propose to split the dynamics of a 
BPMN element into 3 phases: activation, execution pattern 
and completion. Activation and completion are atomic 
transitions fired at the beginning and at the ending of BPMN 
element execution, respectively. Execution pattern in turn is 
a sub-automaton which simulates the stateful execution 
semantics of a given BPMN element. 

Activation can be fired only if the required number of 
tokens were put on the incoming Sequence Flows or 
Boundary Links of a given BPMN element, and the node has 
been the neutral state. During activation of the BPMN 
element, two things happen atomically: the number of tokens 
from its incoming flows that triggered the activation is 
consumed (i.e. the tokens disappear) and the element’s 
changes its state to activated.  

Activation it is followed by the execution pattern which 
simulates arbitrary stateful interactions that the BPMN 
element may be subject to. Execution pattern is required to 
mark its ending with a completion transition to the neutral 
state of the BPMN element. This article focuses primary on 
BPMN elements that follow an execution pattern involving: 
empty automata, handling of Message Flows in Activities 

(i.e. inter-process communication) and handling of 
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Boundary Events in Activities (i.e. exception handling) 
which will be discussed later in this subsection. 

Completion finalizes the execution of a BPMN element. 
Analogously to activation, the following two things happen 
atomically at the same time during it: a specified number of 
tokens is emitted along a subset of its outgoing Sequence 
Flows and the element changes its state back to neutral. 

1. Activation patterns 

We interpret the behavior of BPMN diagram as a token 
game: the tokens on arrows incoming to an element 
represent preconditions, and the tokens on arrows outgoing 
from an element represent postconditions. Each BPMN 
element follows either of the two activation patterns: XOR 
or AND. If a BPMN element follows the XOR activation 

pattern, a token on any of its incoming Sequence 

Flows or Boundary Links will enable activation of the 
element. In case of the AND activation pattern, a token will 
be put on each of its incoming Sequence Flows to enable its 
activation. If the number of tokens on any incoming 
Sequence Flow exceeds the number of tokens required for its 
activation, only the required number of tokens is consumed. 

2. Execution patterns 

Empty execution pattern. This pattern represents the 
trivial case when the element does not involve a complex 
stateful synchronization logic. That includes elements such 
as Parallel and Exclusive Gateways (control flow elements) 
as well as normalized Activities that do not have incident 
Message Flows or incident Interrupting Boundary 

Intermediate Events. 
Handling of Message Flows. We define handling of 

Message Flows of a given BPMN element E as sequential 
generation of tokens on the outgoing Message Flows, and 
consumption of tokens from the incoming Message Flows 
incident to E, provided that the element was activated. The 
Message Flows are processed sequentially, in a left-to-right 
and then upper-to-lower order implied by graphical 
representation of the BPMN diagram. If the given incoming 
Message Flow does not contain a token, the message 
exchange will be blocked until such a token appears on it. 
Each numeric internal state (1, 2, …) denotes how many 
Message Flows have been processed by the Activity. 

Handling of Boundary Events (Exception handling). By 

exception handling, we mean the ability of BPMN Activities 
with Boundary Events to change their state to neutral at any 
point of their execution and generate a token on their 
incident Boundary Link. This definition effectively treats 
Boundary Events as interrupting exceptions.  

3. Completion patterns 

Analogously to nodes activation, each BPMN element 
follows either of the two completion patterns: XOR and 
AND. If a BPMN element follows the XOR completion 

pattern, a token will be generated along exactly one arbitrary 
outgoing Sequence Flows. If the BPMN element follows the 
AND activation pattern, a token will be generated on each of 
its outgoing Sequence Flows. 

4. Final remarks on execution semantics 

The activation and completion patterns for individual 
BPMN elements are: Parallel Gateway (AND, AND), 
Exclusive Gateway (XOR, XOR), Activity (XOR, AND), 
Event (XOR, AND).  

Additionally, we assume throughout this article that 
BPMN uses interleaving semantics. It means that if many 
transformations are enabled in the diagram, one of them is 
executed, chosen in a non-deterministic manner. Choosing 
other semantics is also possible, but interleaving matches the 
semantics of IMDS used for verification. As shown in [34], 
every coincidence-based system can be transformed into an 
interleaved system. 

The concepts of reachability, initial marking, reachable 
markings, and marking space are introduced to complement 
the semantics of BPMN. 

Consider marking A. Reachable markings are all 
markings that can be reached from A by executing a 
sequence of transformations (nodes activation, message 
exchange, nodes completion, Boundary Event handling). The 
initial marking sets all Start Events to the activated state and 
all others to the neutral. 

The transformation of a BPMN diagram include: 

1. Node completion changes the state of the node to 
neutral and inserts tokens to the output Sequence Flows 
following the appropriate Completion Pattern. 

2. Node activation removes the tokens from input 
Sequence Flows following the appropriate Activation 

Pattern and changes the state of the node from 
activated to the next state according to its Execution 

Pattern. 
3. Message sending changes the state of the node to the 

next state and inserts a token to the Message Flow. 
4. Message receiving removes the token from the Message 

Flow and changes the node state to the next state. 
5. Executing a Boundary Link resets the state of the node 

to neutral and inserts a token into the Sequence Flow 
incident to the link. 

The initial marking of the diagram is implied by its 
structure. Namely, all nodes with no incoming Sequence 

Flows that are not Boundary Events are initially in the 
activated state, i.e., they contain tokens. 

The marking space of the BPMN diagram is the graph G 
= (S0, S, R), where S0 is initial marking (position of tokens 
and internal states of nodes), S is a set of all reachable 
markings and R is a transformation relation moving the 
tokens and changing states of the nodes. 

To sum up, vertices of marking space are markings of the 
given BPMN diagram, that are reachable from its initial 
marking. Initially, the tokens are present in all Sequence 

Flows outgoing from Start Events, as they are activated. 
Every transformation moves activation to the output of the 
Sequence Flows. Some transformations are executed with 
non-deterministic choices, like Exclusive Gateways and 
Activities with Boundary Events. If |inmes(n)|+|outmes(n)|>0, 
the enabled transformations contain sending and receiving 

68 COMMUNICATION PAPERS OF THE FEDCSIS. WARSAW, POLAND, 2023



 
 

 

messages. Also, Parallel Gateways move the tokens to all 
their outgoing Sequence Flows atomically. All those rules 
are adopted in target IMDS models in a slightly different, 
but equivalent way. The difference lies in breaking atomicity 
with interleaving; see next section. The formal semantics of 
BPMN marking space is given by translation rules to IMDS 
system. 

Apart from the braking atomicity of BPMN, the marking 
space of the BPMN diagram and the LTS of its translation to 
IMDS are the same. So both descriptions share the same 
semantics. 

IV. TRANSLATION OF BPMN INTO IMDS 

A. Normalization 

This is a preliminary step for translation to IMDS. 
Normalization strips the diagram of ambiguity: 

 appending Start Events to all elements e which are not 
Events and for which |inseq(e)|=0, 

 appending End Events to all elements e for which are not 
Events and for which |outseq(e)|=0, 

 refactoring all BPMN elements that are not Exclusive 

Gateways and Parallel Gateways into semantically 

Table I. 

BPMN TO IMDS TRANSLATION RULES 

Group  Element type Graphical symbol Translation rules 

1 𝑃𝑜𝑜𝑙 𝒮 

 
 

set of agents 𝐴𝒮 ⊆ A,  

server pool(𝒮) = (𝒮, 𝑉𝒮, 𝑄𝒮) , 𝑉𝒮 = {ready} 

initial state (pool(𝒮), ready) 

2 Sequence Flow f   service f ∈ 𝑄𝒮 

3 

Message Flow f between 

Activity A in Pool X  

and Activity B in Pool Y,  

 

 

{𝑎𝑔𝑒𝑛𝑡𝑓𝑗  |𝑗 ∈ {1, … , 𝐾|| ⊆  𝐴 

𝑀f = {𝑚𝑓𝑗|(𝑎𝑔𝑒𝑛𝑡𝑓𝑗 , 𝑓)  ∧ 𝑗 ∈ {1, … , 𝐾|| ⊆ 𝑀𝑖𝑛𝑖𝑡 

service f ∈ 𝑄𝑎𝑛𝑑(𝐴), 
service f ∈ 𝑄𝑎𝑛𝑑(𝐵), 

set agents(f) = 

initial messages for agents in agents(f): 

4 
Start Event ℰ, 

 

agent 𝑎ℰ ∈ agents(𝒮), 

initial message (𝑎ℰ , 𝑝𝑜𝑜𝑙(𝒮), 𝑓) ∈ Minit 

5 

End Event ℰ,  
 

{(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑓), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)| 

action  

→ {−, (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)| 

(agent-terminating action) 

6 Nodes with 1 incoming & 

1 outgoing Sequence Flows, 

no incident Message Flows,  

{(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑓1), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)| 

action  

→ {(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑓2), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)|  

7 
XOR activation /  

XOR execution,  

(nondeterministic choice) 
 

{(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑖𝑛𝑖), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)| → {(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑜𝑢𝑡𝑗), 𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)} 𝑖 ∈ {1, … , 𝑛|, 𝑗 ∈ {1, … , 𝑚| 

set of actions: 

8 
Interrupting Boundary 

Intermediate Event ℰ bound to 

Activity 𝒯, 

 
 

{(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑖𝑛), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)| 

{(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑖𝑛), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)| → {(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), 𝑜𝑢𝑡), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)| 

2 actions in 𝑃𝑜𝑜𝑙 (𝒮):  
→ {(𝑎𝑔𝑒𝑛𝑡𝑠(𝒮), 𝑝𝑜𝑜𝑙(𝒮), ), (𝑝𝑜𝑜𝑙(𝒮), 𝑟𝑒𝑎𝑑𝑦)|, 

9a 

AND activation /  

AND execution, 

 Tuple 

 

 ) 𝐴𝑁𝐷𝑠𝑒𝑟𝑣𝑒𝑟, 𝑎𝑛𝑑𝐴𝑐𝑡𝑖𝑜𝑛𝑠,𝑝𝑜𝑜𝑙𝐴𝑐𝑡𝑖𝑜𝑛𝑠, 𝑎𝑔𝑒𝑛𝑡𝑠, 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠* 

= createAND(n, 𝒮, 𝐾) 

9b 

Activity with incident Message 

Flows and optional Interrupting 

Boundary Intermediate Event, 
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equivalent constructs in which |outseq(e)|=1 and 

|inseq(e)|=1. 

The first two rules follow directly from the BPMN 
specification of nodes that do not have incoming or 
outgoing Sequence Flows [3]. The third rule guarantees that 
elements that follow mixed XOR activation and AND 
completion semantics are transformed into equivalent groups 
of elements, following either XOR activation and XOR 
completion semantics or AND activation and AND 
completion semantics. 

B. Translation of normalized graph into IMDS 

The model is formally the tuple (S, A, Minit, Rinit, F), The 
actions have the form ((agent, server, service), (server, 

state))/((agent, other server, other service), (server, next 

state)). The proposed BPMN-to-IMDS translation reflects 
the behavior of BPMN elements. Server states mimic the 
BPMN internal states while agent messages are tokens. 
Node activation, execution and completion are all mimicked 
by IMDS actions.  

Elements of a BPMN diagram can be divided into ten 
groups with respect to the way that they are mapped into 
IMDS, as described in Table 1. 

For Group (9) the authors propose a special procedure of 
translation called createAND(n, 𝒫, K), transforming the 
given BPMN element e that is contained within a Pool 𝒮 
into a tuple (ANDserver, andActions, poolActions, agents, 

initialMessages) consisting of: a new ANDserver, its set of 
andActions, a set of poolActions in the corresponding Pool 𝒮, new agents in agents(𝒮), that become agents of the Pool 𝒮, and initialMessages of the new agents. The new server 
mimics the atomic consumption and generation of multiple 
tokens, and to mimic consumption and generation of tokens. 
As proved in [34], coincident actions are equivalent to 
interleaved actions at the cost of adding new states between 
them. 

Because IMDS agents cannot be created dynamically, 
they must be preallocated during the translation of BPMN 
into IMDS. Let us introduce a constant K to define how 
many agents are preallocated on each Message Flow or 
group (9) and used in the function, described in detail in 
[35]. 

C. Limitations of the proposed translation 

The proposed translation method has some major issues 
which should be taken into account. The first is that IMDS 
agents cannot be created dynamically. In order to simulate 
the dynamic creation of tokens, the concept of preallocation 

of agents is introduced. The translation method cannot work 
for diagrams whose execution may generate infinitely many 
tokens (for example in a loop containing a Parallel 

Gateway). We refer to such diagrams as unbounded. The 
translation method proposed in this article can preallocate 
more IMDS agents than are needed. This is because the 
translation parameter, K, can be arbitrarily large. If K is 
allowed to be infinite, then the resulting IMDS system 
would not be static.  

If the translation method is parametrized using K = 1, 
then only a single agent will be created for the Sequence 

Flow f. First execution of the Parallel Gateway G is 
correctly simulated by the translated IMDS model. The 
problem arises when the gateway is executed for the second 
time. In this case, there is no agent whose message can 
mimic the behavior of the token generated for the second 
time on the Sequence Flow f. Using parametrization K=2 

solves the problem, because there is a second preallocated 
agent, whose messages simulate the second execution. Thus, 
K has to be chosen carefully. It stems from the nature of 
IMDS. The choice of K value belong to the designer, it 
depends on how many token can come to a node “splitting” 
the behavior. 

In the future, we plan to extend the plan to enrich IMDS 
to cover dynamic process creation, which will substitute 
agent preallocation. 

The second major problem with the proposed translation 
method concerns BPMN elements with non-local semantics, 
like Inclusive Gateways. They were excluded from the 
proposed syntax, because the authors could not propose 
correct execution semantics for such elements. Thus, they 
are also not considered in the translation method. We don't 
plan to support this feature as non-local behavior is 
incompatible with distributed system. 

V. EXAMPLES 

A.  AND activation and AND execution pattern 

Here we use the graphical view of IMDS [26]. The 
example in Fig. 2 contains a Pool P, Start Event E1, two End 

Events E2 and E3, Parallel Gateway G, and three Sequence 

Flows: s1, s2, s3. Those flows names are included in both 
Pool server and AND server definitions. We add the suffix P 

to Pool server services and G to AND server services, to 
differentiate between the two servers' services. Red dashed 
arrows show the transfers of agents between the servers, the 
arrows point to the states expected by the agents to perform 
their next actions. 

Let K = 2 be the parametrization used in the translation. It 
can be the result of receiving more than one token acquired 
from the subdiagram represented by E1 (for example tokens 
produced by a Parallel Gateway). The translation results in 
the following IMDS system: 
1. (S, A, Minit, Rinit, F) = (  

2. S = {(pool(P), {ready}, {s1P, s2P, s3P}), 

(and(G), {0,1,2}, {s1G, s2G, s3G})},  

3. A = {as1 , as31 , as32 },  

4. Minit = {(pool(P), ready), (and(G), 0)},  

5. Rinit = {(pool(P), as1 , s1P), (and(G), as31 , 
s3G), (and(G), as32 , s3G)},  

6. F = { 

7. ((agents(P),pool(P),s1P),(pool(P),ready))→((age
nts(P),and(G),s1G),(pool(P),ready)),  

8. ((agents(P),and(G),s1G), (and(G),0)) → 
((agents(P),and(G),s2G),(and(G),1)),  

9. ((agents(P),and(G),s3G), (and(G),1)) → 
((agents(P),pool(P),s3P), (and(G),2)),  
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10. ((agents(P),and(G),s2G), (and(G),2)) → 
((agents(P),pool(P),s2P), (and(G),0)),  

11. ((agents(P),pool(P),s2P), (pool(P),ready)) → 
((pool(P),ready)),  

12. ((agents(P),pool(P),s3P), (pool(P),ready)) → 
((pool(P),ready))})  

Individual actions are responsible for: Action 7. starts the 
operation of the AND server by transferring the agent  𝑎𝑠1 
from the Pool server to AND server. Action 8. Transfers the 
incoming agent to the outgoing Sequence Flow 𝑠2. Action 9. 
activates the preallocated agent 𝑎𝑠31 , (or 𝑎𝑠32 ), transfers it to 
the Pool server, and changes the AND server state to 2. 
Action 10. finishes counting the flows, transfers agent 𝑎𝑠1 to 
the Pool server, and changes the state of AND server to 0. 
Actions 11. and 12. terminate both agents as they are 
simulating behavior of the two End Events. 

Note that action 9. can be executed by both agents 𝑎𝑠31  and 𝑎𝑠32 . However, any of those actions changes the state 
of AND server to 2, prohibiting the other agent to execute its 
action. As a result, only one on the agents executes its action 
when the gate G is activated. Actions 7.-10. are created by 
the createAND procedure. 

B. partial deadlock 

Fig. 3 presents an example of a BPMN diagram that 
contains a partial deadlock. It consists of two Pools: X and Y. 
Pool X consists of one Start Event, one  End Event, two 
Exclusive Gateways, and two Activities, one of which is 

connected through a Message Flow to the other Pool. Pool Y 
consists of one Start Event, one End Event, two Parallel 

Gateways connected in a fork manner, and two Activities, 
one of which is connected to an Exclusive Gateway, 

Message Flow, and a Interrupting Boundary Intermediate 

Event of type Timer.  
This BPMN diagram falls into partial deadlock if Pool X 

follows this execution path: f1, f2, f4, f6. In this case, Activity 

R in Pool Y will keep throwing timeout exceptions because 
the Message Flow M will not be fired. The proposed 
translation of BPMN diagrams into IMDS lets the designer 
keep track of such partial deadlocks using the Dedan tool, 
and backward way to bpmn2imds tool for observing the 
deadlock is source diagram. The agent in Pool X is not 
deadlocked since it terminates. The agent of M is technically 
deadlocked (its starting message will never cause an action), 
but we do not treat such situation as a real deadlock 
(however, the designer can draw some conclusions from this 
fact). One of the agents in Pool Y – ag1 is looping (g4, g5, g4, 
g5, …); it does not deadlock but the question of its 
termination gives false. The question of possible termination 
gives true with the witness of the agent X following f1, f3, f5, 
f6, the “upper” agent Y – ag1 following g1, g2, g4, g6, g8, the 
“lower” agent Y - aP1g3 following g3, g7, and the agent aM 
following Message Flow M. 

Let K = 1 be the parametrization used in the translation. 
The translation results in the following IMDS system; we 
omit the upper index in the services of P and Q Activities; 
we add the X, Y, Q and R, P1 and P2 suffixes to IMDS 
services for readability. 

Let K = 1 be the parametrization used in the translation. 
The translation results in the following IMDS system; we 
omit the upper index in the services of P and Q Activities; 
we add the X, Y, Q and R, P1 and P2 suffixes to IMDS 
services for readability: 
1. (S, A, Minit, Rinit, F) = ( 

2. S = { 

3. (pool(X), {ready}, {f1, f2, f3, f4, f5, f6}), 

4. (pool(Y), {ready}, {g1, g2, g3, g4, g5, g6, g7, 

g8}), 

5. (and(P1), {0, 1, 2}, {g1, g2, g3}), 

6. (and(P2), {0, 1, 2}, {g6, g7, g8}), 

7. (and(R), {0, 1, 2}, {g4, M, g6}), 

8. (and(Q), {0, 1, 2}, {f3, M, f5})}, 

9. A = {af1, ag1, aM, aP1g3}, 

10. Minit = {(pool(X), ready), (pool(Y), ready), 
(and(Q), 0), (and(R), 0), (and(P1), 0), 

(and(P2), 0)}, 

11. Rinit = {(pool(X), af1, f1), (pool(Y), ag1, g1), 
(and(Q), aM, M),(and(P1), aP1g3, g3)}, 

12. F = { 
13. ((agents(X),pool(X),f1), 

(pool(X),ready))→((agents(X),pool(X),f2), 
(pool(X),ready)), 

14. ((agents(X),pool(X),f1), 
(pool(X),ready))→((agents(X),pool(X),f3), 
(pool(X),ready)), 

15. ((agents(X),pool(X),f2), 
(pool(X),ready))→((agents(X),pool(X),f4), 
(pool(X),ready)), 

b) 

a) 

P,ready 

(as1,P,s1P)/(as1,G,s1G) 

  
(as2,P,s2P)/- 

  

(a
1

s3,P,s3P)/- 
  

G,0 

G,1 

G,2 

(as1,G,s1G)/(as1,G,s2G)  

  

(a
1

s3,G,s3G)/(a
1

s3,P,s3P) 
  

(as1,G,s2G)/(as1,P,s2P) 
  

(a
2

s3,G,s3G)/(a
2

s3,P,s3P) 
  

Fig. 2. a) Exclusive Gateway b) its translation to the IMDS automaton 
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16. ((agents(X),pool(X),f3), 
(pool(X),ready))→((agents(X),and(Q),f3), 
(pool(X),ready)), 

17. ((agents(X),pool(X),f4), 
(pool(X),ready))→((agents(X),pool(X),f6), 
(pool(X),ready)), 

18. ((agents(X),pool(X),f6), 
(pool(X),ready))→((pool(X),ready)), 

19. ((agents(X),and(Q),f3), (and(Q),0)) → 
((agents(X),and(Q),f5), (and(Q),1)), 

20. ((agents(M),and(Q),M), (and(Q),1)) → 
((agents(M),and(R),M), (and(Q),2)), 

21. ((agents(X),and(Q),f5), (and(Q),2)) → 
((agents(X),pool(X),f5), (and(Q),0)), 

22. ((agents(Y),pool(Y),g1), 

(pool(Y),ready))→((agents(Y),and(P1),g1), 
(pool(Y),ready)), 

23. ((agents(Y),and(P1),g1), (and(P1),0)) → 
((agents(Y),and(P1),g2), (and(P1),1)), 

24. ((agents(Y),and(P1),g2), (and(P1),1)) → 
((agents(Y),pool(Y),g2), (and(P1),2)), 

25. ((agents(Y),and(P1),g3), (and(P1),2)) → 
((agents(Y),pool(Y),g3), (and(P1),0)), 

26. ((agents(Y),pool(Y),g2), 
(pool(Y),ready))→((agents(Y),pool(Y),g4), 
(pool(Y),ready)), 

27. ((agents(Y),pool(Y),g5), 
(pool(Y),ready))→((agents(Y),pool(Y),g4), 
(pool(Y),ready)), 

28. ((agents(Y),pool(Y),g4), 
(pool(Y),ready))→((agents(Y),and(R),g4), 
(pool(Y),ready)), 

29. ((agents(Y),pool(Y),g3), 
(pool(Y),ready))→((agents(Y),pool(Y),g7), 
(pool(Y),ready)), 

30. ((agents(Y),and(R),g4), (and(Q),0)) → 
((agents(Y),and(R),g6), (and (Q),1)), 

31. ((agents(M),and(R),M), (and(Q),1)) → ((and 
(Q),2)), 

32. ((agents(Y),and(R),g6), (and(Q),2)) → 
((agents(Y),pool(Y),g6), (and (Q),0)), 

33. ((agents(Y),pool(Y),g6), 
(pool(Y),ready))→((agents(Y),and(P2),g6), 
(pool(Y),ready)), 
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34. ((agents(Y),pool(Y),g7), 
(pool(Y),ready))→((agents(Y),and(P2),g7), 
(pool(Y),ready)), 

35. ((agents(Y),and(P2),g6), (and(P1),0)) → 
((agents(Y),and(P2),g8), (and(P1),1)), 

36. ((agents(Y),and(P2),g7), (and(P1),1)) → 
((and(P1),2)), 

37. ((agents(Y),and(P2),g8), (and(P1),2)) → 
((agents(Y),pool(Y),g8), (and(P1),0)), 

38. ((agents(Y),pool(Y),g8), (pool(Y),ready)) → 
((pool(Y),ready))}) 

Another example of a partial deadlock can concern the 
communication itself, when two Activities try to accept 
messages from each other. We would like to supplement the 
examples with more real-life ones, but text size constraints 
do not allow it.  

VI. CONCLUSION AND FUTURE WORK  

The main goal of this article is to propose a translation of 
Business Process Collaboration and Process Diagrams into 
the IMDS, and verification of BPMN diagrams for 
deadlocks and termination. In order to achieve this, 
normalization of BPMN and translation of Process and 
Collaboration Diagrams into IMDS specifications was 
introduced. We identify partial (and total) deadlocks and 
check distributed termination. In IMDS, such checking is 
possible thanks to the preservation of information about 
component processes in the configuration space, and the 
development of temporal formulas independent of the 
structure of the analyzed system, and thus not requiring the 
designer to know temporal logic [6][7]. Compared to other 
tools, such as [9] and [13], our tool enables the visualization 
of diagrams and animation of their dynamics (not possible in 
[36]). Fig. 4 shows the example of deadlock animation. The 
designer is not limited to automatic verification of 
deadlocks/termination. The model can be automatically 
converted to the Uppaal tool [37], where arbitrary temporal 

questions can be asked, even with real-time constraints. 
However, reverse engineering of highlighting erroneous 
situations is impossible in such cases. Nevertheless, the 
simulation of a counterexample over the source BPMN 
diagram is preserved. 

It should be noted that the complexity of every stage of 
work: conversion BPMNIMDS, partial/total deadlock 
checking [38] and conversion IMDSUppaal are performed 
in linear time to size of a system (number of nodes and 
transitions). The example system of nearly 1 million 
configurations was checked in about an hour.F 

What is rare in BPMN diagrams verification, we 
introduce Boundary Links, in order to formalize Interrupting 

Boundary Intermediate Event handling. The proposed 
semantics is characterized by locality – that is, the semantics 
of each of those elements depends only on other elements to 
which they are directly connected. During translation, the 
given BPMN diagrams are refactored into another 
semantically equivalent diagram to achieve consistency of 
activation and execution semantics.  

One of the limitations of the proposed method is that it 
cannot handle diagrams that are unbounded, because it stems 
from the nature of finite state model checking. Another 
limitation is not considering BPMN elements with non-local 
semantics. Additionally, the need to use preallocated agents 
slows down the process of its analysis. Some elements are 
not covered by our translation, particularly Event-based 

Gateways and Inclusive Gateways. Event-based Gateways as 
they cannot be as easily translated into a model checking 
formalism. They need the creation of a set of agents of a 
purely technical nature to reset the gateway if an 
Interrupting Boundary Intermediate Event is bound to it. 
Inclusive Gateways have non-local semantics 

We support the verification process with automatizing the 
verification process and giving run visualization and 
counterexample simulation properties (screenshots would 
take too much space, they can be found in [35]). 

A possible improvement to the proposed translation 
method is to use preallocated agents for the entire diagram 
rather than for individual elements. This problem could be 
solved generally by introducing dynamic agent creation or 
agent reusability.  

It may seem a controversial way of ordering messages 
sent and received by an Activity in the syntactic order of 
their appearance on the edge of the symbol. Other 
communication semantics can be envisioned. For example, 
first sending all outgoing messages and then waiting for all 
incoming. Alternatively, any order of sending and waiting 
for incoming messages. with the cost of exponential number 
of states in implementing server. 
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Abstract—Erdös and Faudree stated that it is an interesting
problem to determine all the graph pairs which are Ramsey-
full. For even cycles, they only showed that the pair (C4, C4) is
Ramsey-full. It turns out that this statement cannot be applied
to longer even cycles. Wu, Sun and Radziszowski obtained that
the pair (Cn, C4) for n > 4 is not Ramsey-full. In this article we
will show that the pairs (Cn, C6) for different values of n are
also not Ramsey-full.

We will also determine the values of some star-critical Ramsey
numbers, in particular r∗(C6, C6) = 6 and r∗(C7, C6) = 7.
In addition, we also show other values and bounds for star-
critical Ramsey numbers for two cycles, one of which is an even
cycle. These results are the beginning of the star-critical Ramsey
number problem for even cycles of length 6 or more, and may
help in obtaining further properties of this type.

I. INTRODUCTION

THE theorem, later called Ramsey’s theorem, was proved
by Ramsey and published shortly after his death in

1930. Informally written, this theorem proves that “complete
disorder is impossible”. In other words, any sufficiently large
structure contains a substructure with the desired property.
One of the popular ways looking at Ramsey’s theory is in the
context of graph theory, and more specifically edge coloring of
graphs. To put it quite simply, we want to answer the following
question: If we have a complete graph Kn on n vertices where
every edge is arbitrarily colored either blue or red, what is the
smallest value of n that guarantees the existence of either a
subgraph G1 which is red, or a subgraph G2 which is blue?
This smallest search n is called a 2-color Ramsey number
R(G1, G2). Initially, only the case when subgraphs G1 and G2

are complete subgraphs was considered. Therefore, Ramsey
numbers for subgraphs other than complete and those defined
analogously for more subgraphs and colors became popular
very quickly. Currently, many classes of graphs are considered,
such as paths, stars or cycles considered in this article.

From the informal definition of Ramsey numbers presented
above, it follows that there is a critical graph, i.e. an edge
coloring of a complete graph of order n− 1, which does not
contain a red copy of G1 or a blue copy of G2. Therefore,
each 2-edge coloring of Kn contains either red G1 or blue
G2, and there is a coloring of Kn−1 without red G1 or blue
G2. These facts lead us to an interesting question. For known
Ramsey numbers, R(G1, G2) = n, and a 2-coloring of the
graph Kn−1 + v, if we add colored edges individually from
a new vertex v to vertices of Kn−1, then at what point must

the graph have a red G1 or a blue G2? Alternatively, what
is the largest star that can be removed from Kn so that the
underlying graph is still forced to have either a red G1 or a
blue G2? To study this, Hook and Isaak [6] introduced the
definition of the star-critical Ramsey number r∗(G1, G2).

Numerous other varieties of non-classical Ramsey numbers
have been defined. For example: bipartite, planar, on-line,
induced, local, diagonal, geometric, rainbow, linear and star-
critical that are considered in this work. Many interesting
applications of Ramsey theory arose in the field of mathe-
matics and computer science, these include results in number
theory, algebra, geometry, topology, set theory, logic, infor-
mation theory and theoretical computer science. The theory
is especially useful in building and analyzing communication
nets of various types. Ramsey theory has been applied by Fred-
erickson and Lynch to a problem in distributed computations
[5], and by Snir [12] to search sorted tables in different parallel
computation models. The reader will find more applications in
Rosta’s summary titled “Ramsey Theory Applications” [11].

II. DEFINITIONS AND KNOWN RESULTS

In this paper we consider only finite and simple graphs.
Let G = (V (G), E(G)). The deletion of edges of a copy of a
subgraph H from G will be denoted as G−H and the deletion
of an edge e from G will be denoted as G−e. Let Kn denote
a complete graph on n vertices and Km,n a complete bipartite
graph on m+ n vertices. Denote by Cn a cycle of order n.

Definition 1. The circumference c(G) of a graph G is the
length of its longest cycle.

Definition 2. The girth g(G) of a graph G is the length of its
shortest cycle.

Definition 3. A graph is called weakly pancyclic if it contains
cycles of every length between the girth and the circumference.

The following terminology, definitions and some descrip-
tions are taken from [16].

Definition 4. Given two graphs G1 and G2, we say that a
graph G arrows the pair (G1, G2), denoted by G → (G1, G2),
if in any red/blue coloring of the edges of G, there is a red
copy of G1 or a blue copy of G2.

For two given graphs G1 and G2, the most extensively in-
vestigated concept within Ramsey theory is the graph Ramsey
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number R(G1, G2), which is the smallest integer r such that,
for any graph G of order r, either G contains G1 as a subgraph
or G contains G2 as a subgraph, where G is the complement of
G. For simplicity, we now restate this definition of R(G1, G2)
in the language of arrowing.

Definition 5. r = R(G1, G2) = min{n|Kn → (G1, G2)}.
Let r denote the Ramsey number R(G1, G2) throughout the

paper. A dynamic survey on Ramsey numbers can be found
in [10].

Since Kr → (G1, G2), but Kr−1 ↛ (G1, G2), a natural
problem is to consider G such that Kr−1 ⊆ G ⊆ Kr and
G → (G1, G2). To study this, Hook and Isaak [6] introduced
the definition of the star-critical Ramsey number r∗(G1, G2).

Definition 6 ([6]). r∗(G1, G2) = min{k|Kr−1 ⊔ K1,k →
(G1, G2)}.

The values of many star-critical Ramsey numbers have been
determined. We will only recall the results for two cycles. In
[16], Zhang, Broersma and Chen showed the following results.

Theorem 7 ([16]). r∗(Cn, Cm) ≥ m
2 + 3 for even m ≥ 4,

odd n ≥ 3m
2 , and for even m ≥ 4, even n ≥ m, n ≥ 6.

Theorem 8 ([16]). For m odd, n ≥ m ≥ 3 and (m,n) ̸=
(3, 3), r∗(Cn, Cm) = n+ 1.

Wu, Sun and Radziszowski [14] obtained that r∗(Cn, C4) =
5 for n ≥ 4. This result indicates that star-critical Ram-
sey number can be constant and much smaller than the
corresponding classical Ramsey number. A fairly extensive
and interesting summary of the all known results for star-
critical Ramsey numbers can be found in the article [9].
One of the open problems appearing in various articles is
the determination of the values of the numbers r∗(Cn, Cm)
for even m and n ≥ m ≥ 6. In this article, we focus on
cycle C6 and present a number of new values and bounds. In
particular, we determine the following results: r∗(C6, C6) = 6
and r∗(C7, C6) = 7.

In the context of G → (G1, G2) and star-critical Ramsey
numbers, some other definition was introduced.

Definition 9 ([16]). A pair of graphs (G1, G2) is called
Ramsey-full if Kr → (G1, G2), but Kr − e ↛ (G1, G2).

Erdös and Faudree [3] stated that it is an interesting problem
to determine all the graph pairs which are Ramsey-full. All the
known graph pairs which are Ramsey-full are summarized in
[16]. In the case of two cycles, we know that the pair (C4, C4)
is Ramsey-full [3]. Wu, Sun and Radziszowski [14] obtained
that the pair (Cn, C4) for n > 4 is not Ramsey-full. The
same is true for larger even cycles, as evidenced by the results
obtained in this article for star-critical Ramsey numbers. In
this article we will show that the pairs (Cn, C6) for different
values of n are also not Ramsey-full.

III. PRELIMINARY RESULTS

The following notation and terminology comes from [2].

For positive integers a and b we define r(a, b) as

r(a, b) = a− b⌊a
b
⌋ = a mod b.

For integers n ≥ k ≥ 3, we define w(n, k) as

w(n, k) =
1

2
(n− 1)k − 1

2
r(k − r − 1),

where r = r(n− 1, k − 1).
Woodall’s theorem [13] can then be written as follows.

Theorem 10 ([2]). Let G be a graph on n vertices and m
edges with m ≥ n and c(G) = k. Then

m ≤ w(n, k)

and this result is the best possible.

Lemma 11 ([1]). Every nonbipartite graph G of order n with
|E(G)| > (n− 1)2/4+ 1 is weakly pancyclic with g(G) = 3.

For a graph G, define the Turán number ex(n,G) to be the
largest integer m such that there exists a graph on n vertices
with m edges that does not contain G as a subgraph. In other
words, if H has n vertices and more than ex(n,G) edges,
then H must contain G as a subgraph. A graph on n vertices
is said to be extremal with respect to G if it does not contain
a subgraph isomorphic to G and has exactly ex(n,G) edges.

It is easy to see that for odd cycles, the Turán number
ex(n,C2t+1) = ⌊n2

4 ⌋ for n > 4t − 1, since no bipartite
graph contains an odd cycle. For smaller values of n, we
also know the value of ex(n,C2t+1). Write n in the form
n = (s−1)(2t−1)+ r where s ≥ 1, 2 ≤ r ≤ 2t are integers.
Then we have the following property.

Theorem 12 ([4]). For any n ≥ 1 and 2t+ 1 ≥ 5,

ex(n,C2t+1) = (s−1)

(
2t

2

)
+

(
r

2

)
, for 2t+1 ≤ n ≤ 4t−1.

However, the problem of determining the Turán numbers for
even cycles is still open. In the case of cycle C6, we know all
values of ex(n,C6) for n < 22 and all exstremal graphs with
respect to C6 for these numbers. These results are included in
the paper [15].

We define the bipartite Turán number ex(m,n,H) of a
graph H to be the maximum number of edges in an H-free
bipartite graph with parts of sizes m and n.

Theorem 13 ([8]). Let t be an integer and G = (X,Y ;E)
be a bipartite graph. Suppose |X| = n, |Y | = m, where
n ≥ m ≥ t ≥ m

2 + 1. Then

ex(m,n,C2t) = (t− 1)n+m− t+ 1.
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IV. RESULTS

When n ̸= 4 is even, r = R(Cn, Cn) = 3n
2 − 1 . A new

proof of this classic result was given by Károlyi and Rosta [7].
Erdös and Faudree [3] showed that (C4, C4) is Ramsey-full.
It turns out that this is not the case for longer cycles of even
length.

Theorem 14. Kr−e → (C6, C6), where r = R(C6, C6) = 8.

Proof. Let G be a graph K8 − e with |V (G)| = 8 and
|E(G)| =

(
8
2

)
−1. Let us consider an arbitrary coloring all the

edges of the graph G. For any red/blue edge coloring of G,
let GR (GB) be the graph whose vertex set is V (G) and edge
set consists of all red (blue) edges of G, respectively. Suppose
to the contrary that neither GR nor GB contains a C6. Since
|E(G)| =

(
8
2

)
−1 = 27, then without loss of generality we can

assume that |E(GR)| ≥ ⌈ (
8
2)−1

2 ⌉ = 14. By Lemma 11, GR is
weakly pancyclic with girth 3. On the other hand, w(8, 4) = 13
and by Theorem 10, GR contains a C5 as a subgraph.

Claim 14.1. If GB contains a monochromatic C7, then GR

contains a monochromatic C6.

Proof. Let C = x1x2...x7x1 be a blue C7 in G. Were some 2-
chord of C blue, G would contain a blue C6, a contradiction.
Whence all 2-chords of C are red. In particular, the 2-chords
of C form a red C7 with at most one edge deleted (we consider
K8 − e). First, if we have a red C7, then by pancyclicity of
Gr we immediately have a red C6. Assume we have a red
C7 − e = x1x3x5x7x2x4x6. In order to avoid a red C6, x1x4

and x3x6 are blue. Thus x1x4x5x6x3x2x1 is a blue C6, a
contradiction.

Let C = v1v2v3v4v5v1 be a cycle of length 5 in GR. Let
C∗ = {w1, w2, w3} denote the set of vertices of G not in C.
To avoid a red C6, every vertex C∗ is red incident to at most
two vertices in C.

Claim 14.2. If there are two red edges connecting v ∈ C∗

and C, say wvi and wvj , then we have |i− j| = 2 or 3.

Proof. If the above condition does not hold, then it is easy to
see that G contains a red C6, a contradiction.

Observe that the possible pairs of vertices in C
that can be joined to vertex wi ∈ C∗ are P =
{v1v3, v1v4, v2v4, v2v5, v3v5}. Let Ai = {v ∈ C|vwi ∈ GR}
where i ∈ {1, 2, 3}.

Claim 14.3. Given two integers i, j ∈ {1, 2, 3}, if |Ai| =
|Aj | = 2 and Ai ∩Aj = ∅, then GR contains a red C6.

Proof. Without los of generality, let us assume that the set
D = {w1v1, w1v3, w2v2, w2v4} is the set of red edges
connecting the vertices w1, w2 with the cycle C. Then we
immediately have a red C7 = w1v3v2w2v4v5v1w1 and by
pancyclicity of GR, we have a red C6.

The rest of the proof contains all possible cases of setting the
maximum number of red edges between C and C∗. Therefore,

we want to consider all possible maximal structures of Ai

and show that we always get a monochromatic cycle C6. We
start from the case where all vertices wi are connected by red
edges to the same vertices from cycle C (Claim 14.4). Later
we consider the case where two of Ai have the same structure
and the third one has a different structure (Claim 14.5). Finally,
we show what other cases remain (Claim 14.6) and consider
them (Claims 14.7 and 14.8). Keep in mind that we are dealing
with K8 − e. This means that it may happen that one of the
red edges connecting C and C∗ may not be there.

Claim 14.4. For each i ∈ {1, 2, 3}, let Ai ⊆ {vm, vn} with
vmvn ∈ P . Then GB contains a monochromatic C6.

Proof. Without los of generality, let us assume that Ai ⊆
{v1, v3} for each i ∈ {1, 2, 3}. Consider now the blue bipartite
subgraph F with parts {v2, v4, v5} and {w1, w2, w3}. Then
|E(F )| ≥ 8 (we consider K8 − e) > ex(3, 3, C6) = 7,
according to Theorem 13.

Without loss of generality, consider the case where Ai ⊆
{v1, v3} for i ∈ {1, 2}. Note that in this situation A3 ⊆
{v2, v4} or A3 ⊆ {v1, v4}. The case A3 ⊆ {v2, v5} is the
same as the first variant, and the case A3 ⊆ {v3, v5} is the
same as the second.

Claim 14.5. Let Ai ⊆ {v1, v3} for i ∈ {1, 2} and A3 ⊆
{v2, v4} or A3 ⊆ {v1, v4}. Then G contains a monochromatic
C6.

Proof. 1) Ai ⊆ {v1, v3} for i ∈ {1, 2} and A3 ⊆ {v2, v4}.
Let us consider all blue edges connecting C and C∗

and all possible edges from Ai that form the set
R = {w1v1, w1v3, w2v1, w2v3, w3v2, w3v4}. Consider
the case where one of the edges in R does not exist in
G = K8−e. Note that every edge in R if it is blue, then
it is part of some blue C6 in the bipartite graph [C,C∗].
Taking into account this fact and the thesis of Claim 3,
without loss of generality, we can consider a situation
where there is no edge w3v2. This means that the edges
w1v1, w1v3, w3v4 are colored red, then in order to avoid
red C6, the edges v2v4, v2v5, w1w3 edges are colored
blue. We then get the blue cycle w2v2v4w1w3v5w2.
It remains to consider a situation in which there is no
edge belonging to the rest (without edges from the set
R) of the bipartite graph [C,C∗]. As a result of the
analysis of the structure of the sets Ai, without loss of
generality, we obtain the following 3 cases.

a) There is no edge w1v2 in graph G.
In order to avoid the following blue 6-cycles:
w1v3w3v5w2v4w1, w1v1w3v5w2v4w1, the edges
w1v3, w1v1 must be colored red. Then the edges
v2v4 and v2v5 must be colored blue. Note that
then the edge w1w2 must be blue. Suppose, on
the contrary, that w1w2 is red. In this case, edges
w2v1 and w2v3 must be blue and we get a blue
7-cycle: w3v1(v3)w2v2v4w1v5w3, and by Claim 1
we get a red cycle C6. To avoid the next two blue
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cycles w3v2v4w1w2v5w3 and w3v4v2w2w1v5w3,
edges w3v2 and w3v4 must be colored red. But
then by Claim 3 we have a red cycle C6.

b) There is no edge w1v5 in graph G.
In order to avoid the following blue 6-
cycles: w2v2w1v4w3v5w2, w3v2w1v4w2v5w3,
w1v1w3v5w2v2w1 and w1v3w3v5w2v2v1, the
edges w3v4, w3v2, w1v1 and w1v3 are colored
red. By Claim 3 we immediately obtain a red
cycle of length 6.

c) There is no edge w3v1 in graph G.
In order to avoid the following blue 6-cycles:
w2v2w1v4w3v5w2, w3v2w1v4w2v5w3 and
v2w2v5w3v3w1v2, the edges w1v3, w3v2 and
w3v4 are red. Then the edges v3v5 and w1w3

must be blue and we have the blue 6-cycle:
v3v5w2v4w1w3v3.

2) Ai ⊆ {v1, v3} for i ∈ {1, 2} and A3 ⊆ {v1, v4}.
Consider the blue bipartite subgraph F with parts
{v2, v4, v5} and {w1, w2, w3}. Then |E(F )| ≥ 8 >
ex(3, 3, C6) = 7, according to Theorem 13. This means
that only some edge of subgraph F may be missing in
G. As a result of the analysis of the structure of the blue
6-cycles in F , without loss of generality, we obtain the
following 2 cases.

a) There is no edge w1v4 in graph G
First, let’s note that to avoid the blue cycle C6,
the edges w1v3, w2v3 and w3v4 must be colored
red. Then consider the edges connecting vertex
v1 with vertices from C∗. At least two of them
must be red. Suppose the edge w1v1 is colored
red. Then the edges v2v4, v2v5, w1w2, w1w3 and
w2w3 must be blue. We obtain the following blue
6-cycle: w1v5v2v4w2w3w1. Finally, let us consider
the case when the edge w1v1 is colored blue. This
leads to the fact that both edges w2v1 and w3v1 are
red, while the edges v2v4, v2v5, v3v5 and w2w3

are blue. Hence we have a blue cycle of length 6:
w2v4v2v5v3w3w2.

b) There is no edge w3v2 in graph G
The proof is identical to that of subcase (a).

Let us now summarize the above cases and indicate which
ones still remain to be considered.

Claim 14.6. Without loss of generality, the maximum possible
structures of Ai can be:

1) A1 ⊆ {v1, v3}, A2 ⊆ {v1, v3} and A3 ⊆ {v1, v3}
2) A1 ⊆ {v1, v3}, A2 ⊆ {v1, v3} and A3 ⊆ {v2, v4}
3) A1 ⊆ {v1, v3}, A2 ⊆ {v1, v3} and A3 ⊆ {v1, v4}
4) A1 ⊆ {v1, v3}, A2 ⊆ {v2, v4} and A3 ⊆ {v1, v4}
5) A1 ⊆ {v1, v3}, A2 ⊆ {v2, v4} and A3 ⊆ {v2, v5}

Proof. Cases 1-3 have already been considered above. It
remains to prove that cases 4-5 exhaust the situation when
all sets Ai can be different. For this problem, let us consider
situations where A1 ⊆ {v1, v3} and A2 ⊆ {v2, v4} or

A2 ⊆ {v1, v4}. Note that the case A2 ⊆ {v2, v5} is the same as
the first variant, and the case A2 ⊆ {v3, v5} is the same as the
second. For both variants let us analyze all possible maximal
structures of A3 and notice that all possible structures fall into
cases 2-5.

1) A1 ⊆ {v1, v3} and A2 ⊆ {v2, v4}
a) A3 ⊆ {v1, v3} - Case 2
b) A3 ⊆ {v1, v4} - Case 4
c) A3 ⊆ {v2, v4} - Case 2
d) A3 ⊆ {v2, v5} - Case 5
e) A3 ⊆ {v3, v5} - Case 5

2) A1 ⊆ {v1, v3} and A2 ⊆ {v1, v4}
a) A3 ⊆ {v1, v3} - Case 3
b) A3 ⊆ {v1, v4} - Case 3
c) A3 ⊆ {v2, v4} - Case 4
d) A3 ⊆ {v2, v5} - Case 5
e) A3 ⊆ {v3, v5} - Case 4

Claim 14.7. Let A1 ⊆ {v1, v3}, A2 ⊆ {v2, v4} and A3 ⊆
{v1, v4}. Then G contains a monochromatic C6.

Proof. Consider the blue bipartite subgraph with parts C and
C∗. Note that this subgraph contains the following cycle of
length 6: v2w1v5w2v3w3v2. This means that only some edge
of this cycle may be missing in graph G. We obtain the
following 6 cases.

1) There is no edge w3v2 in graph G
In order to avoid the following blue 6-cycles:
w1v2w2v3w3v5w1, w1v4w2v3w3v5w1, w1v1w2v3 −
w3v5w1, the edges w2v2, w2v4 and w1v1 must be
colored red. Then the edges v1v3, v3v5 and w1w2 must
be colored blue. If the edge w1v3 is blue, we obtain
the following blue cycle: w3v3v1w2w1v5w3. This means
that the edge w1v3 is red. But then, based on Claim 3,
we have a red cycle C6.

2) There is no edge w1v5 in graph G
In a similar way as in the previous case, in order to
avoid the following blue 6-cycles: w1v2w3v3w2v1w1,
w1v2w3v5w2v3w1, w1v4w2v3w3v2w1, the edges w1v1,
w1v3 and w2v4 must be colored red. Then the edges
v2v4, v2v5 and w1w2 must be colored blue. We have
the blue 7-cycle: w1v4v2v5w3v3w2w1, and by Claim 1
we obtain a red cycle C6.

3) There is no edge w1v2 in graph G
As before, to avoid the following blue 6-cycles:
w1v1w2v3w3v5w1, w2v4w1v5w3v3w2, the edges w1v1
and w2v4 must be colored red. If edge w1v3 is colored
red then similarly to case 2 we have the blue 7-cycle:
w1v4v2v5w3v3w2w1, and by Claim 1 we obtain a red
cycle C6. If the edge w2v2 is red, then, as in case 1,
we obtain the following blue cycle: w3v3v1w2w1v5w3.
If both edges w1v3 and w2v2 are blue, we have the blue
6-cycle: w2v2w3v3w1v5w2. This means that these two
edges are red. But then, based on Claim 3, we have a
red 6-cycle.

4) There is no edge w3v3 in graph G
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The proof of this case is analogous to the proof
of previous cases. We start by noting that because
of the cycles w1v4w2v5w3v2w1, w1v1w2v5w3v2w1,
w1v3w2v5w3v2w1, the edges w2v4, w1v1 and w1v3 are
red. The rest of the reasoning is as in the above cases.

5) There is no edge w2v5 in graph G
The proof of this case is almost identical to the proof
of case 3, so we leave it to the reader.

6) There is no edge w2v3 in graph G
Avoiding the corresponding blue cycles of length 6, we
get that the edges w1v1 and w2v4 must be colored red.
Then consider the possible colors of edges w1v3 and
w2v2. If both of these edges are red, then by Lemma
3, we immediately have a red 6-cycle. If both are blue,
we have the following blue cycle: w1v3w3v5w2v2w1.
The situation remains when both of these edges have
different colors. It is similar to the situations considered
in cases 1-3, so we omit it.

Claim 14.8. Let A1 ⊆ {v1, v3}, A2 ⊆ {v2, v4} and A3 ⊆
{v2, v5}. Then G contains a monochromatic C6.

Proof. First, note that the blue bipartite graph with par-
titions C and C∗ contains the following two 6-cycles:
v4w1v5w2v1w3v4 and v3w2v5w1v4w3v3. This means that only
an edge occurring in both of these cycles can be missing in
G. Due to this fact, we are given the following 4 cases to
consider.

1) There is no edge w1v4 in graph G
To avoid the following blue cycles w1v5w2v3w3v1w1

and w1v3w3v1w2v5w1, the edges w1v1 and w1v3
must be colored red. Then the edges v2v5 and
v2v4 are blue. We have the following blue 7-cycle:
w1v2v4w3v1w2v5w1. Taking into account the thesis of
Claim 1, we obtain a red cycle of length 6.

2) There is no edge w3v4 in graph G
Again considering the same cycles as at the beginning
of the proof of case 1, we have that edges w1v1
and w1v3 are red. In order to avoid the blue 6-cycle
v2w3v3w2v5w1v2, the edge w3v2 will also be red.
This forces edges v2v4, v2v5 and w1w3 to be colored
blue. This all leads us to the blue cycle of length 6:
w1w3v1w2v5v2w1.

3) There is no edge w1v5 in graph G
As in the previous two cases, we get that the edges w1v1,
w1v3 and w2v2 are red, while the edges v2v4, v2v5 and
w1w2 are blue. Taking this into account, we immediately
obtain the blue cycle of length 6: w2v5v2v4w3v3w2.

4) There is no edge w2v5 in graph G
In this case we obtain the same red and blue edges
as at the beginning of the proof of case 3. This
time we have the following blue cycle of length 7:
w1v5v2v4w3v3w2w1. From Claim 1 we also have a red
cycle of length 6.

We have already considered all possible cases and in each
of them we have obtained a monochromatic C6, so the proof

of the theorem is complete.

Corollary 15. The pair of graphs (C6, C6) is not Ramsey-full.

Corollary 16.
r∗(C6, C6) = 6.

Proof. We know that R(C6, C6) = 8 [7]. The lower bound
follows easily from Theorem 7 in the special case n = m = 6.
The upper bound follows directly from the conclusion of above
Theorem 14.

Theorem 17. For even m ≥ 6, odd k ≥ 1 and k ≤ m
2 ,

r∗(Cm+k, Cm) ≥ m+ 1.

Proof. Since m+k is odd, then r = R(Cm+k, Cm) = 2m−1
[7]. Let P1, P2 be a partition of V (Kr−1) with |P1| = |P2| =
m − 1. Assign colors to the edges of the Kr−1 as follows:
color the edges of P1 and P2 blue and all the other edges red.
Let p0 be an additional vertex, which is adjacent to P1 with
m − 1 red edges and adjacent to P2 with one blue edge. It
is easy to check that there is neither a red Cm+k nor a blue
Cm.

By Kp1 ∗ Kp2 ∗ ... ∗ Kpi we denote a blockgraph, which
consists of i complete blocks Kp1, ...,Kpi such that exactly
one vertex is contained in any of these complete subgraphs.
Using this notation, for three graphs G, H and I , the graph
G ∗ (H ∗ I) consists of two graphs G and H ∗ I , which have
exactly one common vertex which is contained in G and H .

Theorem 18.
r∗(C7, C6) = 7.

Proof. From [7] we know that R(C7, C6) = 11. In oder
to determine the value of r∗(C7, C6), it is enough to prove
that F = K11 − K1,3 → (C7, C6) because the lower bound
follows from Theorem 17. Let us consider an arbitrary red/blue
coloring all the edges of the graph F . For this coloring of F ,
let FR (FB) be the graph whose vertex set is V (F ) and edge
set consists of all red (blue) edges of F , respectively. Suppose
to the contrary that FR does not contain a C7 and FB does
not contain a C6. The following results are taken from papers
[15] and [4], respectively.

Claim 18.1 ([15]). ex(11, C6) = 23 and there are exactly
three extremal graphs with respect to C6 for this number,
namely K5 ∗K3 ∗K5, K5 ∗ (K3 ∗K5) and K5 ∗ (K5 ∗K3).

Claim 18.2 ([4]). ex(11, C7) = 30 and there are exactly two
extremal graphs with respect to C7 for this number, namely
K6 ∗K6 and K5,6.

Since |E(F )| = 52, then |E(FB)| ≥ 23 or |E(FR)| ≥ 30.
Note that in the complement of each of the extremal graphs
with respect to C6 or C7 for these numbers, we obtain a red
C7 or a blue C6, respectively. We have a contradiction, which
completes the proof of the theorem.

Again, using the results of [15] and [4], we can easily obtain
the following theorem.
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Theorem 19. Kr − e → (Ck, C6), where r = R(Ck, C6) and
k ∈ {17, 19}.

Proof. Based on the works [7], [15] and [4] we have
R(C17, C6) = 19, R(C19, C6) = 21, ex(19, C17) = 126,
ex(19, C6) = 44, ex(21, C19) = 159 and ex(21, C6) =
50. Note that for k ∈ {17, 19} the property ex(r, Ck) +
ex(r, C6) = |E(Kr)| − 1 holds. With a simple analysis the
complements of critical graphs with respect to Ck described
in [15], we have the proof.

For graphs G1, G2 a coloring f is a (G1, G2;n)−coloring
if f is a red/blue edge coloring all the edges of Kn and
f contains neither a red G1 nor a blue G2. A coloring
(G1, G2;n) is said to be critical if n = R(G1, G2)− 1.

Two more results can be obtained by simple computer
methods.

Theorem 20.
r∗(C8, C6) = 6,

r∗(C9, C6) = 7.

Proof. On the website https://users.cecs.anu.edu.au/∼bdm/data
/graphs.html we can find a database of all non-isomorphic
graphs of order up to 11. They can be easily filtered
out, yielding 24 critical colorings (C8, C6; 9) for
r1 = R(C8, C6) = 10 and 26 critical colorings (C9, C6; 10)
for r2 = R(C9, C6) = 11. Then we take all these critical
colorings and consider all possible colorings of type
Kr1−1 ⊔K1,k and Kr2−1 ⊔K1,k for increasing values of k,
starting from k = 1. We are looking for the largest value of
k that there is a coloring without forbidden subgraphs.

Let’s end the article with two interesting questions.

Question 1. Let us note that r∗(C6, C6) = r∗(C8, C6) =
6 and r∗(C7, C6) = r∗(C9, C6) = 7. Will it turn out that
r∗(Cn, C6) = 6 or 7 depending on the parity of n?

Question 2. Do similar relationships hold for even cycles
longer than 6?
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Abstract—There are currently several approaches to managing
longitudinal data in graphs and social networks. All of them in-
fluence the output of algorithms that analyse the data. We present
an overview of limitations, possible solutions and open questions
for different data schemas for temporal data in social networks,
based on a generic RDF-inspired approach that is equivalent to
existing approaches. While restricting the algorithms to a specific
time point or layer does not affect the results, applying these
approaches to a network with multiple time points requires either
adapted algorithms or reinterpretation. Thus, with a generic
definition of temporal networks as one graph, we will answer
the question of how we can analyse longitudinal social networks
with centrality measures. In addition, we present two approaches
to approximate the change in degree and betweenness centrality
measures over time.

I. INTRODUCTION

SOCIAL network analysis (SNA) is an important part of
the social sciences and has been used in both theory and

practice for several decades. It is important to understand
social interactions and networks and how they affect society.
In the last few years, there has been a growing interest
in the use of social networks in the historical sciences. In
religious studies, especially narrative studies and theology,
social networks have recently received considerable attention.

Scholars have always seen SNA as part of the humanities,
and in recent years there has been a rapid increase in the use
of methods from the digital humanities, which includes the
humanities and computer science.

Most works indicate that the described data and source
problems are one of the greatest hurdles [1]. Although some
preliminary work on how missing data influences a network
has been carried out [2], there are still several open questions
regarding the stability of social networks with respect to
missing and additional data. The main question is: Can we
still use the same algorithms, if we know that the data are
incomplete? The need to work with temporal data makes an
answer to this question even more urgent.

The three main research questions of this paper are thus:
• How can we model longitudinal social networks in one

graph in the most generic way possible? (RQ1)
• How can we analyse longitudinal social networks with

centrality measures? (RQ2)

• Can we approximate the change of centrality measures
over time? (RQ3)

These questions cannot be answered without discussing the
data schema for temporal data. Therefore, RQ1 is dedicated
to the efficient storage of temporal data in a social network.
While most entities such as actors and locations have a given
lifetime, organisations or functions may have predecessors and
successors. In other words: When an entity is detached, what
relationships exist, and how can we manage their lifetimes?
How can algorithms track and use these temporal data? RQ2
also contains several sub-questions: If a network G contains
data for different time points t1, ..., tn, can we still apply
analysis methods, e.g. centrality measures or community de-
tection, that were originally developed for a particular time
point? Or do we need to reinterpret the results or adapt the
algorithms? Answering these questions is key to understanding
the algorithmic challenges of temporal data in social network
analysis.

This paper is divided into five sections. After this introduc-
tion, we give an overview of related work and the background
of this research. We focus on historical network analysis
(HNA) because it helps to highlight the challenges and is the
natural habitat for longitudinal networks. Our methodological
approach is described in the third section, where we discuss the
modelling of longitudinal social networks, and their analysis.
The fourth section is dedicated to the experimental results. Our
conclusions are presented in the final section.

II. RELATED WORK

Modeling temporal or longitudinal data in SNA is a well-
known problem [3]. Temporal data lead to complex network
structures and Lemercier stated in 2015: “There is no one
best way for the analysis or even description of such multi-
dimensional data” [4]. There are several modeling challenges,
for example with synchronous and asynchronous events or
relations, see [5]. Several methods have been proposed, for
example, modeling with stream graphs [6], [7], Markov chains
[8], [9], with network snapshots [10], or with a discrete set
of time points that may contain snapshots. Most of these
approaches are equivalent [11]. However, no single graph-
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theoretic definition currently covers all these approaches. This
can be identified as the first gap in research.

Scientists are not only careful about how to model tem-
poral networks, but also how to analyze them: “Traditional
analyses of temporal networks have addressed mostly pairwise
interactions, where links describe dyadic connections among
individuals” [12]- Concetti et al. thus introduced “temporal
hypergraphs” to address this challenge. Other researchers pro-
posed visual analysis [13], pattern search [14], or probabilistic
discrete temporal models [15]. Centrality measures, widely
used in SNA, are also challenging in temporal networks. Some
researchers have proposed definitions of temporal closeness,
betweenness, and eigenvector centrality, see [16], [17], [18].
However, these definitions remain limited to the underlying
graph topology, e.g. Sizemore et al. [18] work with a contact
sequence where nodes remain static. In addition, the natural
extension of centrality to groups and classes [19], [20] is
usually omitted. Other authors propose MLI based on network
embedding and machine learning (ML) [21]. In general, ML
approaches are widely used in dynamic networks, not only
in temporal networks, see [22]. However, these approaches –
although providing significant insights on the networks – are
not comparable to the results of centrality measures, which
makes them difficult to reproduce. Thus, directly related to
the first research gap – the lack of a generic definition of
temporal networks – is the second gap: How can algorithms
track and use this temporal data, and how does this affect the
analysis of networks, e.g., with centrality measures?

These issues may be due to the fact that several aspects
of knowledge graphs and the semantic web are not widely
perceived in the SNA community. They have only recently
been brought together [23]. Barats et al. conclude in 2020:
FAIR data, a topic directly related to knowledge graphs,
“remains a theoretical discussion rather than a shared practice
in the field of humanities and social sciences.” [24] Thus,
our work will try to address the research questions using
knowledge graphs.

III. METHOD

We will use a definition of a knowledge graph that combines
the approaches of [14], [23]:

Definition 1 (Temporal Social Network). A Social Network
is a graph G = (V,E, T ) with vertices (nodes) v ∈ V , edges
(relations) e ∈ E and a time domain T = {t0, ..., tk} where
ti ∈ R and ti < ij ∀i < j. Every node and edge may exist at
one or multiple intervals of timepoints

[ts, te] = {x ∈ T : ts ≤ x ≤ te; ts, te ∈ T }
denoted by t(v) and t(e). Thus, t : V ∪ E → I ⊆ R. We
denote the graph G at time t by

Gt = (V t, Et), where

V t = {v ∈ G |t ∈ t(v)}, Et = {v ∈ E |t ∈ t(e)},
so that ⋃

t∈T
Gt = G.

Both edges and vertices are part of previously well-defined
categories, V ⊆ C1∪C2∪...∪Cn and E ⊆ R1∪R2∪...∪Rm.

Is is important to notice, that – in contrast to other defini-
tions, e.g. [25] – both edges and nodes are temporal. Unless
otherwise noted, we assume that G is an undirected graph. We
will now present examples of the notation introduced above.

Each vertex v ∈ V has a lifetime t(v). In general, any edge
connected to v may only exist for times t ∈ t(v). But this
rule is not strict. For example, we can define categories for
successors Ts and predecessors Tp, so that these edges can
indicate a predecessor of a certain position at any time. For
these edges we set t(e) = ∅, they are ‘timeless’. In addition,
v can be part of several categories, e.g. it can be an actor
v ∈ Ca and a politician v ∈ Cp. Thus, our approach can
combine static and temporal information.

We will now prove that this definition is equivalent to stream
graphs:

Theorem 1. The temporal social network defined in 1 is
equivalent to the concept of a stream graph introduced by
Latapy, Magnien and Viard in [6] for discrete time instants
T .

Proof. “⇒” Let G = (V ′, E, T ) be a temporal social network
as defined in Definition 1. We create a stream graph as follows:
First, we can set the discrete time instants T to the time domain
T , thus T = T . In addition, both node set are equal, thus
V = V ′.

The set of temporal nodes, W ⊆ T ×V , can be constructed
as

W = {(t(v), v)∀v ∈ V }.

The set of links E ⊆ T × V ⊗ V can be constructed by

E = {(t(e), e1, e2)∀e = (e1, e2) ∈ E}.

However, if t(e) = ∅, we define t(e) = [mint∈T ,maxt∈T ].
“⇐” Let S be a stream graph as defined by [6] with discrete

time instants T , the node set V , a temporal node set W ⊆
T × V and a temporal edge set E ⊆ T × V ⊗ V .

We create a temporal social network G = (V ′, E, T ) as
follows: Again, we the discrete time instants and nodes are
equal and we set T = T , V ′ = V . For each set of presence
time w = (t, (t, v)) ∈ W we define t(v) = [min t,max t] and
the same for edges e = (t, (t, e1, e2)) ∈ E.

As we can see, the only difficulties are those edges and
vertices that are ‘timeless’. However, extending their interval
to T models their behaviour in the intended way. It is quite
easy to see that both approaches are also equivalent to models
using snapshots of time points [21]. For a detailed overview
we refer to [11].

Thus, Definition 1 is well aligned with other approaches.
However, it is also compatible with semantic web approaches
and makes it easier to integrate analysis approaches. We will
now move on to modelling longitudinal social networks with
semantic web technologies.
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Fig. 1. Illustration of the graph in example 2 with a definition of lifetimes in the middle and a visualisation of the lifetime of edges and the sequence of
edges over time (right).

A. Modelling longitudinal social networks

The initial definition of a social network in [23] corresponds
to the definition of a knowledge graph. In particular, the
categories for nodes C1, ..., Cn and edges R1, ..., Rm can be
modelled using RDF classes. So we need to add time intervals
to nodes and edges. To do this, Hobbs and Pan introduced
the time ontology, see [26], [27]. Here they use a function
duration: Intervals × TemporalUnits to express intervals. We
can set duration(v) = t(v) and duration(e) = t(e) for any
node v ∈ V and edge e ∈ E.

Thus, any social network according to the knowledge graph
definition in [23] can be easily transformed into a temporal
social network, where time is modelled as a property of nodes
and edges.

Example 2. Consider the graph G = (V,E, T ) in figure 1
with V = {v1, v2, v3} and E = {e1, e2} and a set of time
intervals t(v1) = [1, 6], t(v2) = [2, 4], t(v3) = [4, 6], t(e1) =
[3, 4] and t(e2) = [4, 4]. They also provide a visualisation
according to [18]: We visualise time by plotting a sequence of
edges on a time scale. However, we extend the latter approach
by adding information about the lifetime of nodes.

In this case, each lifetime can be mapped according to the
temporal duration.

It is worth noting that the general knowledge graph def-
inition of a social network is open to adding a variety of
additional data while maintaining the general graph structure.
Thus, it is useful for modelling not only temporal social net-
works, but also any other temporal data, e.g. disease models.

B. Temporal graph structures

Similar to the approaches of [28], [18] we can study time-
respecting structures in a graph. However, definition 1 of
temporal social networks makes it easier to generalise graph
structures as it keeps the generic definition of a graph.

A path p in a graph H = (V,E) is a set of vertices v1, ..., vt,
t ∈ N, for example written as

p = [v1, ..., vt],

where (vi, vi+1) ∈ E for i ∈ {1, . . . , t − 1}. However, to
track the meaning of time in a temporal social network G =

(V,E, T ), we define pt, which is a path p that exists at time
t. In turn, we define t(p) as the interval of time in which the
path p exists in G.

Unless otherwise noted, we use G for a temporal social
network G = (V,E, T ) and H for any undirected graph.

We can add this generic notation for other structures as well.
For example, we denote the time-respecting degree of a node
v by dt(v). In this way, we get a series of temporal degree
centrality measures (TDC) for a node v ∈ V denoted by

dct(v) =
dt(v)

n− 1
.

In addition, we can analyse the temporal degree distribution
which tells us about the network structure since we can
distinguish between sparsely and densely connected networks.

Betweenness centrality (BC) was first introduced by [29]
and considers other indirect links, see [30]. Given a node v,
bc(v) is defined as

bc(v) =
∑

k ̸=j,v ̸=k,v ̸=j

Pv(k, j)

P (k, j)
· 2

(n− 1)(n− 2)
,

that is, we compute the number of all shortest paths Pv(k, j)
in a network for all starting and ending nodes k, j ∈ V that
pass through v. Let P (k, j) denote the total number of shortest
paths between k and j. Then the importance of v is given by
the ratio of the two values of Pv and P . Again, for any time
t ∈ T we may set P t

v(k, j) and P t(k, j) accordingly, such
that

bct(v) =
∑

k ̸=j,v ̸=k,v ̸=j

P t
v(k, j)

P t(k, j)
· 2

(n− 1)(n− 2)

defines the series of temporal betweenness centrality (TBC).
This definition is similar to that of [18], who, however, used
the concept of fastest paths.

We will proceed similarly with closeness centrality (CC).
Given a node i ∈ V we can compute the average distance
between the first and other nodes j ∈ V with

∑
j ̸=i d(i, j),

where d(i, j) denotes the length of a shortest path between
i and j. Then, according to [31], we can compute closeness-
centrality as follows:

cl(v) =
n− 1∑

u∈V d(u, v)
.
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Again, with a definition of dt(i, j) for the length of a shortest
path at time t ∈ T at hand, we can define temporal closeness
centrality (TCC) as

clt(v) =
n− 1∑

u∈V dt(u, v)
.

However, these definitions are currently not more than a con-
tainment of well-known centrality measures on time snapshots
of the temporal social network. They allow an interpretation of
these snapshots, comparable to static social networks, and they
provide a series of centrality measures that can be interpreted
as the progression of these measures over time.

For social networks, perceiving the world with as few
snapshots as possible is most feasible. Other approaches, e.g.
defining paths closely so that they could split up from one
time to another, if the interval is so small that an event
lasts less, is often necessary to model traffic [16]. Social
interaction, on the other hand, does usually change on the
basis of longer lasting events. This is a crucial observation,
because computing temporal paths with increasing timestamps
from one node to the next is computationally hard, see [25].

While interdisciplinary approaches are available, applica-
tions from humanities and in particular historical networks
research lead to a different perspective on data. For example,
a closed organization may still have an influence on parts of the
network or may be referred to later. However, with our novel
approach, we will evaluate the behavior of analysis methods
like centrality measures and community detection and discuss
limitations and challenges for further research.

C. Random graphs

For further analysis, we rely on random graphs. The degree
distribution provides us with information about the network
structure since we can distinguish between sparsely and
densely connected networks. In social network analysis (SNA),
the following two graphs are widely considered:

Definition 2 (Scale-Free Network). A network is scale-free if
the fraction of nodes with degree s follows a power law s−α,
where α > 1.

Definition 3 (Small World Network [32]). Let G = (V,E) be
a connected graph with n nodes and average node degree k.
Then G is a small-world network if k ≪ n and k ≫ 1.

[33] introduced a widely used graph model with three
random parameters α+ β + γ = 1. These values define prob-
abilities and thus define attachment rules to add new vertices
between either existing or new nodes. This model allows loops
and multiple edges, where a loop denotes one edge where the
endvertices are identical, and multiple edges denote a finite
number of edges that share the same endvertices. Thus, we
convert the random graphs to undirected graphs. For testing
putposes, we scale the number of nodes n and use α = 0.41,
β = 0.54, and γ = 0.05. This random graph model is
generic and feasible for computer simulations for measuring
and evaluation purposes, see [34], [35].

One of the core concepts important in social network
research is the graph diameter D(G). From the 1960s on, it
was widely discusses whether the average path length of social
networks is near six, see [36]. However, there is an ongoing
discussion on this issue, see for example [37], [38]. However, it
was shown that in a scale-free network the diameter is always
lower than log(n), and if the fixed number m of earlier vertices
is larger than 1, in general the diameter is lower than log(n)

log log(n) ,
see [39]. Here, n describes not only the number of steps to
create the random graph, but also the number of nodes in the
graph. While the connection between a particular graph and
a particular diameter is quite complex, see [40], we can rely
on these bounds. For small-world random graphs we find [41]
the almost surely upper bound D(G) ≤ 72

p log2 n while [42]
proved the diameter is usually bound by log(n).

The diameter of a scale-free graph is in general quite
low, while in small-world graphs it is bound by log(n).
However, we may expect random graphs to have a different
behavior from real-world social networks. Thus, for some of
the following proofs we will assume that D(G) ≤ 5.

D. Analysing networks

For a detailed overview of centrality measures, we can
consider the series of a particular measure, e.g. a generic c
(centrality, e.g. which could refer to closeness or betweenness
centrality), which is basically a vector in R|T |:

c̃(v) =
(
ct1(v), ..., ct|T |(v)

)
.

Note that cti(v) = ∅ if ti ̸∈ t(v). We define

|c̃(v)| =
∑

i∈{1,...,|T |, cti (v) ̸=∅}
l(ti−1, ti)|,

where l(ti−1, ti) defines the length of time elapsed between
two times ti−1 and ti. For x ∈ V or x ∈ E we set

l(x) =
∑

i∈{1,...,|T |, cti (x) ̸=∅}
l(ti−1, ti)

as the lifespan of x. However, if all times are equally dis-
tributed, this simplifies to

|c̃(v)| = |T | − |{x ∈ c̃(v) |x = ∅}|.
This allows us to calculate the average temporal centrality of
a node v over its lifetime as

c(v) =
1

|c̃(v)|
∑

t∈T ,ct(v) ̸=∅
ct(v).

However, for a proper analysis of centrality measures over
time, we should also consider the temporal centrality of a
node v:

A (c (v)) =
∑

i∈{1,...,|T |, cti (v) ̸=∅}
cti(v)l(ti−1, ti).

Again, for evenly distributed time, l(ti−1, ti) = 1 and

A (c (v)) =
∑

t∈T ,ct(v) ̸=∅
ct(v).
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We can also normalise this measure by life span as normalised
temporal centrality to compare the centrality measure over
time within a life span:

A′ (c (v)) =
1

l(v)

∑

i∈{1,...,|T |, cti (v) ̸=∅}
cti(v)l(ti−1, ti).

In section IV we will discuss several working examples and
offer an interpretation of these values in light of the current
state of research on degree and betweenness centrality.

First, we consider how a centrality measure evolves over
time. Since we need to plot this for n nodes, we consider a
heatmap visualisation that bins the number of nodes in a given
interval. Next, we can plot the average centrality measure at a
particular time and the average centrality over all time points,
as we show in Figure 2.
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Fig. 2. Illustration of the distribution of a centrality measure over time,
grouped into 20 bins between 0 and 1, as a heatmap. The blue horizontal
line refers to the overall average centrality, while the blue dots refer to
the average degree at a given time. This illustrates the degree centrality for
Gs(100, 15, 0.1).

This figure gives us a good overview of how many nodes
are below and above the average centrality at a given time,
and whether the network at a given time is special for the
scenario. To analyse and compare a particular node with this
overall picture, we can plot c̃(v) and c(v), as we show in
Figure 3

Some [17] considered calculating and plotting c̃(v), [16]
added probabilities. Thus, in addition to the classical approach
(e.g. [18]), c̃(v) and c(v) allow the study of static centrality
measures at a time t ∈ T , comparing the individual centrality
value of a particular node with the average node degree and
the distribution of node degrees. In addition, by plotting the
series of centrality over time, we can compare the temporal
centrality measures within a given interval or across the
entire timeline. While some general measures, such as average
temporal centrality, have been studied previously [3], their
interpretation remains vague. If networks change significantly
over time, this value is not comparable.

E. Approximating the changes over time

Let Gp = {G1, ...Gι} be a series of graphs and p ∈ R with
0 ≤ p ≤ 1 and

| (V (Gi) ∪ V (Gi + 1)) \ (V (Gi) ∩ V (Gi + 1)) | ≤ p|V (Gi)|,

| (E(Gi) ∪ E(Gi + 1)) \ (E(Gi) ∩ E(Gi + 1)) | ≤ p|E(Gi)|,
for i ∈ {1, ..., ι − 1}. Thus, Gp is a series of graphs with a
fixed set of differences and changes from one to the other.

Now we can approximate the changes over time, or the error
in the centrality measures that can occur due to these changes.
Unless otherwise noted, we will consider Gp = {G1, ...Gι}.

Theorem 3. Let i ∈ {1, ...ι − 1} so that v ∈ V (Gi) and
v ∈ V (Gi+1). Then it holds that

dci+1(v) ≥ di(v)− p|V (Gi)|
|V (Gi)| − 1 + p|V (Gi)|

,

dci+1(v) ≤ di(v) + p|V (Gi)|
|V (Gi)| − 1− p|V (Gi)|

.

Proof. We know that

dci(v) =
di(v)

|V (Gi)| − 1
.

However, due to the definition of Gp, we know that at most
p|V (Gi)| new connections from v to other nodes can exist in
Gi+1 or may be lost. Thus, in Gi+1 it holds that

di(v)− p|V (Gi)| ≤ di+1(v) ≤ di(v) + p|V (Gi)|.
In addition, we know that for Gi+1

|V (Gi)| − p|V (Gi)| ≤ |V (Gi+1)| ≤ |V (Gi)|+ p|V (Gi)|
holds. Hence the claim follows.

For betwenness centrality, we define

σ = |N(Gi)|p,

ϵ = min{D(Gi)
2, 2|V (Gi)|p},

where D(G) is the diameter of G. We will prove two lemmata
to obtain a bound for bci+1(v) for v ∈ V .

Lemma 4. Let i ∈ {1, ...ι − 1} so that v ∈ V (Gi) and v ∈
V (Gi+1). Then,

Pv(k, j)
1

σ
≤ P i+1

v (k, j)

holds.

Proof. All shortest paths between k, j ∈ V (Gi) have the
same length l ≤ D(Gi). For D(Gi) ≤ 5, l = δ(v) holds:
If D(Gi) = 3, k, j must both be adjacent to v. If D(Gi) = 4,
we say k must be adjacent to v and ν ∈ N+ nodes exist
which are adjacent to j and v, which implies δ(v) paths. If
D(Gi) = 5, ν ∈ N+ nodes exist which are adjacent to j and
v, and µ ∈ N+ nodes exist which are adjacent to k and v,
which implies δ(v) paths.
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Fig. 3. Illustration of the distribution of a centrality measure over time, grouped into 20 bins between 0 and 1, as a heatmap. The blue horizontal line refers to
the overall average centrality, while the blue dots refer to the average degree at one point in time. Both figures show c̃(v) and c(v) (green dots and horizontal
line, respectively) for two different nodes. Left: This node exists over all 15 time points and usually shows that the betweenness centrality varies a lot. Right:
This node exists from time 1 to 7 and has an increasing degree centrality value. The network is based on Gs(100, 15, 0.1).

Let us assume that a maximum of edges and nodes will be
removed from Gi towards Gi+1 and a maximum number of
them is adjacent to v. Then, at most |N(Gi)|p edges and neigh-
bours of v can be removed in Gi+1 which, in turn, removes one
possible shortest path between k, j over v. Thus, P i+1

v (k, j)
cannot have more than Pv(k, j)

1
|N(Gi)|p = Pv(k, j)

1
σ of the

initial paths through v.

Lemma 5. Let i ∈ {1, ...ι − 1} so that v ∈ V (Gi) and v ∈
V (Gi+1). Then,

P i+1
v (k, j) ≤

{
Pv(k, j)ϵ Pv(k, j) > 0

D(Gi)
2ϵ Pv(k, j) = 0

holds.

Proof. As shown in the proof of Lemma 4, all shortest paths
between k, j ∈ V (Gi) have the same length l ≤ D(Gi) and
for D(Gi) ≤ 5, l = δ(v) holds.

Let us assume that a maximum number of edges and nodes
will be added to Gi+1. This is at maximum 2|V (Gi)|p.
However, no more than D(Gi) · D(Gi) = D(Gi)

2 paths
between k and j may exist if Pv(k, j) > 0. Thus,

P i+1
v (k, j) ≤ Pv(k, j)min{D(Gi), |V (Gi)|p} = Pv(k, j)ϵ

holds.
If Pv(k, j) = 0, we know that no more than D(Gi)

2 paths
may exist at all. Thus,

P i+1
v (k, j) ≤ Pv(k, j)min{D(Gi), |V (Gi)|p} = Pv(k, j)ϵ

holds.

Theorem 6. Let i ∈ {1, ...ι − 1} so that v ∈ V (Gi) and
v ∈ V (Gi+1). Then,

bci(v)ϵ ≤ bci+1(v) ≤ bci(v)
1

σ

holds.

Proof. Recall that

bc(v) =
∑

k ̸=j,v ̸=k,v ̸=j

Pv(k, j)

P (k, j)
· 2

(n− 1)(n− 2)
.

We have already shown the following two inequalities with
lemmata 4 and 5:

Pv(k, j)
1

σ
≤ P i+1

v (k, j) ≤ Pv(k, j)ϵ

Thus, with Lemma 4 we can show:

bci+1(v) =
∑

k ̸=j,v ̸=k,v ̸=j

P i+1
v (k, j)

P i+1(k, j)
· 2

(n− 1)(n− 2)

≤
∑

k ̸=j,v ̸=k,v ̸=j

Pv(k, j)
1
σ

P i+1(k, j)
· 2

(n− 1)(n− 2)

=
1

σ

∑

k ̸=j,v ̸=k,v ̸=j

P i+1
v (k, j)

P i+1(k, j)
· 2

(n− 1)(n− 2)

= bci(v)
1

σ

Similarly, with Lemma 5 we can show:

bci+1(v) =
∑

k ̸=j,v ̸=k,v ̸=j

P i+1
v (k, j)

P i+1(k, j)
· 2

(n− 1)(n− 2)

≥
∑

k ̸=j,v ̸=k,v ̸=j

Pv(k, j)ϵ

P i+1(k, j)
· 2

(n− 1)(n− 2)

= ϵ
∑

k ̸=j,v ̸=k,v ̸=j

P i+1
v (k, j)

P i+1(k, j)
· 2

(n− 1)(n− 2)

= bci(v)ϵ
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We will now continue with an experimental setting showing
the results of these bounds.

IV. EXPERIMENTAL RESULTS

We evaluate the degree centrality and betweenness centrality
on random graphs, see Section III-C. First, we consider scale-
free networks with n nodes, see [31]. With this, we create a
series of random Graphs Gs(n, i, p) which creates one initial
scale-free network with n nodes and i−1 more random graphs
with a probability of p/2 for each node and edge to be deleted
and p/2 for each node and edge to be deleted and a new
one created. In addition, we consider scale-free networks and
create a series of random Graphs Gw(n, i, p) which starts with
one initial small world network with n nodes and i− 1 more
random graphs with a probability of p/2 for each node and
edge to be deleted and p/2 for each node and edge to be
deleted and a new one created.

We will evaluate both degree centrality and betwenness
centrality on the following four random graph series:

• Gs(50, 15, p), p ∈ {0.15, 0.05}
• Gw(50, 15, p), p ∈ {0.15, 0.05}
• Gs(150, 15, p), p ∈ {0.15, 0.05}
• Gw(150, 15, p), p ∈ {0.15, 0.05}
For evaluation purposes, we select several nodes and display

the distribution of the centrality measure over time and the
approximation of the changes over time.

A. Degree centrality

We present an evaluation of sample nodes in Figures 4-7.
We show the upper and lower bounds for degree centrality
introduced in Theorem 3.

First, small world random graphs are shown in Figures 4
and 5. Here the bounds on degree centrality are quite tight,
but get worse for larger p. We can make a similar observations
for scale-free networks in Figures 6 and 7.

Thus, the bounds introduced in Theorem 3 work well for
small p and provide overall good results for estimating the
evolution of degree centrality for the next time step when p is
known.

B. Betwenness centrality

We will now consider the upper and lower bounds for
betwenness centrality introduced in Theorem 6. We present
a selected evaluation of small-world graphs in Figures 8 and
9. For the small-world graph in Figure 8 (left), the node has
a lifetime between 0 and 5, but a centrality measure of zero.
This figure shows how the upper bound approximates D(Gi)

2.
For larger p in Figure 9, the node for n = 50 has a lifetime
between 3 and 10. Compared to Figure 8, a higher value
of p results in even less sharp bounds. For the larger small-
world network, neither the upper nor lower bounds are sharp,
although the upper bound tends to be even worse.

For the scale-free random networks in Figures 10 and 11
the situation is similar. However, the heatmap shows that most
nodes have small betweenness centrality values, while there
are many outliers. In Figure 10 we see that again the lower
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Fig. 4. Gw(n, 15, p), p = 0.05 with n = 50 (left) and n = 150 (right).
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Fig. 5. Gw(n, 15, p), p = 0.15 with n = 50 (left) and n = 150 (right).
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Fig. 6. Gs(n, 15, p), p = 0.05 with n = 50 (left) and n = 150 (right).
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Fig. 7. Gs(n, 15, p), p = 0.15 with n = 50 (left) and n = 150 (right).

bound is sharper than the upper bound. However, for n = 50
we see an example that shows that in some cases the upper
bound is suitable to estimate the change over time. Comparing
these results to the results shown in Figure 11 again highlights
that these bounds get less precise for larger p.

Thus, the upper and lower bounds for betwenness centrality
introduced in theorem 6 are not suitable for estimating change
over time in any situation. However, the lower bound tends
to be sharper than the upper bound, where the behaviour is
sometimes unpredictable.
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V. DISCUSSION AND OUTLOOK

Several approaches exist to manage longitudinal data in
networks. All of them bias the output of algorithms analyzing
the data. We presented an overview on limitations, possible
solutions and open questions to different data schemas for
temporal data in social networks based on a generic RDF-
inspired approach. In this way, we answered out first research
question: How can we model longitudinal social networks in
one graph as generic as possible? While not the primary focus
of our work, this approach allows the integration of further
data from the semantic web making results and approaches
directly available for social networks.

We also discussed a second research question. How can we
analyse longitudinal social networks with centrality measures?
While limiting algorithms to one particular time point or layer
does not influence the output, applying them to a network
comprising multiple time points does either need adjusted
algorithms or reinterpretation. We presented a solution for
adjusted approaches and could show that if a network G
contains data for different time points t1, ..., tn, we can still
apply centrality measures that were originally developed for
a particular time point. We proposed the concepts of average
temporal centrality and temporal centrality as core concepts
to analyse the temporal development of centrality over the
given time, together with a novel representation to compare
an individual node against the whole graph. Indeed, we need
to reinterpret these results and adapt algorithms. However,
while our approach works for all centrality measures, we only
considered betwenness centrality and degree centrality and
more research needs to consider other centrality measures and
methods like community detection. Answering these questions
is key to understanding the algorithmic challenges of temporal
data in social network analysis.

Our third question was concerned whether we can ap-
proximate the change of centrality measures over time. We
presented upper and lower bounds for betwenness and degree
centrality. However, these bounds need a prior knowledge
of the change ratio p between different time points. With
an increasing value of p, these bounds become less sharp.
More research needs to focus on different types of bounds, in
particular for other centrality measures. In addition, a detailed
analysis of graph substructures having an influence on the
temporal behavior of centrality measures might be fruitful, in
particular if p is unknown.

However, rewriting algorithms to analyse longitudinal social
networks and the re-interpretation of existing measures and
algorithms demands discussion between different scientific
domains. Therefore, our paper is also a plea for more in-
terdisciplinary exchange, in particular between mathematics,
computer science, social sciences and the humanities.
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Abstract—This article explores the pivotal role of defuzzi-
fication functions in the operation of the OFNBee algorithm,
which employs ordered fuzzy number arithmetic to harness
the inherent dynamics within a hive. Defuzzification functions
serve the purpose of representing the OFN (Ordered Fuzzy
Number) as a real number, while fuzzification functions convert
real numbers into OFN representations. By focusing on the
defuzzification function, this study investigates its impact on the
performance of the OFNBee algorithm. The research demon-
strates that tailoring dedicated fuzzification functions for specific
optimization problems can yield substantial improvements in
algorithmic performance. It is important to note that the overall
performance of the algorithm relies on both the fuzzification
and defuzzification functions. Consequently, this article provides
valuable insights into the effects of the defuzzification function
on algorithmic outcomes.

I. INTRODUCTION

THIS article is part of a series of research focused on
the issue of fuzzy logic, and more specifically, fuzzy

numbers. There are several leading models of fuzzy numbers,
which will be discussed later in the text. This article focuses
on the OFN model, and more specifically on the specific
arithmetic resulting from the use of referral in OFN. In earlier
papers [1], issues related to ordered fuzzy numbers and their
application were thoroughly discussed. The aim of the current
research is to create optimization algorithms based on ordered
fuzzy numbers. The algorithm has been presented in many
publications [2], [3], [4]. However, this article discusses the
impact of the defuzzification function on the operation of this
algorithm. An OFNbee algorithm has already been developed
that uses the flocking behavior of bees and ordered fuzzy
numbers. Due to the fact that specific defuzzyfication and
fuzzyfication methods sensitive to direction are needed to
move from the set of real numbers to the set of ordered fuzzy

numbers and vice versa, their impact on the performance of
the algorithm should be investigated. It is intuitively known
that the appropriate selection of methods can improve the
performance of optimization algorithms based on OFN. Until
then [1], [5], the impact of the fuzzyfication function on the
results of OFNBee has been examined, while the following
text will present the most popular defuzzyfication methods
and their impact on the results of the algorithm. Algorithms
based on the behavior of insects or animals are an attempt
to use natural mechanisms for optimization [6]. However, the
difficulty of accurately describing the behavior of living organ-
isms leads to oversimplification. The simplification process,
although effective, limits the possibilities of such methods.
Therefore, it seems reasonable to use the mechanisms of fuzzy
logic, which more naturally describes phenomena occurring
in the real world. Given how bee optimization algorithms are
evolving and the source of their inspiration, a combination of
more natural fuzzy arithmetic with bee algorithms should be
considered.

II. SELECTED ELEMENTS OF FUZZY SET THEORY

To discuss the subject of fuzzy numbers, it is necessary
to start with the concept of a fuzzy set. The fuzzy set was
introduced in 1965 by Lotfi Zadeh [7], [8], [9], who defined
that the fuzzy set A in space X is the set of pairs described:

A = {(x, µA(x) : x ∈ X)} (1)

gdzie: µA is a membership function, assigning to each element
x ∈ X (the assumed space of considerations X) its degree of
membership in the set A, where: µA : X → [0, 1], therefore
µA(x) ∈ [0, 1].
As in the case of classical sets, which are described by a char-
acteristic function, in the case of fuzzy sets, the membership
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function is used to describe them [10] [11]. Such a function
assigns to each element of the set a real number in the interval
[0,1], thus determining the degree of membership of a given
element to the set. A fuzzy set must be uniquely described
by its membership function, and this is the most important
feature of fuzzy sets. In the theoretical model, there are no
contraindications for this function to assume any shape. In the
literature, however, you can find several basic functions with
specific shapes [12]: h

• triangular – described by formula 2, where a ≤ b ≤ c i
and shown in 1:

µA(x, a, b, c) =





0 , where x ≤ a
x−a
b−a , where a < x ≤ b
c−x
c−b , where b < x ≤ c

0 , where x > c

(2)

x

µA(x)

0

1

a b c

Fig. 1. Triangular

• trapezoidal – described by formula 3, where a ≤ b ≤ c ≤
d i and shown in Figure 2:

µA(x, a, b, c, d) =





0 , where x ≤ a
x−a
b−a

, gdzie a < x ≤ b
1 , where b < x ≤ c
d−x
d−c

, gdzie c < x ≤ d
0 , where x > d

(3)

x

µA(x)

0

1

a b c d

Fig. 2. Trapezoidal

• singleton – described by the formula 4, where x0 is a
parameter defining the location of the singleton, shown
in 3:

µA(x, x0) =

{
1 , where x = x0

0 , where x ̸= x ≤ x0
(4)

x

µA(x)

0

1

x0

Fig. 3. Singleton

III. FUZZY NUMBER - LR MODEL

In 1978, Dubois and Prade proposed the LR (Left-Right)
model, which was supposed to simplify quite complicated
arithmetic operations performed on classical fuzzy numbers.
We define a fuzzy number A of the LR type as follows: A of
the LR type as follows:

µA(x) =

{
L(m−x

α ) ,Where x ≤ m
R(x−m

β ) ,Where x ≥ m
(5)

Where:
• m is a real number defined as an average number –

µA(m) = 1,
• α > 0 – ufixed left-hand real number,
• β > 0 – fixed right-hand real number.

L and R are basis functions that satisfy the following condi-
tions:

• L(−x) = L(x), R(−x) = R(x),
• L(0) = 1, R(0) = 1,
• L and R are non-increasing functions on the interval

[0,+∞).

IV. ORDERED FUZZY NUMBERS

The ordered fuzzy numbers OFN were proposed in 2002
by Witold Kosiński, Piotr Prokopowicz and Dominik Ślęzak.
They focused on eliminating the shortcomings of classical
fuzzy number algebra. The disadvantages in question are
primarily the fact that by performing several operations on
given L-R numbers, you can get numbers that are too fuzzy,
which may make them less useful. This entails a large com-
putational complexity and the inability to backward chaining.
The creators of OFN also set themselves the goal of developing
arithmetic, thanks to which it would be possible to perform
operations on both triangular and trapezoidal numbers. They
proposed a model defined as follows:
Definition 1 [13], [14], [15]
An ordered fuzzy number A is an ordered pair of functions

A = (fA, gA) (6)

where:
fA, gA : [0, 1] −→ R are continuous functions. Accordingly,
we call the functions fAthe increasing part (up), and the
function gA the decreasing part (down) of the ordered fuzzy
number. The continuity of both parts shows that their images
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are limited by intervals. They are given the names UP and
DOWN respectively. To mark the limits (being real numbers)
of these intervals, the following notations have been adopted:
UP = (lA, 1

−
A) and DOWN = (1+A, pA).

V. OPTIMIZATION METHOD USING ORDERED FUZZY
NUMBERS

A bee as a single individual shows almost no features that
could be considered worth using in optimization. However,
the collective work of these insects is very interesting and
shows how nature deals with optimization. The communication
mechanisms present in the hive allow bees to optimally
manage resources and survive. Algorithms based on bee herd
behavior use a space-searching mechanism to find nectar. Such
algorithms treat the bee as a single solution or treat the found
source as a solution. There are also more complicated behav-
ioral adaptations. However, in all cases, the question of how
the bees communicate information to each other is overlooked,
or this step is reduced to some simple selection condition.
The OFNBee method, using the arithmetic of directed fuzzy
numbers, allowed to reflect the mechanisms of information
transfer that are actually present among bees.

A new OFNBee optimization method was created by com-
bining ordered fuzzy numbers with bee optimization. The use
of OFN notation in bee optimization seems to be a natural
way to describe the behavioral mechanisms observed in the
hive and quoted above. These mechanisms are presented in
the new method using dedicated fuzzification operators. The
input data is information carried by a single bee (Figure 4),
i.e.:

Fig. 4. Graphical interpretation of OFN in OFNBee

• the direction in which the food is located,
• navigation angle acc. sun,
• flight length,
• abundance of food source.

The determination of the directed fuzzy number A is done
as follows. First, support(A) is established, which is the base
of the trapezoid. Then the rising edge of f(x) is plotted at
90o − aF . The other base of the trapezoid is set aside from
the point where the intersections of f(x) with y = 1. Finally, it
remains to connect the slope g(x) to the two ends of the base
of the trapezoid, as shown in Figure 4.

VI. RESEARCH METHODOLOGY

In the case of checking the influence of defuzzyfication
functions on the operation of the algorithm, their influence
should be presented on the set of testing functions. These
functions were selected due to their frequent occurrence in the
literature during the verification of optimization algorithms.
The OFNbee algorithm includes several configuration options.
For correct operation, when running the algorithm, the fuzzy-
fication and defuzzyfication operator and the size of the popu-
lation must be specified. In another paper [1] fuzzyfication
operators were examined. Each of the two defuzzyfication
functions was run with the same fuzzyfication operator and
population size. Each run of the algorithm was repeated 30
times for all combinations of fuzzyfication and defuzzyfication
operators, and the results are shown below.

VII. SELECTED OFN DEFUZZIFICATION OPERATORS

The new optimization method requires defuzzification op-
erators to work. These functionals allow to represent OFN as
a real number. A very important feature of OFN is number
referral (direction) – this added value distinguishes ordered
numbers from other solutions. That’s why it’s so important
to use direction-sensitive defuzzification operators. The first
work on defuzzification operators was undertaken by W.
Kosiński [16] [17] [18] [19]. The work was continued by W.
Dobrosielski in numerous articles. The functional proposed
by W. Dobrosielski is described later in the document. In
the operation of the new method, an important feature of the
defuzzification functionals is the sensitivity to the direction of
OFN, the focus was only on those methods that meet the above
condition. These methods are well described in the literature
and often used in control models.

A. Golden Ratio defuzzification operator

This section presents the golden ratio defuzzification func-
tional developed by W. Dobrosielski [20]. The method from
the fuzzy number A allows to determine the real value from it
in accordance with the formula 7. A graphical interpretation
of GR is shown in Figure 5[20]:

x

µA(x)

0 1 2 3 4 5 6
0

1

supp(A) = a+ b

a b

Fig. 5. Graphic interpretation of GR

GR =
min(supp(A)) + |supp(A)|

Φ
where Φ = 1, 618033998875 . . .

(7)
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where:
GR is the defuzzification operator,
supp(A) means the support of the fuzzy number A in the X
universe.

Equation 8 allows to find a crisp (defuzzification) value for
an ordered OFN using the GR method[20]:

GR(A) =





min(supp(A)) + |supp(A)|
Φ ,

for (A) positively_directed

max(supp(A))− |supp(A)|
Φ ,

for (A) negatively_directed

(8)

B. Mandala Factor Defuzzification Operator

Another operator used in the new method is the Mandala
Factor operator [21] [22] proposed by J. Czerniak. Mandala
is a painting composed of colorful grains of sand, arranged
by Buddhist monks. The inspiration of grains of sand forming
a mandala is at the heart of the Mandala Factor. Given the
trapezoidal OFN A shown in Figure 6, fill the contour marked
by the sides of the OFN number and the OX axis with virtual
grains of sand as in Figure 7. Then a rectangle is built, which
is filled with virtual grains of sand. Backfilling consists in
pouring sand vertically in columns until it is exhausted. The
crisp value of the number is obtained in the place where the
last of the columns poured ended (Figure 8). Mathematically,
the notation is as follows 9[21]:

MF (A) =

{
c+ r , for (A) positively
c− r , for (A) negatively

(9)

w:

r =
1

d− c

∫ d

c

x dx− c

d− c

∫ d

c

dx+
f

f − e

∫ e

f

dx

− 1

f − e

∫ f

e

x dx+

∫ e

d

dx

x

µA(x)

0

1 f(x)

c d e f

g(x)

Fig. 6. OFN number A

VIII. SELECTED MATHEMATICAL TESTING FUNCTIONS

For the purpose of the experiment, at this stage, the
functions that are most often used as testing were selected.
Literature results for various optimization algorithms are also
available [23]. Selected mathematical functions:

x

µA(x)

0

1

c d e f

f(x) g(x)

Fig. 7. Visualization of the Mandela Factor operation - step one

MF

x

µA(x)

0

1

c d e f

f(x) g(x)

Fig. 8. Visualization of the Mandela Factor operation - step two

• The Sphere function is described by Equation 10.

f(x) =

n∑

i=1

x2
i (10)

– Recommended variable values: −5.12 ≤ xi ≤ 5.12
i = 1, 2, ..., n

– Global minimum: x = (0, ..., 0), f(x) = 0

• The Rosenbrock function is described by Equation 11.

f(X) =

d−1∑

i=1

[100(xi+1 − x2
i )

2 + (xi − 1)2] (11)

– Recommended variable values: −2, 048 ≤ xi ≤
2, 048 i = 1, 2, ..., n

– Global minimum: x = (1, ..., 1), f(x) = 0

• The Rastrigin function is described by Equation 12.

f(X) = An+

n∑

i=1

[x2
i −Acos(2πxi)] (12)

– Recommended variable values: −5, 12 ≤ xi ≤ 5, 12
i = 1, 2, ..., n

– Global minimum: x = (0, ..., 0), f(x) = 0

• The Griewank function is described by Equation 13.

fn(x1, ..., xn) = 1 +
1

4000

n∑

i=1

x2
i −

n∏

i=1

cos(
xi√
i
) (13)

– Recommended variable values: −600 ≤ xi ≤ 600
i = 1, 2, ..., n

– Global minimum: x = (0, ..., 0), f(x) = 0
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• The Schwefel function is described by Equation 14.

f(x) =

n∑

i=1

[
− xi sin(

√
|xi|)

]
(14)

The test area is usually limited to a hypercube −500 ≤
xi ≤ 500, i = 1, ..., n.

– Recommended variable values: −500 ≤ xi ≤ 500
i = 1, 2, ..., n

– Global minimum f(x) = −n · 418.9829; xi =
420.9687, i = 1, ..., n.

• The Ackley function is described by Equation 15.

f(x) = −aexp(−b

√√√√1

d

d∑

i=1

x2
i ) (15)

– Recommended variable values: a = 20, b = 0.2,
c = 2π.

– Global minimum: x = (0, ..., 0), f(x) = 0

IX. RESULTS

The defuzzification operator is necessary for the new
method to work, because it is used to defuzzify the OFN
number - to get the crisp value in the form of a real number.
Tables 1 compares the results generated by the algorithm for
the GR and MF defuzzification functionals. In order to select
the appropriate and optimal combination of defuzzification and
fuzzification operators, the results obtained by the algorithm
for the selected functions should be compared. Each of the
test functions was run 30 times and the results are presented
in Table I.

As can be seen, the results presented in Table I show that
the defuzzification method has an impact on the results of the
OFNBee algorithm. Although the method works better and its
optimization result is good for both defuzzification functions
presented in the article, it can be observed that we get a more
accurate result for the MF. The results presented in the table
are the average results for each of the mathematical functions
and the fuzzification function. The algorithm was run 30 times
for each math function and for each defuzzification function.
Therefore, it can be considered that the algorithm has a high
repeatability. Thanks to the stable operation of the method, it
is possible to assess the effect of the defuzzification method
on the result.

The table shows that the algorithm achieves the expected
value of 0 for the functions Sphere, Rastrigin, Griewank and
Ackley. For the functions Schwefel and Rosenbrock, the re-
sults are close to the expected 0, but do not reach it. However,
you can see that the results for the MF function are closer to
the expected value of 0. It follows that this defuzzification
function will be suitable for this set of functions. Results
presented

X. SUMMARY

The new hybrid OFNBee method is characterized by the
use of three groups of bees, but thanks to the use of OFN

TABLE I
AVERAGE RESULTS FOR THE DEFUZZIFICATION FUNCTION

Function name Statistic data GR MF GR MF
Trapezoid Rectangular triangle

Sphere

SD 0 0 0 0
AV 0 0 0 0
SD time 0,564357941 0,026869202 0,043654864 0,035467
AV time 0,443666667 0,344333333 0,336666667 0,322

Rosenbrock

SD 0,004398444 0,004238917 0,004300068 0,00308
AV 0,003596884 0,002850368 0,00267976 0,003214
SD time 1,119912815 0,081095942 0,063162807 0,020525
AV time 0,592333333 0,454 0,399666667 0,361667

Rastrigin

SD 0 0 0 0
AV 0 0 0 0
SD time 0,020899321 0,068043259 0,086659593 0,022816
AV time 0,356666667 0,406666667 0,420666667 0,336333

Griewank

SD 0 0 0 0
AV 0 0 0 0
SD time 0,021890532 0,033314938 0,05339185 0,020457
AV time 0,369666667 0,392666667 0,361 0,342333

Schwefel

SD 0,015795763 0,041012122 0,015873975 0,059517
AV 0,003475821 0,011620559 0,004544122 0,01207
SD time 0,041811014 0,038639209 0,055403432 0,034709
AV time 0,469666667 0,483666667 0,441666667 0,435667

Ackley

SD 0 0 0 0
AV 4,44E-16 4,44E-16 4,44E-16 4,44E-16
SD time 0,020117471 0,030026808 0,088617089 0,020126
AV time 0,394333333 0,395333333 0,504333333 0,361333

notation and the use of the basic feature of OFN, i.e. referral,
the algorithm finds a solution much faster when using a
smaller population size - fewer bees in groups. Directed fuzzy
numbers allow very well to reflect the sense of decision-
making occurring in the hive during the dance of real bees.
A very important part of OFN are the fuzzyfication and
defuzzyfication operators, which become essential elements
when using directed fuzzy numbers to solve real-world prob-
lems. Defuzzyfication methods are available in the literature,
but the specificity of OFN and bee optimization algorithms
does not always allow the use of existing functionals. In the
experimental part, two existing fuzzyfication methods were
used, i.e. Golden Ratio and Mandala Factor. They were created
in the AIRLAB Artificial Intelligence and Robotics Research
Laboratory at Kazimierz Wielki Univesrity.

A new optimization method using ordered fuzzy numbers is
exceptionally good at optimizing mathematical functions. And
thanks to the use of ordered fuzzy numbers, it is possible to
accurately reproduce the natural mechanisms occurring in the
hive. As can be seen in Table I, the accuracy and speed of the
method are greatly influenced by the defuzzification functions.
It should be noted that these functions are available in the
literature, so they are not adapted to the method. However,
it can be seen that the MF method returns better results than
the GR method. It can therefore be concluded that the use
of a dedicated defuzzification method could further increase
its efficiency. In-depth research in this area may result in the
creation of dedicated defuzzification functions for the OFNBee
optimization method.

There are few defuzzification methods dedicated to OFN in
the literature. The main reason for this is that such methods
must be direction sensitive. Directing is the main characteristic
of OFN, therefore the use of defuzzification methods other
than those dedicated to OFN could disturb the specificity of
OFNBee operation that uses the arithmetic of these numbers.
The next stage of research will be the creation of further
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defuzzification methods, but dedicated to selected optimization
problems and comparing them with the methods described in
this article.
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Abstract—The work is devoted to the problem of nonlinear

modeling of objects based on dynamic neural networks.  The

aim  of  the  work  is  to  improve  the  accuracy  of  modeling

dynamic  objects  with  significant  nonlinearities  using  neural

network  models,  and  identify  the  scope  of  their  effective

application.  This  aim  is  achieved  by  applying  the  dynamic

nonlinear models in the form of time delay neural networks.

The scientific novelty of the work lies in the determination of

the dependences between the accuracy of suggested models and

the types of model input signals, as well as the amplitudes of

model input signals. Practical usefulness of the research lies in

the  determination  of  the  area  of  effective  use  of  suggested

models  of  dynamic  objects  with  significantly  nonlinear

features,  such  us  saturation.  Significance  of  the  obtained

results:  the  application  of  the  proposed  models  for

identification  dynamic  objects  with  significantly  nonlinear

characteristics allows to improve the accuracy of the modelling

process  in  comparison  with  models  based  on  deterministic

identification methods, such as integro-power series based on

multidimensional weight functions.

Index  Terms—Identification,  nonlinear  dynamic  objects,

significant nonlinearities, time delay neural networks.

I. INTRODUCTION

ODAY, as a result of the development of technology and
science, practical applications increasingly consider dy-

namic control objects characterized by significantly nonlin-
ear properties. Due to these characteristics, objects can func-
tion in more complex modes than objects with characteristics
in the form of linear or insignificant nonlinear functions [1].
A non-significantly nonlinear function should be understood
as the case when the nonlinear function and its 1st and 2nd or-
der derivatives are continuous over the entire range of input
signal changes. Nonlinear links that do not satisfy this condi-
tion are considered to be significant nonlinearities [2].

T

For  successful  interaction  with  such  objects  (solving
control, management, and diagnostic tasks), it is first of all
necessary to ensure their adequate mathematical support and
effective  modeling  tools.  However,  the  presence  of
significantly  nonlinear  characteristics  makes  the  use  of
existing analytical  methods ineffective.  Such models don’t
reflect the dynamic and nonlinear properties of a real object,

so they cannot provide high identification accuracy [2]. An
up-to-date approach to modeling nonlinear dynamic objects
is the artificial neural network apparatus [3-7].

The  aim  of  the  work is  to  improve  the  accuracy  of
modeling  dynamic  objects  with  significant  nonlinearities
using neural network models, and identify the scope of their
effective application.

This  goal  can  be  achieved  by  examining  the  existing
architectures  of  neural  networks  for  modeling  nonlinear
dynamic  objects  and  identifying  their  advantages,
disadvantages and determining the areas for their effective
use.  The  following  tasks  are  considered  within  the
framework of this work:

1. Study of modeling accuracy of nonlinear objects with

smooth nonlinearity.

2. Study of modeling accuracy of nonlinear objects with

piecewise linear nonlinearity. 

II. RELEVANT WORKS

Today several methods for modeling nonlinear dynamic
objects based on artificial neural networks are known [8, 9].
There are Dynamic Neurospatial Mapping (Dynamic Neuro-
SM) [10,  11],  Time-Delay Neural  Networks (TDNN) [12,
13]  and  Wiener-type  Dynamic  Neural  Networks  (Wiener-
type DNN) [14-16].

Dynamic Neuro-SM type models are improvements over
the well-known Static Neuro-SM models [10, 11], which aim
to map a given approximate model of an object to an exact
model. Dynamic Neuro-SM models use neural networks to
transform an existing (rough) model into a desired (exact)
model using machine learning approach [10]. Such models
provide improved accuracy compared to Static Neurospatial
Mapping  models,  but  assume  some  a  priori  information
about the laws of functioning of the object under study [11].

Wiener-type DNN is based on the principle of building a
nonlinear  dynamic  Winner  model.  This  model  consists  of
two parts arranged in series: linear dynamic and nonlinear
static models [14, 15]. In this case, the dynamic properties of
the object are reproduced by a linear model, and the non-lin-
ear properties are reproduced in a static non-linear model. In
Wiener-type DNN  static non-linear model is implemented as
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an artificial neural network [14-16]. This structure can 
significantly increase the reliability of the dynamic neural 
model, but has a complex (hybrid) structure, which imposes 
additional requirements on the network learning algorithms 
and narrows the scope of the model. 

Among the considered variants of models TDNN are the 
most general structures consisting of several layers with direct 
connection (direct signal propagation) [12]. Such models are 
capable of learning from the input-output experimental data of 
nonlinear dynamic objects [12, 13]. These models have good 
convergence, which is an advantage over the models based on 
Dynamic Neuro-SM and Wiener-type DNN models, 
mentioned above. So, using of TDNN for modeling dynamic 
objects with highly nonlinear characteristics provides unique 
advantages over other models. 

III. TIME-DELAYED NEURAL NETS 

TDNN models are an effective tool for modeling non-
linear dynamic objects with continuous characteristics. The 
most commonly used structure of TDNN consists of three 
layers: input, hidden and output. 

There are many structures of neural networks: with several 
hidden layers, different activation functions and topologies. 
However, using this models gives more complex expression 
for model output data. This is a significant disadvantage in 
comparison with three-layer neural networks for modeling 
nonlinear dynamic objects. 

The input layer of TDNN includes M neurons, where M is 
a length of the object’s model memory. The number of 
neurons M is chosen in such a way as to best reflect the 
dynamic properties of the object [17]. 

The number of neurons K is chosen in such a way as to 
best fit the training set.). It receive input data xn(t)=[x(tn), x(tn-

1), … , x(tn-M-1)], tn=n∆t , n=1, 2, … The hidden layer includes 
K neurons with a nonlinear activation function. The number 
of neurons K is chosen in such a way as to best reflect the 
nonlinear properties of the object. 

The output layer includes 1 neuron with a linear activation 
function. The signal yn(t) on the output layer at the time tn 
depends as on the value of input signal xn(t) at the current 
moment tn, as on input data x(tn), … , x(tn-M-1) at the times tn, 
... , tn-M-1. So, the output data yn(t) of TDNN model are 
determined by the expression: 
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where b0, bi – biases of the output and hidden layers neurons 
accordingly; S0, Si – activation functions of the output and 
input layers neurons accordingly; wi, wi,j – weighing 
coefficients of the output and hidden layers neurons 
accordingly. 

The activation function can be expressed as a polynomial 
of degree p. Then the output data yn(t) of TDNN model are 
determined by the expression [17, 18]: 
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Fig. 1 shows a three-layer TDNN with M inputs, a hidden 
layer with J neurons, and one output neuron. 

 

Fig. 1. Three-layer TDNN with M inputs and K hidden neurons 

TDNN network can quickly learns dynamic behavior 
taking into account high-order nonlinear characteristics [18, 
19] if they are trained on the data of input-output experiments. 

IV. EXPERIMENTAL SETUP 

The effectiveness of the TDNN models is studied on the 
example of the test object. Test object simulation model with 
a first-order dynamic block and nonlinear block in feedback 
[20] is shown on Fig. 2. 

 

Fig. 2. Block diagram of the test nonlinear dynamical object 

The polynomial function and function with saturation are 
used as a nonlinear feature f(y) in feedback block of the 
simulation model.  

To research the accuracy of modeling dynamic objects 
with significant nonlinearities using neural network models, 
and identify the scope of their effective application it is 
necessary to create training and test datasets from input and 
output signals. 

To form a training and test dataset the test signals x(t) in 
the form of impulse, step, linear and harmonic functions with 
different amplitudes a are applied to the input of the 
simulation model. As a result, a set of output reactions y(t) and 
sequential segments xn(t) of input signal x(t), shifted by one 
value ∆t for each type of nonlinear feature f(y) forms a training 
and test dataset. 

To model objects with different types of nonlinearity, it is 
necessary to train TDNN on each of the generated datasets 
[21-23]. 

To create a neural network, the Keras (keras.io) software 
tool is used. It is one of the key Python libraries for efficiently 
organizing APIs when modeling neural networks of any 
complexity. The library is most effective when building small 
networks with a sequential structure, where layers follow each 
other and one input and one output layer. Although it is 
possible to model more complex neural network structures 
with multiple inputs and outputs. 
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To build feedforward networks with Keras we can use an 
any number of sequential layers of the predefined types: Input, 
Dense and Activation. The library has a ready-made set of loss 
functions and optimization algorithms that allow us to quickly 
train the model and avoid local minima whenever possible. 

As a result, a three-layer neural network was created and 
trained. The input signal x(t) is fed to the M neurons of the 
input layer. The hidden layer consists of K neurons. The 
output layer consists of one neuron with a linear activation 
function. The block diagram of the TDNN is shown on Fig. 3. 
In this figure, the value None in the data dimension vector 
means a variable number of rows in the dataset. 

 
Fig. 3. Structure diagram of the TDNN with M inputs and K hidden neurons 

To determine the best values of M and K in the given 
structure of TDNN a number of neural networks with different 
numbers of neurons in the input M and hidden K layers are 
constructed [24]. The result of experiment in the form of the 
loss as a function of the neurons number in the input M and 
hidden K layers is presented in Fig. 4. 

 

Fig. 4. Loss as a function of the neurons number in the input M and hidden 

K layers 

The result experiment as a dependence of the learning time 
(epoch) on the neurons number in the input M and hidden K 
layers are presented in Fig. 5. As a result of TDNN structure 
experiment, the values M=15 and K=50 were accepted for the 
number of neurons in the input and hidden layers of the TDNN 
respectively. The resulting TDNN was used to research the 
accuracy of models for dynamic objects with significant 
nonlinearities [25, 26]. 

 

Fig. 5. Epochs as a function of the neurons number in the input M and 

hidden K layers 

For the study the accuracy of modeling dynamic objects 
with significant nonlinearities using neural network models, 
and identify the scope of their effective application, two 
experiments were organized and executed:  

1. Study of the scalability of the model to various input 
signals. 

2. Study of extrapolation properties of the model. 

The results of both experiments are compared with the 
results of simulation and identification using deterministic 
identification methods, such as integro-power series based on 
multidimensional weight functions. 

A. Study of the scalability of the model to various input 

signals. 

The training dataset includes impulse signals x(t) = aδ(t) 
various amplitude (a ∈ (0, 1]) at the input of the object and its 
response y(t) on the output. The test dataset includes step 
x(t)=aΘ(t), linear x(t)=at and harmonic x(t)=asin(t) signals 
various amplitude (a ∈ (0, 1]) at the input of the object and its 
response y(t) on the output. 

A TDNN model builds on the data of the training dataset. 
The accuracy of the model is tested on the data of the test 
dataset (signals that are not part of the training sample). 

The experiment executes for objects with nonlinear feature 
f(y) in feedback block in the form of smooth (polynomial) as 
well as saturation function. Based on the results of the 
experiment, we make a conclusion about the area of effective 
use of TDNN models. The model output yn(t) is compared 
with the model output y(t) obtained by the simulation and the 
model output yv(t) based on deterministic identification 
methods, such as integro-power series based on 
multidimensional weight functions [27-29]. 

Fig. 6 shows a comparison of the output signals yn(t), yv(t) 
and y(t), obtained as a result of the input signal x(t)=aδ(t) on 
the TDNN model, integro-power model and simulation the 
nonlinear dynamical object (fig. 2) for nonlinear feature f(y) 
in feedback block in the form of polynomial function. 

This experiment shows comparable modeling accuracy 
using TDNN and integro-power models under the action of 
input signals x(t) = aδ(t) various amplitude (a ∈ (0, 1]). 
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Fig. 6. Сomparison of the output signals yn(t), yv(t) and y(t), obtained as a 

result of the input signal x(t)=aδ(t) (a=0.65) on the TDNN model, integro-

power model and simulation the nonlinear dynamical object respectively for 

nonlinear feature f(y) in feedback block in the form of polynomial function 

This figure shows a comparison of the output signals yn(t), 
yv(t) and y(t), obtained as a result of the input signals 
x(t)=aΘ(t) (fig. 7a), x(t)=at (fig. 7b) and x(t)=asin(t) (fig. 7c) 
on the TDNN model, integro-power model and simulation the 
nonlinear dynamical object for nonlinear feature f(y) in 
feedback block in the form of polynomial function. This 
experiment shows that the TDNN model is significantly 
inferior in accuracy to integro-power models under the action 
of input signals x(t) various amplitude (a ∈ (0, 1]), which were 
not included in the training dataset. 

The conclusion follows from the experiment: TDNN 
models are not invariant to the form of the input signal. The 
TDNN model can adequately reflect the properties of the 
dynamic object in the case of training on a sufficient amount 
of data. The training dataset must include input signals various 
amplitude of the same type as in the test dataset. This is a 
disadvantage of neural network models in comparison with 
models based on deterministic identification methods, such us 
integro-power series on the base of multidimensional weight 
functions [29, 31]. 

B. Study of extrapolation properties of the model. 

The training dataset includes impulse x(t)=aδ(t), step 
x(t)=aΘ(t), linear x(t)=at and harmonic x(t)=asin(t) signals 
various amplitude (a ∈ (0, 1]) at the input of the object and its 
response y(t) on the output. Simulating data are obtained for 
objects with nonlinear feature f(y) in feedback block in the 
form of saturation function.The test dataset includes the same 
input signals with amplitude in the interval (1, 2] and 
responses at the output. The accuracy of the model is tested on 
the data of the test dataset (signals that are not part of the 
training sample).  

The experiment executes for objects with nonlinear feature 
f(y) in feedback block in the form of saturation function. Based 
on the results of the experiment, we make a conclusion about 
the area of effective use of TDNN models. The model output 
yn(t) is compared with the model output y(t) obtained by the 
simulation and the model output yv(t) based on deterministic 
identification methods, such as integro-power series based on 
multidimensional weight functions. 

 
a 

 
b 

 
c 

Fig. 7. Сomparison of the output signals yn(t), yv(t) and y(t), obtained as a 

result of the input signal x(t) (a=0.65) on the TDNN model, integro-power 

model and simulation the nonlinear dynamical object respectively for 

nonlinear feature f(y) in feedback block in the form of polynomial function: 

a – x(t)=aΘ(t); b – x(t)=at; c – x(t)=asin(t); a=0.65 

This figure shows a comparison of the output signals yn(t), 
yv(t) and y(t), obtained as a result of the input signal x(t)=aΘ(t) 
(a=0.7) on the TDNN model, integro-power model and 
simulation the nonlinear dynamical object respectively for 
nonlinear feature f(y) in feedback block in the form of 
saturation function. 
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Fig. 8. Сomparison of the output signals yn(t), yv(t) and y(t), obtained as a 

result of the input signal x(t)=aΘ(t) (a=0.7) on the TDNN model, integro-

power model and simulation the nonlinear dynamical object respectively for 

nonlinear feature f(y) in feedback block in the form of saturation function 

This figure shows a comparison of the output signals yn(t), 

yv(t) and y(t), obtained as a result of the input signal 

x(t)=aΘ(t) (a=1.65) on the TDNN model, integro-power 

model and simulation the nonlinear dynamical object 

respectively for nonlinear feature f(y) in feedback block in the 

form of saturation function. 

This experiment shows that the integro-power model lose 

their accuracy in interpolation and extrapolation tasks when 

dealing with dynamic objects with significant nonlinear 

features, for example, saturation function f(y). The obtained 

simulation results for the dynamic objects with significant 

nonlinear features allow to conclude that the extrapolation 

properties of TDNN model are far superior in accuracy to 

integro-power models under the action of input signals x(t) 

various amplitude (a ∈ (1, 2]) for all types of signals present 

in the training dataset. 

The obtained results make it possible to determine the 

area of effective application of TDNN models when 

modeling dynamic objects with significant nonlinearities. 

CONCLUSION 

The results of this research are as follows. 

The scientific novelty of the work lies in the 
determination of the dependences between the accuracy of 
TDNN models and the types of model input signals, as well 
as the amplitudes of model input signals.  

Practical usefulness of the research lies in the 
determination of the area of effective use of TDNN models – 
dynamic objects with significantly nonlinear features. 

Significance of the obtained results: the application of the 
proposed models for identification dynamic objects with 
significantly nonlinear characteristics allows to improve the 
accuracy of the modelling process in comparison with models 
based on deterministic identification methods, such as 
integro-power series based on multidimensional weight 
functions. 

 

a 

 

b 

Fig. 9. Сomparison of the output signals yn(t), yv(t) and y(t), obtained as a 

result of the input signal x(t)=aΘ(t) on the TDNN model, integro-power 

model and simulation the nonlinear dynamical object respectively for 

nonlinear feature f(y) in feedback block in the form of saturation function: a 

– interpolation task (a=0.65); b – extrapolation task (a=1.65)  

TDNN models are not invariant to the form of the input 
signal. The TDNN model can adequately reflect the properties 
of the dynamic object in the case of training on a sufficient 
amount of data. The training dataset must include input signals 
various amplitude of the same type as in the test dataset. This 
is a disadvantage of neural network models in comparison 
with models based on deterministic identification methods, 
such as integro-power series on the base of multidimensional 
weight functions. 

The interpolation and extrapolation properties of TDNN 

model are far superior in accuracy to integro-power models 

under the action of input signals x(t) various amplitude (a ∈ 

(1, 2]) for all types of signals present in the training dataset 

for dynamic objects with significant nonlinearities. 

The obtained results make it possible to determine the area 
of effective application of TDNN models when modeling 
dynamic objects with significant nonlinearities. 

The proposed models verified using the data of the test 
dynamical objects with significant nonlinearities such as 
polynomial and saturation functions. 
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Abstract—As static metaprogramming is becoming more rele-
vant, compilers must adapt to accommodate them. This requires
exposing more information about the code, from the compiler to
the programmer as well as more powerful compile-time function
execution capabilities. The Interpreter component of a compiler
therefore becomes more important.

In this paper a novel approach to compiler architecture that
places the Interpreter as the central component of the compiler
is proposed. Translation of user code into the executable form is
done by an Interpreter, written in the target language. The data
structures of Interpreter are accessible also to the programmer.
Such solution significantly improves flexibility and extensibility
of the compiler and enables execution of any code at the compile-
time.

Compile Time Function Execution (CTFE) First pattern was
designed for low-level, non-garbage-collected, reflection-enabled
language C-=-1. This is a new programming language, which
allows the programmer to execute any code at the compile time,
as well as to analyze and modify the program structure. Grace
to the extensibility of the designed compiler, programs written in
C-=-1 can also generate marshalling bindings for other languages
and support a variety of programming paradigms.

The significant flexibility and extensibility of CTFEF caused
severe problems in compiler construction. The compiler appeared
very complex, its parts, especially Interpreter, were very diffi-
cult to debug. Compiler operates on inflexible data structures,
accessible also for a programmer. They are therefore a part
of the compiled languages standard library and backwards
compatibility must be maintained.

I. INTRODUCTION

COMPILE-time function execution (CTFE) is an aspect of
a programming language, that allows the programmer to

execute code at compile-time. It has been gaining popularity
with programming languages without virtual machines such as
Rust [1] or C++ [2]. The goals and capabilities of CTFE de-
pend on the language and are discussed in details in section II.

In this paper a new approach to compiler construction
that places Compile Time Function Execution capabilities
as the first priority is proposed. This architecture is called
CTFEF: Compile Time Function Execution First. CTFEF
builds the compiler around the Interpreter component. The
goal of this approach is to shorten the initial stage of compiler
bootstrapping [3], [4], better support languages built around
static metaprogramming and make the compiler more exten-
sible. The role of the compiler is to construct the semantic
model of the program being compiled and pass it as data to
the interpreted Compiler-Interface module. Compiler-Interface
then transforms the model into the assembly language to be

compiled into executable. This approach was created during
implementation of the compiler for C-=-1, a new language that
prioritizes static metaprogramming. Using CTFEF approach
causes many implementation difficulties. Data structures used
within the compiler are tightly coupled with the compiled
language. These problems and how they were solved in C-
=-1 compiler are described in section V.

The design of that language is described in section III.
Related work is briefly shown in section II. In section IV
the structure of a CTFEF compiler and interactions among its
components are presented.

II. RELATED WORK

Many currently used programming languages allow the pro-
grammer to execute some code at compile time, for example:
C# [5], [6], Rust [1], [7] and C++ [8].

Rust language compiler is the most similar in capability, to
what was demonstrated with C-=-1, as a feature of CTFEF.
It allows the user to write code that performs some transfor-
mations of the program, and interact with the environment
during the build process. The two relevant features are build
scripts and macros. Rust macros, similar to the classic C-
style preprocessor macros, generate additional code as text.
The major difference between the systems is that Rust macros
operate on tokens, rather than text, and use syntax similar to
regular Rust code. This mechanism is powerful, allowing the
user to rewrite code to avoid repetition, simplify certain tasks
and create new syntax. They are however unable to reflect
on the program or obtain some information available to the
compiler.

Build scripts, on the other hand, are programs that execute
before the compilation of the main package. They prepare the
environment for building the program, for example, compile
external dependencies. The structure of the program being
compiled, is not available for build scripts. Build scripts
accessing such data, would have to analyze the code by
themselves, without any compiler assistance, and that makes
automatic generation of bindings for other programming lan-
guages very difficult.

C# compiler, called Roslyn [9], has the closest set of
capabilities to what CTFEF aims to achieve. Its architecture
allows for user-defined analyzers and code generators using
a program model generated by the compiler [9]. These com-
piler extensions can be used and distributed as regular code
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packages, for example using nuget package manager [10].
C# code analyzers have access to entire analyzed code-base
and to semantic analysis functionality of the compiler. Using
CTFEF for the purposes of code analysis would not offer any
additional benefits.

C# code generators are more limited. They can only add new
files, not modify the existing ones. All code generators operate
on a read-only snapshot of the code base. This also means that
if more than one generator operates during compilation, they
are unaware of the files created by other generators[11]. This
limitation was introduced for a number of reasons. If source
generators could influence each other, the order in which they
run would become important and could lead to unpredictable
behavior. Compilation performance would also be affected,
as parallelization of source generators would become more
difficult or even impossible.

Although CTFEF was inspired by the C# compiler, there
are significant differences between them. C# compiler ex-
tensions are separate, compiled, dynamic libraries loaded by
the compiler and executed as a regular code. In CTFEF
components that analyze and generate code are part of regular
code base and are not compiled separately. The intermediate
representation of these modules is interpreted at compile time,
together with other parts of compiler, and operate on the same
representation of user program. CTFEF is further described in
section IV.

III. DESIGN OF C-=-1

C-=-1 is a new programming language, designed as low-
level and non-garbage-collected and compiled to native ma-
chine code, similar to C, C++ or Rust. What differentiates
C-=-1 are its two core principles: all code is executable at
compile-time and support for metaprogramming. The primary
purpose of this language was to investigate how these ideas
influence software written in it [12].

C-=-1 is a simple language, built with minimum set of
features needed to demonstrate the usefulness of the proposed
metaprogramming features. They are discussed further in
section III-B. The primary motivation for those mechanisms
was to provide to a programmer the ability to create domain
specific static analysis and code generation tools, without
creating a separate program.

A. Type system

C-=-1 type system is similar to type system in C++. Program
may contain user defined classes, with members which may
have limited accessibility. Generic programming is achieved
by templates, although they are much more limited than the
ones present in C++. The user may also use pointers to objects,
with arbitrary indirection (for example pointer to pointer to
object). Additionally, the language contains the concept of an
interface, similar to the one found in C# [13].

B. Attributes and metaprogramming

Metaprogramming in C-=-1 is based on attributes. Attributes
work in a manner similar to the ones found in C#. They are

types, which may contain fields and methods. They can also
be used to annotate other elements of the program, such as
types, functions or variables.

In C-=-1 these attributes may implement special member
functions that react to the use of an annotated program
element. For example, an attribute that can be attached to
a function, may implement onCall special member function.
It will be called at compile time, for each invocation of the
annotated procedure. Within the special method the attribute
will have access to the semantic model of the call site. It may
then modify the semantic model or report warnings or errors.

Listing 1 contains an example of a C-=-1 attribute providing
static analysis: noDiscard. It works in the same manner as the
attribute of the same name present in C++17 [14]: the result
of invoking the annotated function must be used. To declare
an attribute in C-=-1, the att keyword is used. After that,
attribute targets should be listed in angled brackets, as in line
0 of Listing 1. Valid targets for attributes include a number
of language elements, such as types, functions, variables and
fields. Attribute from Listing 1 declares two member functions:
attach in line 4 and onCall in line 6. Listing 2 contains an
example of using the noDiscard attribute. All uses of the
noDiscardFunction, except for the one on line 3 are valid.
Using the function in a statement as opposed to an expression
causes a compile-time error.

The attach method is called after names of all program
elements have been gathered, but before compiler starts to
analyze function bodies. It is common among all attribute
targets and accepts the descriptor of the attached program
element (function, field, type, etc.). Attribute can change
aspects of the program that affect function overload resolution,
such as whether a function is invokable at run or compile time,
only from within the attach method.

The onCall method is an example of a function reacting to
use an annotated program element. These methods are specific
to a given attribute target. Within this function, the attribute
may analyze and modify the code, as well as raise errors or
warnings.

Listing 1: noDiscard attribute in C-=-1
0public att<function> NoDiscard
1{
2public fn attach(f: functionDescriptor)
3{}
4public fn onCall(call:

functionCallExpression*)
5{
6if(call._parentStatment != null<

IInstruction>())
7raiseError(
8&(call._pointerToSource),
9"Return value of a no-

discard function is not
used",

10123
11);
12}
13}

Lines 6 to 11 of Listing 1 are an example of a C-=-1 attribute
providing static analysis. The onCall method checks whether
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the attached function is invoked in an expression or instruction
context. Calling a function as a statement means that the result
of that invocation is discarded by the caller. This may indicate
an error, when the function has no other side effects. If that is
the case, the attribute calls the raiseError function, which is
provided as a compiler intrinsic, that generates a compilation
error. The example presented in Listing 1, although very basic,
demonstrates the ability to implement a form of static analysis
that typically requires modifying the compiler or creating an
external tool.

Listing 2: Example of using noDiscard attribute from Listing 1
0 [noDiscard()]
1 fn noDiscardFunction() -> usize;
2 fn main() -> usize {
3 noDiscardFunction();
4 // error 123: Return value of
5 // a no-discard function is not used
6 let x = noDiscardFunction(); // ok
7 let y = x + noDiscardFunction(); // ok
8 return noDiscardFunction(); // ok
9 }

IV. DESIGN OF THE COMPILER

CTFEF approach was created during implementation of the
first compiler for the C-=-1 language[12]. CTFEF compiler
has four major components:

1) Frontend.
2) Interpreter.
3) Compiler Interface.
4) Backend.
Figure 1 contains a diagram with an overview of how these

parts interact with each other, during the compilation process.
Frontend, described in section IV-A, parses the code in the
compiled language and constructs its intermediate represen-
tation, using Interpreter’s data structures. The structure and
form of the intermediate representation is not specified by
the CTFEF approach, as long as it contains all semantically
relevant information from the source program. It is used to
analyze both user code and the Compiler Interface. After the
intermediate representation is constructed, it is passed to the
Interpreter, which is described in section IV-B. Compiler In-
terface intermediate representation is then executed, using the
user program as data. This step converts the semantic model
of the program into the Backends intermediate language.
This process is further explained in section IV-C. Finally, the
Backend generates the executable file.

A. Frontend

In the CTFEF approach, Frontend serves the same role of
constructing the programs intermediate representation, as in
conventional compilers [3]. The major difference lays in the
data structures used to describe the program. For a CTFEF
compiler, they must be accessible to the program running
within the Interpreter. This may make Frontend more complex.
The additional challenge of representing a user program,
using Interpreter data structures, depends on the design of the
Interpreter.

Fig. 1: CTFEF compiler structure

Fig. 2: Example of circular reference in meta code

B. Interpreter

In CTFEF, Interpreter is main component of the compiler. It
executes the Compiler-Interface which translates the interme-
diate representation into the Backend’s assembly and serves as
what is sometimes called the ’middle-end’ of the compiler[15].
To do it, it must be able to treat the program’s intermediate
representation both as code and data.

An important issue for CTFEF compiler is decision what
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code can be executed at compile-time. In some languages
it may be possible to introduce circular references between
the functions that modify the codebase. Figure 2 contains a
diagram of such scenario. A, B and C are functions. If function
B is modified by function C and B invokes C, the behavior
of function A is unpredictable. This problem will only be
magnified by larger program sizes.

One of possible solutions, to the above-mentioned problem,
is to restrict which functions can be invoked at compile time.
C-=-1 allows code within a compile time context to invoke
procedures only from other packages, declared explicitly as de-
pendencies. Circular references between packages, as in most
other languages, are forbidden. C-=-1 additionally prohibits
modification of dependencies. Therefore, it is impossible for
a function to modify a procedure, it depends on.

C. Compiler Interface
Compiler Interface translates the program’s intermediate

representation into the Backend’s assembly language. This
component is interpreted during compilation and may be
provided by the user. In case of C-=-1, compiler interface
could be supplied to the compiler, the same way that the code
being compiled is passed, as a collection of source files. Figure
IV reflects this decision, treating the Compiler Interface as an
input into the compiler, same as user code.

What is unique about CTFEF is that this part of the
compiler can be written in the target language, during initial
bootstrapping of the compiler bootstrapping process, i.e. initial
implementation using another language [3], [4]. In case of
the C-=-1 compiler, C++ was used to implement Frontend,
Backend and Interpreter, with Compiler Interface written in
C-=-1 [12].

Compiler Interface contains a function marked as the Com-
piler Interface Entry-point. That procedure must accept a set of
modules to be compiled and a Compilation Context that is used
to generate the Backends assembly. The module descriptors
that are passed to the Compiler Interface are built by the
Frontend, as can be seen in Figure 1.

After the Compiler Interface finishes generating Backend
assembly, the Compiler Backend is invoked to generate the
binary executable.

D. Backend
CTFEF does not put any additional requirements on com-

piler Backend. When using this approach, a generic Backend
library can be used. C-=-1 compiler used LLVM[16] as its
backend.

The Backend code must be invokable from within the inter-
preted program in the target language. Depending on how the
Interpreter was designed, this may require significant effort.
Compiler Backends are large and for the Compiler Interface
to take advantage of them, their entire interface must be fully
available in the interpreted context. This means exposing each
function and type within the library to the interpreted code, by
duplicating their signatures. These bindings could feasibly be
generated automatically [17], but this technique was not used
when implementing C-=-1 compiler.

V. IMPLEMENTATION

The first CTFEF was created for a new language: C-=-
1, using generic parser generator and Backend. The most
important aspect of implementing a CTFEF compiler is the
design of the data structures, described in section V-A, that
will be used by the Interpreter.

In order to exploit CTFEF approach in design of a compiler
the language should contain a set of data structures to describe
user code i.e. a Semantic Model. It will allow the programmer
to interact and manipulate the structure of the program at
compile-time. The Semantic model designed and implemented
for C-=-1 is described in section V-B.

The final part of a CTFEF compiler is the Backend Interface.
It is a program, written in the target language, and executed
at compile-time that translates the semantic model into the
Backends’ assembly language. Backend Interface implemented
for C-=-1 is relatively small and is described in section V-C.

A. Interpreter data structures

Data structures of the C-=-1 Interpreter have been designed
having the ease of development and debugging in mind. They
are thus not particularly efficient.

Figure 3 contains a class diagram of most of the types used
to represent values within C-=-1. All of them derive from
IRuntimeValue and are managed via C++ smart pointers. The
interface of the base class allows the value to be converted
to a human-readable format, serialization, deserialization and
copying.

The most primitive types within the hierarchy are
StringValue and IntegerValue. They are simple wrappers for
strings and integers, present in host language. Floating point
numbers were not implemented as they were not necessary for
implementation of a basic compiler.

User-defined types are represented using ObjectValue. The
contents of an object is kept as a string - IRuntimeValue

dictionary, with field names as keys and uniqe_ptr<

IRuntimeValue> as values. C-=-1 object is therefore spread
out in memory, even if the fields are directly contained within
the class, without any indirection.

There are several types of reference within the C-=-1
Interpreter. The most basic pointer type is a reference to C-=-1
value. It was realized as a pointer to the owning pointer of the
value.

B. Program semantic model

A major motivation for creating CTFEF was the ability
to support languages with compile-time metaprogramming.
This includes reflection and modification of the code being
compiled. User program has to be represented as a complete
and modifiable object, using the Interpreters’ data structures.

C-=-1 language model divides the user program into assem-
blies. They represent an individual program package: a library
or an executable file. The compiler is invoked to compile an
assembly, together with its dependencies. Assembly is the root
object of C-=-1 program model, it stores a list of assemblies
it depends on and the root namespace of the package it
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Fig. 3: Class diagram of C-=-1 Interpreter data structures

represents. The remainder of user code is organized into
namespaces, types, functions and fields. These parts of the
model are represented by native classes of the host language
and form the basis for the rest of the model.

The most complex part of the model is the representation
of the function body. Like in most programming languages, a
C-=-1 function can contain a variety of instruction types. That
includes complex statements and blocks of statements that
can be arbitrarily nested. Each instruction may also contain
expressions of any complexity.

To deal with this complexity, C-=-1 semantic model for
functions is build around two interfaces: IInstruction and
IExpression and their concrete implementations. Every cat-
egory of instruction or expression is represented by its own
type. The user may then analyze the structure of the program,
using a dynamic type conversion mechanism similar to C++
dynamic_cast [2].

All elements of the semantic model, have a sourcePointer.

It is a simple structure, that contains the filename and the line
number of the expression or instruction. This information can
be passed to compiler intrinsic functions, such as raiseError

, to generate error messages for the user. Listing 1 contains
an example of this functionality. The pointerToSource makes
the messages generated by the compiler easier to understand
for the programmer.

Component responsible for creating the semantic model is a
major part of the compiler. There are two operations that this
module performs: building the definition of the types used to
describe a program, and creating an instance of the model,
given semantic information. C-=-1 compiler has a hard-coded
definition of its base library. It contains definitions of primitive
types and types used to build the semantic model of a program.
The description of this library must be built manually, as it is
very closely integrated with the compiler.

C. Backend interface

The C-=-1 Backend interface uses LLVM [18] code gener-
ation API that has been exposed by the compiler. The func-
tionality which has been made available to C-=-1 represents

a minimal subset of LLVM, that is sufficient to implement a
basic compiler.

Besides translating user code, the Backend Interface must
also generate the assembly for certain intrinsic operations.
Functions such as integer arithmetic operators, array indexers
or memory allocators are concepts too low-level to be ex-
pressed in C-=-1. They are therefore expressed as functions,
without bodies, which are then replaced by appropriate intrin-
sic operations.

Listing 3 contains a simple function written in C-=-1 (line
2), its ideal LLVMIR (line 5) and LLVMIR generated by C-=-
1 compiler (line 21). The current implementation generates a
function for each operator, regardless of whether it was defined
by the programmer or is a primitive operation. They are merely
wrappers around the actual LLVM intrinsic, meant to simplify
implementation of the Backend Interface. Future versions, with
additional effort, may generate the ideal LLVMIR from line
21 of Listing 3.

Certain other intrinsic operations are defined using exter-
nal dependencies. C-=-1 memory management library, in the
runtime context, uses a simple interface capable of allocating
and deleting a continuous buffer. It consists of two functions:
unsafe_new and delete. In the standard library, they are
explicitly mapped to malloc and free functions from the C
runtime.

Backend interface must also allow the programmer to influ-
ence how the executable code is generated. There are many
practical reasons for this capability. Specifying the name of a
function in order to link it to an external symbol is one of them.
For example, C-=-1 standard library uses malloc and free to
manage memory. These symbols are imported as unsafe_new

and delete in excerpt in Listing 4. This is accomplished using
the mapToExternalSymbol attribute and specifying the symbol
name as a parameter, as was done in lines zero and three.

One of possible ways of achieving this, is to declare an
interface for an attribute generating a functions symbol name.
Listing 5 contains relevant code of a Backend Interface that
uses such an attribute to override mark external symbols.
Interface ISymbolNameOverride contains only one method:
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createSymbolName that returns the name of the symbol in the
generated assembly.

Listing 3: Representation of average function in C-=-1 and
LLVM IR

1 // C-=-1 function in source code
2 fn average(a: usize, b: usize, c: usize) -> usize {
3 return (a + b + c) / 3;
4 }
5 // Ideal representation in LLVMIR
6 define i32 @average(i32 %0, i32 %1, i32 %2){
7 %4 = add i32 %1, %0
8 %5 = add i32 %4, %2
9 %6 = sdiv i32 %5, 3

10 ret i32 %6
11 }
12 // Generated LLVM IR
13 define i32 @__operator___plus____usize__usize(i32

%0, i32 %1){
14 %3 = add i32 %1, %2
15 ret i32 %3
16 }
17 define i32 @__operator___div____usize__usize(i32 %0,

i32 %1){
18 %3 = sdiv i32 %1, %2
19 ret i32 %3
20 }
21 define i32 @average(i32 %0, i32 %1, i32 %2){
22 %4 = call __operator___plus____usize__usize(i32

%1, i32 %0)
23 %5 = call __operator___plus____usize__usize(i32

%4, i32 %2)
24 %6 = call __operator___div____usize__usize (i32

%5, i32 3)
25 ret i32 %6
26 }

Functions buildFunction and getFunctionName, from List-
ing 5, are parts of Backend Interface. They are invoked in
order to convert a C-=-1 functionDescriptor to a LLVMIR
function. They were included in the Listing, because they
are the only parts of the Backend Interface that need to
interact with ISymbolNameOverride attributes. Both of these
procedures, check whether an attribute implementing this in-
terface is attached to the function they are currently processing.
This happens on lines two and eighteen of Listing 5. If that
attribute is present, code of that function is ignored, and it
is treated as an external symbol: condition on line eighteen
omits execution of build_block function on line twenty-one.
Procedure getFunctionName contains a similar condition on
line two, that decides how the name should be generated. If
an ISymbolNameOverride attribute is present, it will be created
by createSymbolName method of the attribute attached to the
function. Otherwise, the mangleName function will create name
of function’s symbol based on its parameters and return type.

Listing 4: C-=-1 memory allocation functions from
standard library

0 [mapToExternalSymbol("malloc", "")]
1 private fn unsafe_new(size: usize) -> char* {}
2
3 [mapToExternalSymbol("free", "")]
4 internal fn delete<typename T>(val: T*) {}

Listing 5: Part of a Backend Interface, using
ISymbolNameOverride interface

0private fn getFunctionName(f:
functionDescriptor) -> string {

1let attribute = f.get_attribute<
ISymbolNameOverride>();

2if(attribute != null<
ISymbolNameOverride>())

3return attribute.createSymbolName();
4return mangleName(f);
5}
6private fn buildFunction(
7f: functionDescriptor,
8llvmF: llvmFunction,
9registry: packageRegistry*,
10mod: llvmModule)
11{
12let variables = dictionary<

variableDescriptor, llvmValue>();
13let params = f.parameters();
14for(i in enumerate(0, params.length()))
15variables.push(params[i], llvmF.

getParameter(i));
16let builder = llvmF.getBuilder();
17let attribute = f.get_attribute<

ISymbolNameOverride>();
18if(attribute == null<

ISymbolNameOverride>())
19{
20let code = f.code();
21build_block(&code, &builder, &

variables, registry);
22}
23}

VI. CONCLUSIONS

CTFEF is a new approach to compiler construction which
offers high degree of compiler extensibility, at the cost of de-
velopment time and performance, compared with conventional
compilers. It places the interpreter as the main component of
the compiler and focuses on executing user code at compile
time. The user code has access to the same information as
the compiler at compile time and may perform analysis or
transformation of the compiled program. The thesis that in-
troduced this approach [19] demonstrated numerous practical
application: generating bindings for other languages, static
analysis and extending semantics of the language. These goals
are significantly easier to accomplish, thanks to the access to
semantic model of the program, constructed by the compiler.
Authors of language tools do not need to analyze the user
program.

On the other hand, using CTFEF approach has some
drawbacks. Implementing a compiler is more difficult. Since
a significant part of the compiler is interpreted, the initial
implementation requires working with the target language.
The lack of available tools, such as integrated development
environments, debuggers and libraries, for this new language,
makes this part of the process significantly more difficult. On
the other hand also means the work on the compiler in the
target language may start at the very beginning of compiler
bootstrapping process[3], [4].

The compiler created for C-=-1 has unacceptable perfor-
mance, as noted by the original C-=-1 paper [12]. Compiling
the C-=-1 standard library, containing around 200 lines of
code, takes approximately 10 minutes. Majority of that time
is spent on interpreting the compiler interface. This is a
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significant barrier to adopting CTFEF approach. Since the
compiler implemented for C-=-1 was made as a research tool
with minimal effort, further work is needed to explore the
performance issues of CTFEF approach.
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Abstract—In higher education, at times it happens there are
limited places in courses because of, for example, staffing and
classroom shortages which can lead to students being wait-
listed. Previous research indicates there are numerous waiting
list prioritization methods in health care and public housing,
whereas research in waiting list prioritization methods for course
registration in higher education is very limited. Results of a
literature study and interviews with domain experts have been
conducted and analyzed to determine how course waiting list
procedures can be improved. This has resulted in an improved
waiting list procedure including prioritization methods for master
program courses in Information and Computing Sciences at
Utrecht University, the Netherlands.

I. INTRODUCTION

THE huge increase in jobs in the IT sector that the
digital economy has offered, as well as our increasing

dependence of computing skills and data, has caused a signif-
icant increase in the enrollment of students in undergraduate
computer science (CS) related courses and programs across
North America [1]. This is partly due to the requirement
of at least a bachelor’s degree for entry-level jobs within
the IT sector [2]. Course enrollment increases are not only
caused by the growing number of CS major students, but
also due to a substantial rise of non-CS students that want
to participate in CS courses [3]. The growth in the number of
undergraduate computer science majors has not been matched
by an increase in the number of tenure-track or teaching staff
[1]. Consequently, teachers have to teach larger classes and
more classes are being taught by temporary instructors such
as visitors and graduate students. This is partly due to the
outflow of graduated CS students into industry rather than
staying in academia to teach, as they can earn up to twice
as much in industry compared to what professors earn [4].
This causes a snowball effect: the shortage of CS teachers
makes it more difficult for CS majors to get into and finish
the classes they need to graduate. These teaching and teaching
staff shortages, as well as the lack of sufficient classrooms
are some of the causes of restricting certain CS courses to a
limited number of students. Because the demand for courses
sometimes exceeds the course capacity, waiting lists to select
which students will be enrolled for the course are used. In this
research a case at Utrecht University in the Netherlands will
be used and the current handling process of these waiting lists

contains multiple registration and prioritization challenges.
This research aims to map the current process based on an
already available textual description and improvements will
be proposed for an optimized waiting list procedure. These
improvements will be based on published literature, as well
as interviews with domain experts.

This paper is organized into ten sections. In the follow-
ing section, the design and structure of the research will
be explained. In Section III, a motivating scenario will be
described, which includes background information as well as
the current situation on the procedure of handling waiting lists
in the case of Utrecht University. In Section IV, the results
of the literature study will be presented. Interviews were held
with education coordinators of different study programs within
Utrecht University and the results are described in Section
V. Section VI triangulates the results from both the literature
study and the interviews. Based on these results, an improved
waiting list procedure will be presented in Section VII. This
improved procedure will be validated with an education co-
ordinator of Utrecht University in Section VIII, to see what
final improvements can be made to the procedure. The final
results after the validation are discussed in Section IV. The
final section includes concluding remarks, research limitations,
and avenues for future research.

II. RESEARCH DESIGN

The research that will be performed in this study is divided
into three parts. Firstly, a literature study is performed to
find out what is already known about waiting lists, also
transcending the domain of higher education. To complement
this literature with real life waiting list practices in the
domain of higher education, interviews with domain experts
are conducted. These experts are education coordinators of
different study programs within Utrecht University, who also
coordinate the handling of waiting lists for courses. The results
are triangulated to find out what the most common and most
useful practices are with regard to waiting list handling. Based
on these results, an improved waiting list procedure will be
created: a textual description complemented with a Business
Process Model and Notation (BPMN) model [5]. In the last
phase of the research, the proposed improvements will be
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reviewed by another domain expert, to gain more insights and
find out strengths and weaknesses of the proposed procedure.

A. Research questions

The aim of this study is to find out if and how waiting
list procedures for master program courses in Information
and Computing Sciences can be improved over current
procedures, so that the chances of participating are as fair
as possible for every student. The waiting list procedure
for master program courses at Utrecht University are used
as a case. The following research question and related sub
questions have been conducted:

How can waiting list procedures for Information and
Computing Science master program courses be improved to
make sure that the chances of participating are as fair as
possible for every student?

SRQ 1: How are waiting lists of I&CS master courses
currently handled? Before the start of the research, the current
situation regarding the waiting lists in I&CS master courses
at Utrecht University is investigated in Section III. SRQ 2:
How are waiting lists handled within other departments at
Utrecht University? To answer this question, interviews will
be conducted with university staff that handle waiting lists for
courses, on which more can be read in Section II-C. SRQ 3:
How are waiting lists handled at other educational institutes
and in other fields? To answer this question, a literature study
will be performed, on which more can be read in Section II-B.

B. Literature study design

To find out how other institutes in higher education deal
with waiting lists, a literature study is performed. Initially,
very limited published literature was found on waiting lists
and procedures in education. There is, however, information
about waiting lists available university websites, in blogs and
news articles. To make sure this information is included in the
study, a Multivocal Literature Review (MLR) is performed
[6]. A MLR is a type of Systematic Literature Review (SLR)
[7] that includes both published literature and grey literature
(GL). GL is mostly defined as “literature that is not formally
published in sources such as books or journal articles”[8] and
“literature that is not controlled by commercial publishers, i.e.,
where publishing is not the primary activity of the producing
body” [9]. The inclusion of GL in the literature review is
supposed to fill in the gaps of published literature by providing
other perspectives. For this literature study, multiple search
engines have been used to gather scientific as well as GL. For
scientific literature, Web of Science and Google Scholar were
used. For GL, Google was used. An overview of used search
terms and key words per search engine is shown in Table 1.
C. Expert opinion interviews

In addition to the literature study, interviews with experts
will be conducted. In contrast to mass surveys, experts are
typically more informed and motivated than the average par-
ticipant of a questionnaire [10]. The validity of the information

TABLE I
USED SEARCH TERMS AND KEYWORDS PER SEARCH ENGINE.

Web of Science Google Scholar Google
Waiting lists for
courses

Waiting lists for
courses

Waiting lists for
courses

Waitlisted courses Waitlisted courses Waitlisted courses
Waiting list proce-
dure

Waiting list proce-
dure

Information science
waitlist course

Waiting list, univer-
sity

Waiting list, univer-
sity

Waiting list prioriti-
zation

Waiting list prioriti-
zation

gathered through expert interviews is heavily dependent on the
expertise of individuals being interviewed. Because this exper-
tise is so important, the experts for this research are education
coordinators of bachelor and master programs within Utrecht
University. The interviewed coordinators have been selected
because they coordinate programs that have a large number
of incoming students every year, which makes waiting list
issues likely. A summary of the results of the interviews can
be found in Section V, while the entire interview text can be
found in Appendix A. In the context of ethics and privacy, an
Ethics and Privacy Quick Scan was conducted (see Appendix
B). Based on the scan, this research has been classified as low
risk with no further ethics or privacy assessment required. All
participants were asked to fill out a consent form that asks
their permission to participate in the research and informs them
about it.

D. Validation

To validate the effectiveness of a treatment, it must be
demonstrated that it would achieve the desired outcomes for
stakeholders when applied to the specific problem at hand [11].
The requirements for the treatment must be clearly defined and
justified, and the treatment must meet these requirements to be
considered validated. When both the literature study and expert
opinion interviews have been finalized, an improved waiting
list procedure will be created based on several requirements,
that will be drawn up based on the results from the litera-
ture study and interviews as well as aspects of the current
procedure. In Section VII, this improved procedure, including
requirements for the treatment, will be presented. The proce-
dure will then be presented to the education coordinator of
the master programs within the I&CS department of Utrecht
University. This coordinator reviews the improved procedure
and provides feedback, based on which the final waiting list
procedure will be presented in Section VIII.

III. MOTIVATING SCENARIO

As mentioned earlier, the research is based on the case
of the I&CS department at Utrecht University. The problem
with waiting lists in this situation has to do with different
enrollment periods for master courses and incoming students.
In this section, the context of having a maximum number of
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places for a course and different course registration periods
will be explained.

A. Broader context
Waiting lists are sometimes necessary for students before

they can participate in a course. This limitation can be there
because of teaching staff and room capacity. Schedules for an
academic year that start in September are made in January of
that same year. Program directors have to provide schedulers
with the number of students they expect to take part in
courses for that particular year. When the enrollment for a
course starts, it is possible that the demand is higher than the
supply, meaning that all students that have signed up beyond
the maximum capacity of the course will be placed on a
waiting list. The course coordinator can ask for lecture rooms
with bigger capacity, but because schedules have been made
already, it is not likely that this is possible. Alternatives are
teaching the course in hybrid mode or dividing the students
over multiple rooms on campus, but then there is still the
problem of hall availability, as well as needing more staff to
guide the streaming of the lecture to multiple rooms. Another
possibility is changing the design of the course to allow more
students. This can range from adjusting group projects to
complex implementations like using IT to automate parts of
a course. One of these methods is blended learning: ways
of enhancing traditional teaching with digital methods like
additional online material or even building a completely new
course with a blended learning concept from scratch [12]. This
method could facilitate more students to take part in courses,
as it allows for hybrid teaching and learning. A reason why
there could be a maximum capacity of a course is because of
a limited number of teachers and teaching assistants (TAs). At
the I&CS department, courses in master programs generally
do not have TAs, because a TA for a master course must
have followed the course already and a master program is
only one or two years. On top of that, many of those are also
TAs for advanced-level bachelor courses. The result is that
remaining TAs may have limited effect on the overall teaching
staff workload reduction for master programs and may have an
impact on the number of students that can be accommodated.

B. Types of courses
A master course can be of a different level for each student.

There are three types of courses, the first one being a manda-
tory course: a course that the student of a certain master’s
program must follow. This means that when a student signs up
for this course, they will always be enrolled. Secondly, there
are primary electives. These are courses of which a student
has to follow a certain amount. Finally, there are secondary
electives: several courses that you can freely choose from any
master program. Students on a waiting list for such a course
will only be enrolled if there are seats left after having handled
all other waitlisted students.

C. Course registration periods
The first course registration period for a course is the first

time the enrollment for a course is opened, which means

that the maximum capacity of the course is available for
registration. In an academic year, there are four teaching
periods (or blocks). For the 2022/2023 academic year, the
course registrations are opened for the dates that can be seen
in Figure 1 in Appendix D [13].

After the initial course registration period, there is another
possibility to enroll for a course: the post (course) registration.
This registration period is only opened for two days, usually
two weeks before the start of the new period for which this
post registration is meant. However, chances are high that the
course is already full by then.

D. As-is situation

New students can start a master program in either September
or February. These students are unable to sign up for courses
that take place in the first period when all places are still
available (initial course registration), as they do not have
access to an online environment where students can sign up
for courses yet. They can only sign up for courses when
the deadline of the first course enrollment period has passed,
which means that there is a chance that a course is already
booked in full. In that case a student will be put on a waiting
list. A workaround for such a student is following the course
in the second year as they can sign up for the course during
the first enrollment period. Giving new students priority over
already enrolled students could ensure them a spot in the
course they want to follow. However, if this is always done,
other students will have a higher chance of not being able
to follow their preferred primary elective courses. Following
that, students that would like to follow a certain course as
a secondary elective would be denied participation in that
course, as they are then last in line in terms of priority. This
is not ideal either, as there should be chances for any student
to participate in a course, regardless of the course type.

The current situation regarding waiting list handling is as
follows: students are placed on a waiting list if the course is
full or if the course is not listed in their exam program as
mandatory or primary. For the first enrollment period, only
waiting lists for courses that have been booked in full are
looked into. For the late enrollment period, all waiting lists
are looked into. If there are waiting list candidates for whom
the course is mandatory, the student will always be enrolled.
If the course is definitely booked in full, waitlisted students
that still need another course to follow in the upcoming period
are offered participation in courses that have places left. The
full as-is situation can be found in Appendix C.

E. Business Process Model and Notation (BPMN) model

The Business Process Model and Notation (BPMN) is a
process modeling language that is used to present business
processes graphically. This allows users to comprehend the
activity flows, role assignments and usage of data and infor-
mation [5]. In Figure 1a, the waiting list handling of the first
enrollment period, as described in Section III-B, is modeled.
Figure 1b shows a legend of what the different symbols and
elements of the BPMN represent. Two pools, ‘student’ and
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‘Utrecht University’, are used in Figure 1 and 2, with each
pool representing a participant in a process [14]. These are
used when the model includes multiple participants that are
not physically connected to each other, which is the case
here. As activities within a pool are treated as a separate
and independent processes, sequence flow cannot be used
to connect activities between pools. Therefore, message flow
is be used for the communication between two pools. The
procedure for the late enrollment period is modelled in the
same way in Figure 2.
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Fig. 1. BPMN model of first enrollment period waiting list procedure.
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Fig. 2. BPMN model of late enrollment period waiting list procedure.

IV. LITERATURE STUDY RESULTS

As explained in before, a MLR will be performed in this
research. To gain insights in what has been formally published,
sectors where waiting lists research has appeared a lot, like
health care and public housing, will be included in this study.

A. Health care

Waiting for healthcare refers to the period of time between
when a person becomes aware of a health issue and when
they receive a diagnosis and treatment for it [15]. Managing
and handling waiting lists is a complex problem that affects
physicians, patients, healthcare systems, and governments
from clinical and ethical perspectives [16]. Waiting lists have
found to be the secondary most significant ethical challenge
that is encountered by patients and their families in Canada
[17].

The main reasons to worry about how waiting lists are
handled are fairness or equity: in principle, patients who are in
the greatest need for treatment should be treated first, if all else
is equal. In addition, patients with the same level of urgency
should have to wait the same amount of time before getting
treated [18], [19]. Many waiting lists lack the implementation
of this fairness, equity, and organization, as they have been
constructed under time pressure with little forethought [20].
Formal policies and procedures for waiting lists should be de-
veloped and defined by health care organizations to maximize
their organization and fairness. Five key concepts that should

be considered during the assessment of patients on waiting lists
are considered to be severity, urgency, relative priority, need,
and expected benefit [19]. Severity refers to three aspects: the
level of suffering, limitations in performing daily activities and
the risk of passing away early. Urgency indicates the need
for immediate clinical intervention or surgery. Urgency and
priority seem strongly related: when a patient’s situation is
very urgent, he or she should be prioritized over a patient
whose situation is not as urgent. The term need is often
a point of discussion, as sometimes it is seen as equal to
severity while others define it more like urgency. According
to guidelines from the Victorian Government Department of
Human Services in Australia, patients should be placed in
different urgency categories based on their clinical need [21].
The patients that are in the most urgent need for surgery are
placed in a higher category than others, giving them higher
priority. Expected benefit refers to the degree of benefit a
patient would experience from surgery, and the probability
of that benefit occurring. These two factors can differ from
patient to patient, e.g., the benefit of surgery can be large for
a certain patient while the likelihood of occurrence is low,
and vice versa. There are two types of benefits: the elongation
of a patient’s lifespan and improvements in a patient’s life
quality, where the latter is often seen as most important. To
make waiting lists fair for every patient, several prioritization
methods have been created. A commonly used prioritization
method is ranking patients that need elective surgery by the
urgency of the needed treatment based on clinical and social
criteria [22]. Patients are put in a group that represents their
medical situation, which is assigned to a maximum time for
the surgery those patients should have to wait [23]. These
medical conditions vary from emergency (needs immediate
revascularization) to marked delay (3 to 6 months waiting
time). Another method to rank patients on a waiting list is
a scoring system that assigns a ‘priority score’ to each patient
[24]. Patients will be ordered on a waiting list based on their
priority score, which is based on a patient’s urgency of need.
This priority score will be added up to an accumulating waiting
list score each week, which allow waitlisted patients to climb
up.

Within the literature, many articles explicitly define certain
priority criteria. These criteria are based on the severity of
the disease and consequently the urgency of treatment, while
social factors are often considered as well [25]. Priority criteria
are criteria on which a patient is ranked before being put
on a waiting list. This ranking will then define their level
of urgency and thus their place on the waiting list. They
have two essential functions: they are used to prioritize and
schedule surgeries for patients on the waiting list, as well
as to create profiles of the patients on the waiting list based
on their specific needs and characteristics. A priority criteria
form for hip and knee replacement can be seen in Appendix
D, Table I [26]. The higher level a patient scores for each
criterion, the higher their score will be for the level and thus
for their overall score. The panel members that tested this
method concurred that the criteria accurately reflected the way
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surgeons perceive priority and urgency of patients that are in
need for hip or knee replacement. Similar criteria and urgency
levels have been developed for general surgery in Western
Canada [25]. After a series of testing, a set of final priority
criteria was drawn up (see: Table II in Appendix D). These
criteria were deemed logically valid and easy to use. The
use of clinical priority criteria is supported by doctors from
western Canadian provinces, and they think they are aligned
with worldwide expert opinions on the urgency of surgery. In
Australia, at least up until 2010, patients that were in need for
surgery were placed in one of three clinical urgency categories
which have been established nationally [21]. These priority
criteria categories can be found in Table III in Appendix D.
This system makes for a simple form of prioritization, but
lacks specific guidelines for surgeons to make decisions on a
patient’s clinical need for treatment as it does not consider
many other (social) factors when deciding on the urgency.
In Italian National Health Service, recommended maximum
waiting times for patients based on the urgency level of their
needed treatment have been formalized [22]. Five urgency-
related groups have been created, all with a maximum number
of days a patient should have to wait before receiving surgery
(see: Table IV in Appendix D).

B. Public housing

Most states in Australia use a waiting list with several
categories of housing need to prioritize applicants on waiting
lists [27]. To even be eligible to sign up for public housing,
an applicant must fulfill certain criteria, like living in the state
or area of applying, owning an Australian passport and having
a significantly low income. When a participant fulfills all of
these criteria, they will be put on a waiting list based on
the category they are put in. Each state operates their own
form of ranking applications, which can be seen in Table V in
Appendix D [28]. These criteria consider both medical and
social factors. More general priority criteria for Australian
public housing have been drawn up as well. Some common
reasons for someone to be prioritized over others are domestic
violence, disability, and homelessness [29]. Another method
to rank patients on a waiting list is the priority points system.
With this system, applicants receive points based on their level
of need for housing. Both the level of need and the number of
points can be reconsidered as long as an applicant is on the
waiting list [29]. Points are often awarded for current housing
conditions, disability, family size, and medical need.

C. Educational institutions

The Universites of North Georgia and University of Denver
state that their waiting lists for (most) courses are handled
with a first come, first served function [30], [31]. The only
criteria that students must meet to get on a waiting list, in most
cases, are not having schedule conflicts, fulfilling course entry
requirements and not already taking the maximum number
of hours. The University of Auckland may select the order
of students on waiting lists for courses on academic merits,
for example a GPA requirement [32], while the Washington

College of Law waiting lists take priority to make the waitlist
process as fair as possible [33]. Due to high demand for
courses, the Information Science (IS) department from Cornell
University has set up priority criteria for course enrollment:
IS majors come first, followed by IS major applicants, then
IS minors, fourth come seniors in others fields and finally
all other students, where seniors are prioritized over freshmen
[34]. Boston University also gives preference to seniors over
undergraduate students, but only after giving priority to all
College of Arts & Sciences and Graduate School of Arts &
Sciences students [35].

V. EXPERT OPINIONS

For the expert opinions, multiple semi-structured interviews
were performed with education coordinators of different de-
partments and study programs within Utrecht University. The
interviews were conducted with the education coordinators of
the Biology and Pharmacy bachelor programs and the educa-
tion coordinators of the Graduate School of Life Sciences.

All of the interviewed experts pointed out that they use a dif-
ferent approach to the ‘regular’ waiting list procedure. Rather
than filling up the course capacity before placing students on
a waiting list, the course capacity is set to zero in the course
registration system, which means that every student that signs
up for a course is placed on a waiting list automatically. After
the end of the initial course registration period, the waiting
list is closed and a spreadsheet with data about students is
generated. When the course capacity allows all students that
registered for the course to participate, all students are placed
for the course. When the number of registrations exceeds the
course capacity, the education coordinator or teacher has to
decide which students will be enrolled for the course. Criteria
have been set up to make this process as fair as possible. A
frequently occurring problem all of the interviewees mentioned
is that students often register themselves for multiple courses
in the same timeslot, hoping they will be registered for at
least one of those courses. By doing that, they essentially
take an additional spot on the waiting list for a course. The
Biology bachelor program came up with an additional method
to overcome this problem. A student can sign up for only one
course per timeslot but can name a second and third choice
course including motivation. When they cannot be placed for
their first choice course, the education coordinator will check
if the student can be registered for a course of their second or
third choice, which is almost always possible. In the rare case
that the student cannot be registered for either of the three
preferred choices, the student will have to choose another
course during the post registration period. All interviewed
education coordinators also mentioned that they do not offer
elective courses in the first teaching period in the first period
of the first year of the program. Only compulsory courses are
offered in this period, for which (new) students are signed up
by the university.

For both the Biology and Pharmacy bachelor programs, a
list of priority criteria is used to decide which students will be
enrolled for a course when it happens to be overbooked [36].
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The criteria for Pharmacy bachelor courses can be found in
Table VI in Appendix D. Priority criteria 7 and 8 are only used
in case of great urgency. When a course within the Biology
bachelor program happens to be overbooked, all registered
students will be filtered through several criteria to narrow the
registrations down to the maximum capacity the course allows.
The so-called hard criteria are handled first as seen in Table
VII in Appendix D, and if after that the number of students still
exceeds the course capacity, the remaining criteria from Table
VIII will be looked into [37]. Students that fulfill the most
remaining criteria will in this case be placed for the course.
This means that there is a possibility for a student that they
will not be enrolled for the course, regardless of fulfilling the
hard criteria, because of the maximum course capacity.

VI. TRIANGULATION OF RESULTS

A very common factor across all of the published literature
is the importance of the urgency, severity or need when
prioritizing someone, rather than waiting time. Generally, the
time spent, position on a waiting list and even order of
registration for a waiting list are not often used. Prioritizing
people based on several factors that have nothing to do with
time is considered to be a fair method to deal with the
allocation of people to waiting lists. Many universities in the
US of which data was available handle their waiting lists for
courses on a first come, first served basis. This is a rather
simple method compared to the methods found in the other
literature and the extensive procedures and filtering criteria
to filter out students from a waiting list. This importance of
the urgency, severity or need when prioritizing someone for
medical elective surgery or for public housing is captured in
priority criteria. These are criteria, often ranked from most
important to least important, on which someone is prioritized
according to what they score for each criterion. For good
procedures, these criteria should be clearly defined, ranked and
sometimes even categorized. When this is done, procedures are
transparent which allows precise insights for everyone on the
waiting list on which place they have been put and on the
basis of what criteria this place has been decided. In some
waiting list prioritization methods, the importance of time is
considered. In some cases, patients that have been ranked at
the hand of several priority criteria will be placed in one of
multiple categories, which are connected to a recommended
maximum waiting time before surgery for a patient. In a few
cases, time spent on a waiting list is considered as important,
and was taken into account while creating certain priority
formulae. This means that someone who has spent a long time
waiting already will get a slightly higher priority score than
someone who has not been waiting for surgery or treatment
as long. Priority criteria in the literature on waiting lists in the
medical domain go further than just deciding who should be
prioritized according to the severity and urgency for needed
surgery. The criteria often also consider the impact the disease
or untreated condition has on the patient’s social factors such
as their ability to perform their daily activities, work and
live independently. The same goes for the literature on public

housing waiting list prioritization. Here, social factors like a
person’s medical condition and their age are considered when
deciding someone’s place on a waiting list. This inclusion of
social factors are not part of the priority criteria for courses
as mentioned by the interviewees.

VII. OPTIMIZED WAITING LIST PROCEDURE

To construct an improved waiting list procedure for the
I&CS department, a list of requirements for this improved
procedure will be set up. A requirement is defined as a goal
for the treatment that is going to be designed [11].

A. Defining requirements

A requirement is a desired characteristic or objective for a
treatment that is being developed [11]. The treatment that is
being designed here is the optimized waiting list procedure
for master program courses in I&CS in the case of Utrecht
University. Based on the problems that are faced currently,
and all of the information that was gathered from the literature
study and expert opinion interviews, the following two require-
ments have been drawn up to realize this optimized procedure:
1) The new procedure should provide fairer chances for all
new and active students to participate in a course; 2) a list of
ranked prioritization criteria should be created, to make the
prioritization of students on waiting lists fair and transparent.

B. Defining priority criteria

The literature and interview results show that there are
certain eligibility criteria to even get on a waiting list for public
housing or for waitlisted courses respectively. Of course,
if entry requirements are set for a course, students cannot
participate in the course if they do not meet these require-
ments. Therefore, this should be considered during the course
enrollment periods, like the Biology and Pharmacy bachelor
programs do: if a student does not meet the entry requirements
of the course, the student will not be eligible and thus not be
registered for the course. Rather than using this as a priority
criterion, it will be an eligibility criterion, like found in the
literature. Before a student is put on a waiting list for a course
to have a chance of participating in the course, he or she must
fulfill the entry requirement(s), if any apply (E1 in Table II).
A rule that was already in use is that students for which the
course is mandatory should always be enrolled for the course.
It is related to the priority criteria from Cornell University,
where IS majors are prioritized over others. Therefore, this
rule will be maintained for the improved procedure in the
form of a priority criterion (P1). Some of the I&CS master
programs offer certain study paths that a student can follow.
A student that wants to follow a course for the path should
get priority over students for which the course is not included
in their path. This is defined as priority criterion 2 (P2) in
Table II. The next priority criterion concerns primary elective
courses. These are courses that are less important compared
to mandatory courses (P1) and courses that are part of a path
(P2), and thus, are given a lower ranking (P3) in Table II.
Another important factor regarding prioritization is the need
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for at least two courses per period. Every student should be
able to obtain 15 EC (7.5 EC per course) per period. If a
student is still on a waiting list for a course after the late course
enrollment period and needs to follow that course to come to
15 EC in courses for the upcoming period, the student will be
prioritized. This will only apply for the waiting list handling of
the late course enrollment period, as after that period, students
will not get another chance to sign themselves up for a course.
This rule is maintained from the existing waiting list handling
procedure and formulated as a priority criterion (P4). The final
factor that will be used is considering students that signed up
for a course in a previous year but were not enrolled. Both
the Biology and Pharmacy bachelor programs have formalized
this into a priority criterion, which is what will be done for
the optimized I&CS procedure as well. It is listed as priority
criterion 5 (P5) in Table II. Finally, if there are a few spots left
for a course where there are too many waitlisted students, a
draw will take place to decide which remaining students will
be enrolled for the course.

TABLE II
ELIGIBILITY AND PRIORITY CRITERIA FOR OPTIMIZED WAITING LIST

PROCEDURE.

Rank Criterion
E1 Student must fulfill entry requirements of the course

P1 The course is labeled as mandatory for student: the
student must be enrolled for the course

P2 The course is part of the track or path that the student is
following1

P3 The course is labeled as primary elective for student

P4 Student needs course to come to 15 EC in courses for
upcoming period2

P5 Student signed up for course before but was not enrolled

1 Only applies for courses in master programs that offer tracks or paths.
2 Only applies for waiting list handling of late course enrollment period.

C. To-be situation

The proposed waiting list procedure for I&CS master pro-
gram courses is divided into two segments: an improved proce-
dure for both the first/initial and the late/post course enrollment
period. The improved procedures are based on the current
procedure, but also assess the problem described in Section
VII-A and include the priority criteria that have been defined
in Section VII-C. For the (first/initial) course enrollment period
for period 1 (P1) of a new academic year, all active students
can sign up for courses before the summer break. For the
2022/2023 academic year, this enrollment period was opened
from May 30, 2022, to June 24, 2022 (see Table III). For
the improved procedure, all students that sign up for courses
within this period will be put on waiting lists for the courses.
This is possible by putting the course capacity for all courses
at zero, so that all students are placed on the waiting list
automatically. As seen in Table III, there is a period of more
than three months between the final application deadline for
new students, June 1, and the start of the teaching period,
on September 12. The university will review any application

that is completed before the deadline and strives to inform the
applicant within 20 working days [38]. This means that there
is enough time left between the review of all applicants and
the start of the first period of the new academic year starting
in September. Thus, these students can still be added to the
waiting lists for the courses they would like to follow.

TABLE III
DEADLINES & DATES REGARDING NEW STUDENTS STARTING IN

SEPTEMBER & FEBRUARY [13], [39].

Event September
2022

February
2023

Application deadline (non-EU) 01/04/2022 01/09/2022
Application deadline (EU) 01/06/2022 15/10/2022
Start course enrollment period 30/05/2022 31/10/2022
Deadline course enrollment 24/06/2022 25/11/2022

Post course enrollment period 22/08/2022-
23/08/2022

23/01/2023-
24/01/2023

Start of teaching period 12/09/2022 06/02/2022

The procedure will work identical for the enrollment for
courses that start in period 3 (P3) in February. For this period,
there are new students as well as already enrolled students that
have to sign up for courses. The final application deadline for
new students starting in February 2023 is October 15, 2022.
The start of the teaching period is February 6, 2023, almost 4
months later than the final application deadline (see Table 12
for dates). Again, the applications are aimed to be reviewed
within 20 working days, leaving enough time between the
review of all applicants and the start of the teaching period.
This allows all new students to put themselves on waiting lists
for courses. When the number of registrations for a course
does not exceed the course capacity all registered students
will be enrolled. Otherwise, certain students will be selected
to be enrolled for the course based on the priority criteria
defined in Section VII-C. For teaching periods 2 and 4 (P2
& P4), there is no inflow of new students. All students sign
up for courses during the course enrollment periods as seen
in Table 12 and are automatically put on a waiting list. After
the enrollment period has closed, the selection process will
be performed based on the priority criteria defined in Section
VII-C. When the course capacity is exceeded, students will be
filtered through the priority criteria. The procedure can be seen
in the ‘selection process’ sub process in Figure 4 in Section
VII-D. The handling of the waiting lists of the first enrollment
period has to be done before the post course enrollment period
opens. Students that were not enrolled for a course during the
waiting list selection process of the first enrollment period will
be informed before the post course enrollment period opens.
That means that they have time to look for another course
to follow, for which they can register themselves during the
late enrollment period. For the post enrollment period, only
courses that have not been booked in full during the first
enrollment period will be shown to students. Students that
have not been enrolled for one or more course(s) can then
only choose from these courses. The waiting list handling
procedure will work similarly to the process of the first course
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enrollment period. The only difference is that priority criterion
P4 will also be used during this process, which does not apply
for the first course enrollment period waiting list handling.
To make sure students understand how the procedure works
and how the waiting lists are handled, the procedure should
be written down clearly. As the procedures for the first and
late enrollment period are now almost identical, the redesigned
BPMN model found in Figures 5 and 6 below applies for both
the course enrollment periods. The process maintains many
elements from the models that were created based on the as-
is situation in Section III-D. One new element that has been
added is the sub-process ‘Selection process’, denoted as an
activity with a small square at the bottom with a plus sign. It
explains the selection of students on the waiting list by using
the defined priority criteria. This collapsed sub process can be
found in Figure 4.
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Fig. 3. BPMN model of proposed improved procedure.

The sub-process ‘Selection process’ in Figure 6 below
shows the handling of a waiting list when all students are
placed on the waiting list and the course is overbooked. The
list of students will then be filtered through the priority criteria
that have been defined in Section VII-C until the number of
students is sufficiently reduced so that the course capacity is
not exceeded. The full process is described in Figure 6. As
steps 2-5 are recurrent, there are no separate activities for these
steps and a loop has been created to represent these cyclic
steps. The procedure continues in Figure 5 at the outflowing
sequence flow from activity ‘Selection process’.
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Fig. 4. BPMN model of ’Selection process’.

VIII. VALIDATION

To validate the optimized waiting list procedure that has
been created in Section VII above, another expert opinion
will be used. The optimized procedure will be proposed to the
education coordinator of the I&CS master program courses,
as that person possesses all of the necessary knowledge about
the current process and the problems that are faced. This
knowledge is needed for the validation to work, as only an
expert on the domain can imagine realistic problem contexts

and make assumptions on how the proposed procedure could
work in practice [11]. If the proposed waiting list procedure
does not satisfy the expert, the artifact will be revisited and
adjusted or even redesigned according to expert feedback.

A. I&CS education coordinator interview results

The following questions, with the answers that were given
written out directly below each question, were asked based
on the proposed procedure. What aspects of the proposed
improved procedure are improvements over the current
procedure? The improved procedure does indeed solve the
problem of late incoming new students and will provide these
students with a fairer chance to participate in elective courses
in the periods in which they start (periods 1 and 3) compared
to the current procedure. What drawbacks are there to the
proposed improved procedure? The handling of waiting lists
that contain all students for a course will require significantly
more time, a higher budget and staffing. It will take more
time and staffing to sort out waiting lists by hand, as for
the improved procedure, all courses use waiting lists. The
proposed improved procedure is also not in line with current
back-office procedures. Active students will feel less motivated
to sign up for courses timely, as they will not be registered
straight away if they do. It could also lead to them signing
up for multiple courses, as with a waiting list, they cannot
immediately see if they will be signed up for a course. What
aspects of the proposed improved procedure could be done
differently or revised? All of the mentioned drawbacks can
be improved upon, e.g., the extra time, effort and resources the
improved procedure requires. Could the proposed improved
procedure be used in the future; is it realistic and feasible?
Yes, but it will require alignment with the back-office as it will
cost time and money to follow an enrollment procedure that
is different from the usual procedure.

As the aim for this research was to make chances of
participating in courses fairer for every student, the procedure
with placing all students on a waiting list for a course will be
maintained. Of course, handling all waiting lists for all courses
there are by hand requires a lot of time from support staff, as
also mentioned during the expert interviews in Section V. A
solution to this problem could be automating this process. As
the set of priority criteria is defined clearly, the enrollment
of students could be automated. An example of how such a
filtering system could work is shown in Figure 5, that is revised
based on the feedback from the expert. The sorting out of the
waiting lists is now done by the ‘Student Filtering Program’.
This lane has been added in Figure 5, and ‘Education Coor-
dinator’ has been changed to ‘Student Filtering Program’ in
Figure 6. The ‘Student Affairs’ lane has been added as well,
as they officially enroll students for courses, not the education
coordinators.
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IX. DISCUSSION

The handling of waiting lists is a complex process. The main
theme across literature and the conducted interviews is the
importance of urgency and need when allocating applicants for
waiting lists. In contrast, available grey literature showed a pre-
dominance of rather simpler first come, first served methods.
As these methods would not contribute to solving problems
faced in the situation at Utrecht University, this method was
not considered for the proposed improved procedure.

The studied literature provided waiting list management
and handling in other domains, while the interviews added
an educational perspective. The combination of the most
important findings from those two methods has provided
a new perspective on waiting list handling, namely in the
domain of education. The proposed improved procedure was
presented to the education coordinator of the I&CS department
at Utrecht University as part of the validation of the new
process. According to the feedback, the new procedure does
indeed tackle the problem that was aimed to solve, but also has
drawbacks. The biggest drawback is that the procedure would
require significantly more time and resources to operate. This
problem can be solved by automating the process, as proposed
in Section VIII-B. Other issues, like more uncertainty for
students if and when they will be placed for a course were
not solved for now, but could be investigated further. Even
though many studies have been conducted in the field of
waiting list procedures, prioritization and management, no
formal literature was found on the handling of waiting lists for
courses in (higher) education. This means that the proposed
improved waiting list procedure is not based on research in
the exact same application domain. The mentioned interviews
were conducted with domain experts from one university in
one country. Moreover, interviews were only performed with
education coordinators within the Science Faculty. Due to time
limitations and because programs from other faculties that
were approached said they do not use waiting lists for courses,
no others were interviewed. This may have an impact on the
generalizability of the results.

X. CONCLUSIONS & FUTURE RESEARCH

The problems that were aimed to tackle in this research were
related to waiting list problems for master program courses
within the I&CS department at Utrecht University. The main
research question was the following: “How can waiting list
procedures for master program courses in I&CS be improved
to make sure that the chances of participating are as fair
as possible for every student?”. The methods mentioned in
Section VIII-B after refining the proposed procedure from
Section VII based on received feedback provide an answer.
Based on literature and interview results, waiting list proce-
dures can be improved by integrating three aspects into the
process. The first one is changing the use of waiting lists.
Instead of using a waiting list only as soon as the course
is booked in full, all students will be put on a waiting list
upon registration for a course automatically. This allows for
more students to get onto the waiting list for a longer period
of time, so incoming students can register themselves for
courses as well. The handling of the waiting list can then
be postponed until all students have signed up for a course.
The second aspect is formalizing the handling of the waiting
list by defining priority criteria. In the current procedure, there
are some rules about who to prioritize over others, but there
is no (ranked) list of the exact criteria on which waiting lists
are handled. Explicit information about waiting list handling
is also currently not provided to students. The defined priority
criteria for the improved procedure allow for a fair process of
selecting which students will be enrolled for a course. When
a student is not selected for a course, the student can easily be
notified by mail that explains why. For transparency reasons,
these criteria should also be published on the department’s
web page. The final optimization that has been made over
the current procedure is the automation of the process. Based
on that filtering process, an information system or education
coordinator decides which students will be enrolled.

Future research could gain more insights on the handling
of waiting lists for courses in higher education. Research on a
larger scale could be conducted to investigate how other col-
leges and universities handle waiting lists for courses. This will
lead to an even better understanding of how these processes
work in a wider variety of educational institutes in multiple
countries. Based on a larger data set that contains several
perspectives on waiting list handling for courses, an even
more optimal procedure could be realized. The importance of
including factors such as student age, bad habits, or disabilities
could be investigated in future work. Finally, as a result of
the procedure that was created after the validation session
a proposal for automation is made which is part of future
research.

APPENDICES

• For Appendix A, see: https://osf.io/h3g5x
• For Appendix B, see: https://osf.io/pe43y
• For Appendix C, see: https://osf.io/eprbw
• For Appendix D, see: https://osf.io/agn3h
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Abstract—This paper examines the conceptualization of 

sustainability in the context of information and communication 
technology (ICT) research. Through an inductive text analysis 

of sixteen literature reviews spanning from 2014 to 2023, key 

themes and concepts are identified, highlighting the complex 

relationship between ICT and sustainability. ICT is perceived 

both as an enabler and a problem for sustainability. 

Furthermore, the terminology and concept of sustainability in 

the context of ICT remain unclear. The emergence of 

digitalization as a novel socio-technical phenomenon poses 

additional challenges for conceptual alignment. While a holistic 

view of sustainability in ICT is desired, business and social 

implications receive less attention. The paper summarizes and 

discusses the developments in research on this topic over the past 

decade. 

Index Terms—Sustainability in ICT, sustainability by ICT, 

digital sustainability, digital transformation and sustainability.  

I. INTRODUCTION 

NVIRONMENTAL challenges have become one of 

the most pressing contemporary issues for humankind. 

They are paired with social and economic transfor-

mations. For that matter, sustainability research has become a 

topic of interest as it promises practical solutions for these 

challenges [1–3]. It is postulated that fundamental sustaina-

bility transformations at the macro-, meso- and micro-level 

are required to address the manifold and complex challenges 

on the social, economic, and environmental levels involving 

multiple actors [4]. At the same time, digitalization has be-

come a global and ubiquitous [5] phenomenon, which now is 

quasi-irreversible after COVID-19 [6]. This raises the ques-

tion if and how these two megatrends – digitalization and sus-

tainability – are intertwined or apt to drive deep transfor-

mations [7–9]. Digitalization is a socio-technical phenome-

non [10] that enables the utilization of novel “technologies, 

communication methods, business functions, and models” [6, 

p. 15] to achieve different objectives. ICT is the backbone of 

digitalization. It provides hardware and software solutions 

that enable digitalization. Thus, ICT deeply impacts the econ-

omy [11] and enables socio-technical megatrends commonly 

referred to as SMACIT, that is, social platform, mobile, ana-

lytics, cloud computing, and internet of things [8, 10].  

The term and concept of sustainability originate from forestry 

and originally describe the approach to harvest just the 

amount of wood that regrows [12, 13]. The concept became 

popular in 1987, when the World Commission on Environ-

ment and Development published the Brundtland Report, 

which provided a seminal description of the sustainability 

concept [12] by distinguishing three pillars [13]: environmen-

tal, economic, and social sustainability, also referred to as 

planet, profit, people [3, 12]. Additionally, the Brundtland re-

port defined sustainable development, whose aim is to satisfy 

“the needs of the present without compromising the ability of 

future generations to meet their own needs” [13, p. 684]. 

Today, the sustainability concept is applied to a variety of 

other – complex, novel, and broad – problem spaces [14] such 

as ICT. Consequently, the term has become a multi-layered 

concept [15]. In the context of ICT, the concept of sustaina-

bility remains opaque [16]. 

This paper aims to provide guidance, clarity, and an overview 

for both researchers and practitioners in the field on how the 

concept of sustainability is related to ICT. Such conceptual 

alignment will support them operationalizing actions and 

strategies to achieve sustainability goals. Given the funda-

mental conceptual challenges of applying sustainability to the 

domain of ICT, this paper aims to address three research ques-

tions: 

 

RQ 1: How is the concept of sustainability discussed in the 

context of ICT? 

RQ 2: What are the key concepts and themes that characterize 

the relationship between sustainability and ICT? 

RQ 3: How has this relationship evolved over the past ten 

years? 
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In the context of this paper, a concept is a mutually exclu-

sive, well defined, and known insight from extant literature 

on that topic. A concept can become a subcategory and can be 

mapped to a well-known and well discussed research theme 

[17]. For example, the terminological misalignment regarding 

sustainability in the context of ICT is a theme but is discussed 

at two different conceptual levels: sustainability in the context 

of ICT, as well as sustainability in the context of digitalization 

or digital transformations. While both strands of discussion 

are mutually exclusive on a conceptual level, they form a 

theme inasmuch they inherently are terminological debates. 

For the analysis, an inductive text analysis was applied to 

identify concepts and themes from literature reviews on sus-

tainability in ICT. 

A five-step process was applied to identify themes and con-

cepts [17]. First, it was decided to focus on literature reviews 

from the past ten years that treat the topic of sustainability and 

ICT on a holistic and conceptual level. Second, searches for 

relevant literature reviews on Scopus, Web of Science, and 

EBSCO were performed. Inclusion and exclusion criteria 

were applied, and search queries were reformulated to retrieve 

pertinent content. Third, the retrieved literature reviews were 

assessed as to whether they match the initially defined search 

criteria. Literature reviews that met the inclusion criteria were 

added to the final sample for further analysis. Hence, a selec-

tive strategy was chosen for creating the sample for analysis. 

Fourth, the sampled literature reviews were carefully exam-

ined and scrutinized using open, axial, and selective coding, 

and comparative analysis to synthesize research findings and 

gaps. From these findings, conceptual commonalities were in-

duced and mapped to concepts. The concepts were eventually 

also subsumed to overarching themes. Fifth, the findings are 

eventually presented in the following chapters. 

 

II.  METHODOLOGICAL APPROACH 

A. Search strategy 

Scopus, Web of Science, and EBSCO were used to find rel-

evant literature reviews. Only articles, reviews, or conference 

proceedings in academic journals dating from between the 

years 2014 through 2023 and written in English language 

were considered. Additional restriction criteria, such as se-

lecting a set of subject areas (Scopus), categories (Web of Sci-

ence), and databases (EBSCO), were applied. The search 

query was constructed such that it retrieves matches in the ti-

tle of documents to limit the number of matches. The follow-

ing keywords were applied and concatenated using the OR- 

and AND- operators: ((digitalization OR digital OR ict OR 

(information system) OR (information science)) AND ((sus-

tainability OR sustainable OR (problem OR solution)) AND 

(literature OR review OR concept OR research OR defini-

tion). The results that were found in the three different data-

bases were then merged and duplicates were eliminated. A 

first temporary sample was chosen based on carefully study-

ing the abstracts. Only literature reviews that cover sustaina-

bility in the context of ICT holistically were considered. That 

is, they must refer to all sustainability pillars, treat the topic 

of sustainability in the context of ICT in general, and not in 

context of a specific industry, sector, technology, or applica-

tion scenario. Table I shows the applied search approach for 

retrieving relevant literature reviews. 

To refine the result set, another round of reading and assess-

ment was performed. As a result, some literature reviews were 

discarded because they did not meet the inclusion criteria: for 

example, literature reviews focusing on sustainability for 

smart cities, efficient manufacturing, industry 4.0, or business 

models were neglected. Reviews that address a specific indus-

try or sector, for instance, textile industry, or fishery, were 

discarded, too. Two reviews were incorporated in the analysis 

despite showing a clear tendency towards a specific sustaina-

bility pillar [8, 18]. However, those literature reviews actively 

tried to integrate their focus area into the greater context of 

sustainability and ICT. Additionally, forward- and backward 

citations were used to identify pertinent research articles. 

An additional “sanity-check” on Google Scholar was per-

formed to identify potentially overlooked literature reviews. 

For that, the same keywords were applied that were used to 

retrieve relevant literature from Scopus, Web of Science, and 

EBSO databases. Finally, sixteen literature reviews remained 

for the in-depth analysis. Table V in the appendix lists the lit-

erature reviews that were sampled for the analysis. 

 

TABLE I. 

SEARCH APPROACH (MATCHES ON TITLE-PROPERTY) FOR LITERATURE SELECTION FROM SCOPUS, WEB OF SCIENCE, AND EBSCO  

Property Inclusion criteria Scopus Web of Science EBSCO 

Subject area 

Computer science OR business, management, and accounting OR social sciences 

OR engineering OR environmental science 
407   

Computer science OR environmental sciences OR green sustainable technology 

OR environmental studies OR management OR business OR engineering 
 204  

Business source premier OR green file   81 

Document types Articles, conference papers, reviews, and proceeding papers in academic journals 361 192 69 

Publication Years 2014 to 2023 297 147 55 

Language English 270 154 50 

Thematic focus Literature reviews that treat sustainability in ICT holistically 15 7 2 

# Total after merging and deduplication #16 
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B. Data analysis 

The sampling and data synthesis processes, including the 

conceptualization and thematization steps, are illustrated in 

Fig. 1.  

First, open coding was performed by carefully reading the 

sampled literature reviews and coding findings and research 

gaps. As a result, a total of 97 findings and gaps were synthe-

sized: 59 findings (61%) and 38 gaps (39%). Next, axial cod-

ing was applied by inducing concepts and themes from the 

findings and gaps. Thirteen different concepts and five themes 

were induced, and the 97 individual findings and gaps were 

classified accordingly. Selective coding was then applied to 

identify connections, interdependencies, and validity of the 

concepts and themes. 

Themes and concepts were then compared to each other to 

avoid overlaps or fuzziness with regards to their content. The 

concepts and themes eventually enabled addressing all three 

research questions. The concepts and themes that were iden-

tified address RQ1, that is, understanding how the concept of 

sustainability is discussed in the context of ICT. They also di-

rectly address RQ2, whose aim is to understand what the key 

concepts and themes are that characterize the relationship 

between sustainability and ICT. To answer RQ3, which is to 

understand how the relationship between sustainability and 

ICT has evolved over the past ten years, an additional step 

was performed: the identified themes and concepts were ana-

lyzed as to which dimensions they are composed of, how the 

meaning and importance of those dimensions have evolved, 

and which additional dimensions have emerged by validating 

them against a conceptualization proposal from 2014 [16]. 

 

Fig 1. Literature sample and data synthesis approach 

III. FINDINGS 

A. Concepts and themes 

Our analysis of the findings and gaps in the analyzed liter-

ature reviews identified thirteen concepts, which were then 

grouped and mapped into five themes: (A) application, (B) 

sustainability concept, (C) impact, (D) mitigation, and (E) 

stakeholders. The concepts (1) application scenarios, (2) ap-

plication sectors, (3) application technology, and (4) geo-

graphic perspectives were mapped to the theme application. 

The theme sustainability concept is divided into the concepts: 

(5) need to align concepts of digitalization, ICT, digital sus-

tainability, and digital transformations and (6) terminological 

misalignment of sustainability in the context of ICT. Further, 

the impact-theme is composed of the categories (7) ICT as 

enabler, (8) ICT as problem, (9) ICT as problem and enabler 

and (10) the measurement of impacts of ICT on sustainability. 

The theme of mitigation consists of the concepts (11) mitiga-

tion strategies to address sustainability challenges and the 

(12) need for an interdisciplinary and holistic approach to sus-

tainability in ICT. The theme stakeholders is defined by one 

concept, which is the (13) role of stakeholders and govern-

ance. 

Table II shows the concepts and themes that were identified 

and are used to directly address RQ1 and RQ2. The following 

paragraphs explain the detected themes and concepts in detail. 

B. Aspects of discussing sustainability in the context of 

ICT 

The famous Brundtland report assigned ICT a leading role 

in achieving sustainability goals [19]. Today, the concept of 

sustainability in ICT is discussed under two competing yet in-

tertwined concepts (C#9): ICT as enabler (C#7) or problem 

for sustainability (C#8). Research lists different application 

areas where ICT functions as an enabler for efficiency, for 
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TABLE II. 

THEMES AND CONCEPTS IDENTIFIED ADDRESSING RQ1 AND RQ2 

Theme Concept ID 

Application 

Application scenarios A#1 

Application sectors A#2 

Application technology A#3 

Geographic perspectives A#4 

Sustainability 

concept 

 

Need to align concepts of digitalization, ICT, 

digital sustainability, and digital transfor-

mations 

B#5 

Terminological misalignment sustainability in 

the context of ICT 
B#6 

Impact 

 

ICT as enabler C#7 

ICT as problem C#8 

ICT as problem and enabler C#9 

Measurement of impacts of ICT on sustaina-

bility 
C#10 

Mitigation 

Mitigation strategies to address sustainability 

challenges 
D#11 

Need for an interdisciplinary and holistic ap-

proach to sustainability in ICT 
D#12 

Stakeholders Role of stakeholders and governance E#13 
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example, by reducing the overall energy consumption [6, 20], 

and is thus considered a historic opportunity [8, 11]. On the 

other hand, ICT directly impacts the environment, for exam-

ple, via the hardware value chain for which raw materials 

need to be extracted, and energy is required for producing, 

using, refurbishing or reusing, and finally for disposing hard-

ware as e-waste [5]. Also, operating large data centers, the 

backbone for supporting an increased usage of cloud-based 

services [21], requires significant energy [22]. Additionally, 

there are negative indirect impacts such as obsolescence, in-

duction, and rebound effects [19, 23, 24]. Consequently, the 

theme of mitigation (D#11 and D#12) is the prevailing strand 

of discussion in literature. Also, the presentation of concrete 

proposals on how to measure the impacts of ICT on sustaina-

bility (C#10) is of importance in that context [6, 23, 25]. An-

other negative consequence is the social divide between those 

participating in digitalization and those being left out or be-

hind due to missing skills or not keeping up with using the 

benefits of using digital technologies [9, 26, 27]. Such nega-

tive spillover effects of technology adoption beyond the envi-

ronmental dimension are widely neglected [3, 6, 27]. Also, 

adverse environmental consequences of novel technologies, 

such as bit coin mining, have been insufficiently considered 

[3, 6, 27]. 

However, the analyzed literature reviews show a tendency 

towards describing ICT as enabler (C#7). We identified that 

seven, i.e., 7% of all findings and gaps, referred to the consid-

eration of ICT as both a problem and enabler (C#9) for sus-

tainability. This finding aligns with what is reported in other 

literature reviews. For example, one study reports that 58% of 

their examined studies focus exclusively on the positive ef-

fects, while only 15% analyzed focused on negative effects 

[9]; another review found 52% of papers in their sample that 

describe ICT solutions as enabler [28]. Different enablement 

scenarios are mentioned in the analyzed reviews, for example, 

promoting renewable energy, driving energy efficiency [7, 8, 

28], ensuring pollution and waste control that help create 

smart cities [8], managing energy demand and supply [8, 28], 

platforms for helping establish a circular economy [29], pro-

moting sustainable mobility [27], or enabling education for 

sustainability [19]. However, there is little research on how 

ICT-based solutions can enable deep sustainability transfor-

mations, such as supporting the move to more sustainable ag-

riculture [28]. There is also criticism that the belief that digital 

solutions will consistently result in positive sustainability out-

comes represents an inherent risk (digital solutionism) [19].  

Table III shows the distribution of the thirteen induced cat-

egories based on the findings and gaps identified in the sam-

pled literature reviews. ICT as enabler for sustainability is the 

most mentioned finding – and ranks low in terms of being a 

research gap. 

 

C. Concepts and themes characterizing the relationship 

between sustainability and ICT 

Twenty-one, that is 22% of the identified findings and 

gaps, emphasize the need for an interdisciplinary and holistic 

approach to sustainability in ICT (D#12) [3, 6, 7, 25, 26, 28]. 

There is agreement that all three pillars are intrinsically inter-

connected and cannot be considered in isolation [9, 27]. Par-

ticularly, social aspects such as the social divide caused by 

digitalization are thematized [18, 19]. Three papers mention 

that there is comparably little attention in management litera-

ture on the topic [6, 7, 26]. Another challenge pointed out is 

that the economic and environmental sustainability pillars can 

overlap. For example, topics such as the circular economy are 

considered both a social [28] and environmental aspect of sus-

tainability [8]. Within the economic pillar, key topics of dis-

cussion are how ICT-supported digital solutions drive open 

innovation [29], or how digital technology – in combination 

with technology savvy human capital – is crucial for busi-

nesses to improve their products and services [30]. It is further 

pointed out that adopting a more interdisciplinary and sys-

temic approach is essential to overcome the biases, limita-

tions, and gaps identified in the current research landscape. 

Collaboration and engagement with multiple disciplines are 

required to understand the systemic nature of digital transfor-

mation and the link between digitalization and sustainable de-

velopment [6, 9, 31]. 

TABLE III. 

FREQUENCY OF CONCEPTS AND THEMES IDENTIFIED IN THE SAMPLED 

LITERATURE REVIEWS 

Theme Concept 
[#] 

Finding 

[#] 

Gap 

[#] 

Total 

Mitigation 

Need for an interdis-

ciplinary and holistic 

approach to sustaina-

bility in ICT 

9 12 21 

Impact ICT as enabler 14 0 14 

Mitigation 

Mitigation strategies 

to address sustaina-

bility challenges 

3 8 11 

Sustainability 

concept 

Need to align con-

cepts of digitaliza-

tion, ICT, digital 

sustainability, and 

digital transfor-

mations 

3 7 10 

Impact 

Measurement of im-

pacts of ICT on sus-

tainability 

5 4 9 

Stakeholders 
Role of stakeholders 

and governance 
6 3 9 

Impact 
ICT as problem and 

enabler 
5 2 7 

Application 
Application scenar-

ios 
4 0 4 

Application 
Geographic perspec-

tives 
2 2 4 

Application 
Application technol-

ogy 
4 0 4 

Impact ICT as problem 2 0 2 

Sustainability 

concept 

Terminological mis-

alignment of sustain-

ability in the context 

of ICT 

1 0 1 

Application Application sectors 1 0 1 

Grand Total 59 38 97 
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Mitigation strategies to address sustainability challenges 

(D#11) are referred to in eleven, that is 11% of all findings 

and gaps. Though, the discovered and proposed strategies to 

mitigate sustainability impact do vary. The need for incorpo-

rating sustainability into strategic decision-making in organi-

zations with the goal to establish sustainable business models 

is underlined [8]. The importance of operationalizing and 

providing guidance for sustainability is also mentioned to be 

important, as the actual acting stakeholders need guidance on 

how to act sustainably [16]. Business innovation is brought 

forward, too, as a possible strategy [30]. Other strategies men-

tioned are the focus on digital education [19] as well as the 

implementation of policies [19, 28]. Policies are crucial to es-

tablish sufficiency-oriented strategies and transformations at 

the structural level, which are underrepresented in research 

[28]. The sampled literature reviews show differences regard-

ing the focus on where these policies ought to be applied. 

While it is acknowledged that individual users drive sustain-

ability outcomes through their choices [6, 27], it is also pro-

posed that only regulations and policies can ensure sustaina-

ble behavior [28]. This applies to all actors: individuals, and 

business organizations. However, it is conceded that it is com-

parably feasible to establish regulations for hard- or software 

providers, but employing policies for organizations or indi-

viduals is complex and difficult to monitor [28]. In this con-

text, it is pointed out that it will be challenging to lower ser-

vice standards without impacting an ICT provider’s business 
by affecting customer expectations [27]. Overall, while the 

sources agree on the importance of sustainability strategies, 

they differ in their focus and approach to achieving sustaina-

bility goals. One the one hand, the emphasis on consistency 

and sufficiency strategies driven by policies are highlighted 

[28], while the need to examine how incentive systems or 

broad sustainability goals impact individuals’ behaviors and 

beliefs is stressed out, too [6, 27]. 

The broad semantic and conceptual scope of the term sus-

tainability is subject to academic discussions: the term is de-

scribed to be implicitly normative [1, 32–35] and polysemous 

[36, 37]. More recently and importantly, the need to align the 

concepts of digitalization and ICT, digital sustainability, and 

digital transformations (B#5) emerged as a new important as-

pect [3, 7, 8, 25, 29, 31], which further contributes to the ter-

minological misalignment of sustainability in the context of 

ICT (B#6). Ten, that is 10% of all identified findings and 

gaps, stressed out the lack of a description for the relationship 

and terminology for how sustainability and digitalization are 

connected. Hence, a paradigm-shift is suggested [31] to un-

derstand the connection between the two interdependent con-

cepts [3]. Also, a clear delineation of the concepts of green IS, 

which focuses on the sustainable use of technology,  and 

green IT, which aims to achieve sustainability goals by lever-

aging technology, is recommended [25]. The terminological 

discussion is further characterized by its focus on integrating 

environmental sustainability principles into business models 

and organizational strategies, as well as the alignment be-

tween organizational strategy and digitalization. It is high-

lighted that a deeper understanding of the environmental and 

social implications [18] of digitalization is needed. Therefore, 

a public goods approach is suggested to consider deep social, 

economic, and environmental impacts in the context of digi-

talization and the ubiquitous use of technology [27]. To con-

clude, the topic of how digitalization and digital transfor-

mation, sustainability, and sustainability transformations are 

connected is considered important, but there is not yet a ter-

minological alignment for the scientific discourse on that 

topic. 

Also, the role of stakeholders and governance (E#13) can 

be synthesized as a theme within sustainability in ICT – nine, 

that is 9% of all gaps and findings, refer to it. Stakeholders 

need to address challenges in operationalizing sustainability 

in ICT research [16]. In business organizations they are re-

sponsible for incorporating and driving for strategic sustaina-

bility goals [8, 25]. There is a need to better understand how 

the different organizational departments and functions can 

collaborate to achieve sustainability goals or implement sus-

tainability initiatives, and what the role the IT department can 

play in that context [25]. Furthermore, the importance of prac-

titioners and researchers for collaboration across disciplines 

to conduct comprehensive sustainability research is stressed 

[6]. Governmental actors are expected to design and imple-

ment policies that can enforce and encourage sustainable be-

haviors for individuals, individuals in organizations and ICT 

manufacturers and providers [28]. One study also mentions 

trading-blocs or countries as actors [3]. However, a sharp dis-

tinction between business and governmental actors is noticed, 

whereby the former is associated with sustainable business 

model creation, and the latter with policy development [7]. 

Finally, political participation and activism, for example via 

grassroot movements, and public goods approaches [27], are 

described to be required for fostering broad consensus on sus-

tainability-specific matters [28]. To conclude, stakeholders in 

sustainability for ICT range from individuals to supra-na-

tional organizations; consequently, the range of ownership 

and responsibilities to drive sustainability outcomes is broad. 

Another emerging theme is the variety of application (A#1-

4) areas to which sustainability is applied. Sustainability is 

applied to different application sectors (A#2) and scenarios 

(A#1) in conjunction with different ICT-enabled technologies 

(A#3) [6, 7, 25, 28]. This comprises sectors such as agricul-

ture, rural communities, manufacturing, and logistics, librar-

ies, digital learning, smart cities, healthcare, tourism, digital 

learning, production, or the energy sector [7]. Within each 

sector, ICT-supported sustainability solutions are applied, for 

example, for e-waste management, pollution control or effi-

cient manufacturing [3] different technologies such as 3D-

printing, IoT, automation or big data are used [6]. Finally, 

three reviews highlight the limited geographical perspective 

(A#4) and the lack of comparative research in understanding 

the relationship between digital transformation and sustaina-

bility. It is concluded that studying different countries and 
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contexts is required to achieve a more robust and generaliza-

ble understanding [7, 30, 31] of sustainability in the context 

of ICT. 

IV. DISCUSSION 

One of the earliest and a widely cited literature review in 

the sample dates from 2014. It is used to gauge the evolve-

ments in the research field over the past ten years [16]. Table 

IV summarizes the sustainability dimensions presented as in 

[16], and specifies the thematic and conceptual evolvements 

that have occurred. New dimensions that have emerged over 

the past ten years are marked in grey and added to the row 

‘Additions’, which covers the novel aspects ‘Application ar-

eas’ and ‘Geo(graphic) perspective’. The thematic and con-

ceptual evolvements are summarized in the column ‘Thematic 

and conceptual evolvements’ and are highlighted in grey, too.  

These additions address RQ3 on how the relationship between 

sustainability and ICT has evolved over the past ten years. 

The conceptualization proposal provided in [16] first de-

scribes the conceptual misalignment of sustainability in ICT. 

It is found that academic literature on sustainability in the 

context of ICT implicitly assumes that the conceptual dimen-

sions of the sustainability concept are common knowledge. 

As a result, no further specification or definition of the con-

cept is provided, and only references to other sources, which 

attempt to clarify the concept, are provided [16]. This concep-

tual and terminological under-specification can also be con-

firmed in the literature reviews analyzed for this paper. How-

ever, the theme that has emerged in the context of termino-

logical ambiguity is the need to align the concepts of digitali-

zation and ICT, digital sustainability, and digital transfor-

mations (B#5) [7, 8, 18, 25, 29, 31]. 

It is also observed that the three sustainability pillars are 

widely used to describe sustainability in ICT. It is pointed out 

that the economic and ecological perspectives, referred to as 

eco-effectiveness and eco-efficiency goals, overlap [16]. This 

view is valid in the more recent literature reviews; however, 

the importance of a holistic approach to sustainability in ICT 

is emphasized, recognizing the interconnectedness of eco-

nomic, social [18], and environmental pillars. It is widely 

acknowledged that these pillars cannot be considered in iso-

lation and that social aspects, such as the social divide caused 

by digitalization [18, 19], are of utmost importance, although 

it is conceded that social implications of digitalization need 

further research [3, 6, 7, 25, 27].   

The second aspect of the definition, as provided in [16], is 

that sustainability is attributed in the literature to four catego-

ries of reference objects: first, individual and organization 

stakeholders, who drive sustainable development. Second, 

enablers, which allow stakeholders to act in a sustainable 

manner. Stakeholders are differentiated into individuals, indi-

viduals in organizations and organizations. Third, conse-

quences, which are the result of sustainable activities. Finally, 

sustainable activities are tied to all entities, that is stakehold-

ers, actors, and consequences [16]. All these four categories 

of reference objects hold true – but the reference objects and 

their roles can be updated and augmented.  

Due to the socio-technological development in the context 

of digitalization, the fundamental role of ICT in sustainability 

– ICT as enabler or part of the problem – remains a seminal 

strand of discussion and hence a key part of the sustainability 

concept in the context of ICT. The range of stakeholders is 

actively discussed. It is acknowledged that the roles of indi-

viduals and how their beliefs or social norms impact sustain-

ability behaviors [27], the roles of policy makers in enforcing 

TABLE IV. 
CONCEPTUALIZATION OF SUSTAINABILITY IN ICT AND ITS EVOLVEMENTS 

OVER THE PAST TEN YEARS TO ADDRESS RQ3  

Dimensions 
Findings from 

[16] 

Thematic and conceptual 

evolvements 
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s 
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f 
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n
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f 

IC
T

 a
s 

in
 [
1
6
] 

D
ef

in
it
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n

 Implicit assump-

tions on sustaina-

bility dimensions 

prevail in ana-

lyzed literature. 

Focus on how digitalization, 

ICT, digital sustainability, and 

digital transformations are 

linked and can be conceptual-

ized. 

P
il

la
r
 

Environmental 

and economic pil-

lars overlap.  

Holistic approach 

is considered im-

portant. 

Increased focus on interdiscipli-

nary and holistic approaches. 

Topics such as social impacts, 

e.g., social divide, receive in-

creased attention.  

E
n

a
b

le
rs

 

Allows stake-

holder to act sus-

tainably (ICT ar-

tifacts, sustaina-

bility goals, strat-

egies, etc.) 

The concept of ICT as enabler 

prevails, but there is increased 

attention on negative side-ef-

fects and consequences. 

S
ta

k
eh

o
ld

er
 

Individuals and 

individuals in or-

ganizations 

Increased attention on role of 

civil society, organizational, and 

governmental stakeholders, and 

their importance for mitigation 

strategies. 

Acknowledging gap on how in-

dividual behaviors are impacted 

by beliefs or social opinions. 
A

ct
iv

it
y

 Activities links 

stakeholders, and 

enablers to sus-

tainable conse-

quences. 

Evolved conceptualization of 

mitigation strategies (suffi-

ciency, consistency, efficiency). 

Relationship between sustaina-

bility and digitalization, and 

digital transformations poses 

new areas for research. 

C
o
n

se
q

u
en

ce
s Result of a sus-

tainable activity. 
No differentiation 

between positive 

or negative con-

sequences. 

Consensus that there is a need 

for a more balanced view, in 

which negative social conse-

quences receive more attention. 

Novel measurement and assess-

ment approaches (Life-cycle-, 

enabling-, structural effects). 

A
d

d
it

io
n

s 
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p
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n

 

a
re

a
s 

Sector or industry (e.g., agriculture, industry 4.0, 

healthcare, etc.) 

Technologies (e.g., big data, machine learning, etc.) 

Scenarios (e.g., e-waste management, pollution con-

trol, etc.) 

G
eo

-

p
er

-

sp
ec

ti
v
e 

Local, regional, national, transnational, global per-

spectives 
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sustainability regulations [28], or the role of organizational 

stakeholders in initiating sustainability programs [25], are ar-

eas for further exploration. There are also advancements with 

regards to how different stakeholders can be mapped to dif-

ferent mitigation strategies [24]. 

In terms of consequences, the research field has provided 

advanced models and categorizations to better assess and un-

derstand impacts on the different sustainability pillars holisti-

cally. One example is the seminal LES model that differenti-

ates life cycle, enabling- and structural effects [38].  

The role of activities to achieve sustainability goals re-

mains uncontested, but research has also delivered frame-

works such as the sustainability mitigation strategies [24] – 

sufficiency, consistency, and efficiency – and impact meas-

urement approaches [23] that are suited to guide and classify 

sustainability-oriented actions. 

The role of ICT as an enabler is also further specified by 

analyzing concrete digital solutions enabled by novel digital 

technologies such as big data, or artificial intelligence in the 

context of a specific sector and specific scenarios are explic-

itly mentioned [6, 7]. Geographical aspects have gained more 

attention, which is also expressed in publication addressing 

specific national or regional aspects. Hence, the application 

scenarios, including sector-, scenario-, and technology-, and 

geographic-specific views, can be added as an additional di-

mension in a conceptualization matrix for sustainability in the 

context of ICT. 

V.  CONCLUSION 

This paper aimed to address three research questions with 

regards to the concept of sustainability in the context of ICT. 

For RQ1 it was shown that the role of ICT as either an en-

abler or problem for sustainability remains an important as-

pect in the discussion. ICT is predominantly seen as an ena-

bler for sustainability that creates opportunities for efficiency-

gains, energy reductions, or facilitates smart cities. However, 

the negative impacts such as the environmental footprint 

caused throughout the hardware lifecycle or the social divide 

created by dividing society into those participating in digital-

ization, and those who do not, attract increasing attention. 

Hence, practitioners and researchers should actively look for 

and transparently point out potential negative side-effects and 

consequences when planning to apply or investigate ICT-en-

abled solutions to achieve sustainability goals. 

Regarding RQ2, the analysis confirmed that there is con-

tinuous terminological misalignment of sustainability in ICT, 

but with the important modification that the focus now is on 

integrating the concepts of digitalization and digital transfor-

mation, which is expressed by the term of digital sustainabil-

ity [7, 25]. The overarching importance of an interdisciplinary 

and holistic approach to sustainability in the context of ICT 

and digitalization is stressed out as a requirement to address 

all three sustainability pillars. Therefore, it is important for 

both practitioners and researchers to look at sustainability in 

the context of ICT holistically and to tackle sustainability-re-

lated initiatives and projects in an interdisciplinary manner. 

By addressing RQ3, it was revealed that important evolve-

ments of the sustainability concept over the past ten years oc-

curred: recent technologies, and new digital solutions, which 

are often global and international phenomena, broadened the 

range of application scenarios for the concept of sustainabil-

ity. Also, the role of stakeholders and the mitigation strategies 

associated with or applied by them have seen further amend-

ments and specifications. 

As a result, future research should consider an interdisci-

plinary approach to better understand the complex connec-

tions and interdependencies between stakeholders, ICT, digi-

talization, and sustainability transformations to explore inno-

vative solutions for sustainable digital transformation [28]. 

But to manage the scope and complexity of the topic, research 

should focus on specific application areas or technologies. 

More recent technologies such as artificial intelligence [7, 39–
41] or digital twins are already being discussed in the context 

of sustainability [7, 42]. More targeted research can help nar-

row the research scope to an applicable and practical level. 

Another opportunity for further research is how stakeholders 

and practitioners in organizations can implement sustainabil-

ity initiatives in their respective organizations and then meas-

ure the benefits that those initiatives yield [25] . 

The limitations of this study are its selective approach and 

its focus on the most recent literature in the field: articles pub-

lished between 2021 and 2023 represent 81% of the examined 

corpus. The sampling step can result in the exclusion of rele-

vant content and hence it must be acknowledged that synthe-

sizing more papers could have attributed additional insights. 

Also, the terminological misalignment and the absence of 

well-established keywords for research on sustainability in 

context of ICT and digitalization can result in excluding per-

tinent literature reviews. These shortcomings and additional 

potential gaps are an opportunity for further research. 

 

APPENDIX 

Figure 2 summarizes the total count of findings and gaps, 

mapped to the five synthesized themes. 

 

Fig 2. Distribution of themes 

 

Table V lists the sampled literature reviews including cod-

ing results, differentiated by themes, concepts, as well as find-

ings and gaps. 
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Abstract—This paper presents FAS-CT a novel approach to a
distributed low-latency Deep Learning inference system based
on a Field Programmable Gate Array (FPGA). The system
incorporates continuous training capabilities based on Concept
Drift Detection, where each model prediction is compared with
the ground truth to detect a change in the data patterns that
the model requires to adapt to. FAS-CT is formed by two main
execution pipelines. Firstly, the prediction pipeline is powered
with Xilinx® Zynq® UltraScale+™ MPSoC FPGA and where
low latency is the target. Secondly the Retraining pipeline aims
adapting the model the model when Concept Drift is detected. A
complete characterization of FAS-CT is provided in this article
using a neural network model and an experimental setup. The
latency of the Prediction pipeline achieved was 5.79 ms. The total
degradation of the model when continuous training is activated
is 57% in contrast to when is deactivated which is 1609%. These
results demonstrate that FAS-CT is suited for real-time Deep
Learning inference and can be automatically adapted to evolving
data environments.

I. INTRODUCTION

IN RECENT times, Deep Learning (DL) has rapidly
emerged as a powerful tool, demonstrating unparalleled

potential in domains such as computer vision, natural language
processing, and predictive analytics, surpassing traditional
machine learning techniques [1]. Conventionally, cloud com-
puting has been the favored approach for deploying DL models
for such applications, harnessing the vast processing power
and storage capabilities of data centers [2]. However, the
growth in data traffic coupled with the stringent low-latency
requirements of various DL services has begun to challenge
this centralized computing approach [3].

The Edge Computing (EC) paradigm has gained promi-
nence, offering a solution to these challenges by processing
data closer to its source. EC is a decentralized paradigm that
places computational resources, memory, and services closer
to the data origination point, thereby accelerating response
times and reducing the burden on communication bandwidth.
Despite its potential, EC poses its own challenges, particu-
larly in terms of limited computational power and memory
resources when compared to cloud-based systems [4]. These

EC limitations have a direct impact on DL solutions. Real-
time inference or model adaptation to new data could be
compromised.

Executing DL models on EC devices in order to achieve
real-time inference is a non-trivial task due to the inher-
ent resource constraints. Despite optimization for edge de-
ployment [5], these models continue to demand substantial
computational resources. Model adaptation represents another
significant challenge within the EC paradigm. DL models
necessitate continuous updates to maintain relevance in rapidly
evolving data environments or in the presence of Concept Drift
(CD) [6]. These widely recognized problems of DL models on
EC have been investigated in literature [5] and are typically
addressed through an orchestration system architecture or
continuous training techniques.

Orchestration architecture, a key theme across several ar-
ticles, is primarily used to manage and optimize distributed
resources. The research in [7] uses it for distributing process-
ing between EC devices and the cloud in a real-time image
recognition system. In [8], the authors use an orchestration
architecture for continuous training by integrating new data
into existing models, whereas in [9], it enables continuous
updates to the seizure prediction model. However, it is note-
worthy to mention that these approaches typically focus either
on orchestration or on continuous training, but rarely integrate
both elements effectively. This highlights the novelty of the
current work, which aims to bridge this gap by developing
a mechanism capable of detecting CD and performing con-
tinuous training while managing and optimizing resources
through an orchestration system architecture. These studies
emphasize the importance of orchestration architecture in man-
aging complex distributed systems and enabling continuous
training. This topic is particularly interesting, as highlighted
in [8], [9], and [10]. [8] and [9] demonstrate its importance in
medical applications, where models are continually updated
with new data to improve accuracy. [10] extends this idea
to IoT devices, introducing a loss compensation mechanism
to improve Federated Incremental Learning, highlighting the
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applicability of continuous training across various fields.
On DL there are different types of models each one with a

target application [1]. Those DL architectures have been imple-
mented successfully in different EC devices. Implementations
of Fully Connected Networks (FCN) have been explored in
[11], [12]. Convolutional Neural Networks (CNN) on [7],
[13], [8] and Recurrent Neural Networks (RNN) particularly
Gated Recurrent Units (GRU) and Long Short Term Mem-
ory (LSTM), are used in [14], [15], [16]. Typically used
EC devices for DL implementation have coupled processing
technologies like CPU + GPU [17], [18], CPU + FPGA [13],
[19] or CPU + TPU [18], [20]. CPU’s mean purpose is to
manage data and connections with orchestration architecture,
meanwhile, GPU, FPGA, or TPU are used to accelerate DL
model inference.

The use of FPGA is explicitly discussed in [11], which
presents ZyNet to automate FCN implementation on low-cost
FPGA platforms. This tool facilitates the deployment of FCN
in edge computing devices and is a promising approach for
making FPGA-based DL computing more accessible. In [13]
an FPGA with LeNet-5 is studied. This article implements
an autonomous architecture with continuous training of the
model in a Xilinx® Multi-Processing System on Chip (MP-
SoC) device. The training is performed in MPSoC CPU and
the inference is executed on FPGA. This solution leads to
inference times of 2.2 ms and training times of 286s. Also in
[12], [16] a Xilinx® FPGA is used to implement inferences
of FCN and LSTM, their performance is analyzed. These
implementations have maximum inference times of 1.09ms
for FCN and 2.6ms for LSTM.

In the present work we introduce the FPGA-Based Acceler-
ation System with Continuous Training (FAS-CT). This novel
EC architecture is designed for the orchestration of DL model
inference on FPGA, explicit CD detection, and continuous
training. As is exposed, DL model inference on FPGA can
yield low-latency responses. The CD is explicitly identified to
monitor any degradation in the model’s performance. If CD
is detected, the retraining stage of the DL model is launched.
This process allows continuous training of the model and its
automatic update in FPGA. The main contributions of this
article are listed as follows:

1) We put forth an architecture that efficiently coordi-
nates various technologies best suited for different tasks.
FPGA for DL model inference, GPU for DL model
training, and CPU for preprocessing, postprocessing, CD
detection, and data communication.

2) A complete description and characterization of FAS-CT
is presented. The description of each component and
the interaction between them is detailed. The charac-
terization is examined with real-world data concerning
response time, model performance, and model updates.

3) CD detection is included in the architecture to perform
model retraining only when needed. This stage in the
orchestration scheme allows for saving energy because
a power-hungry GPU is used only when the model
performance is worsening.

The rest of the article is organized as follows. Section II
details a complete description of FAS-CT architecture, focus-
ing on different technologies for each component. Section III
explains CD detection and its implementation in a module
on FAS-CT. Section IV explains the implementation of DL
model inference on FPGA and its communication with FAS-
CT. Section V focuses on the setup and the experiments
performed on FAS-CT to get a complete characterization of the
architecture. Section VI exposes the results of metrics defined
in the previous section. The article finishs in section VII with
conclusions and future research work.

II. CONTINUOUS TRAINING SYSTEM ARCHITECTURE

FAS-CT architecture is designed around a central orches-
tration framework that maximizes the benefits of each tech-
nology it incorporates. It leverages FPGA for real-time neural
network inference, GPU for model training, CPUs for pre and
post-processing of data, CD detection, and management of
data communication. This collaborative design facilitates high
performance and ensures seamless integration of these key pro-
cesses. FAS-CT has been designed to enable easy adaptation to
diverse hardware, software, and data configurations. Each step
can be deployed on separate hardware, thus satisfying most
latency, performance, or throughput requirements with ease.
For instance, feature preprocessing, inference of the neural
network, and result postprocessing can be performed near the
data source or prediction consumer, while feature storage and
model retraining can be executed on more powerful devices
like computer servers with GPU.

FAS-CT is composed of different stages or modules. Each
of the stages shown in Fig.1 is handled by a different service.
Modules are grouped in two pipelines. The first pipeline is
responsible for inference in FPGA. The second pipeline is
responsible for retraining the model when CD is detected.

To facilitate the service deployment, management, and
monitoring, Docker [21] has been used for each module. A
description of the task and purpose for each stage is given
below.

A. Data Propagation

To communicate the different stages in FAS-CT the Mes-
sage Queuing Telemetry Transport (MQTT) [22] protocol has
been used. MQTT is a lightweight messaging protocol based
on the publish-subscribe pattern. The protocol operates on top
of the TCP/IP network stack and has support for multiple
Quality of Service (QoS) levels to ensure reliable message
delivery.

To manage the message queues the open-source Eclipse
Mosquitto [23] MQTT Broker has been used. Mosquitto is
licensed under EPL2, and it is one of the most suitable MQTT
brokers due to its high performance [24], being multi-platform
MQTT 5 compliant and having Transport Layer Security
(TLS) support. The data has been serialized using Google
Protocol Buffers [25].
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Fig. 1. FAS-CT architecture diagram. There are eight modules grouped in
two pipelines. Modules of the Prediction pipeline are highlighted in red and
the Retraining pipeline in green. The inference module is executed in FPGA,
he Model Retrainer module in GPU and the rest of modules in CPU.

B. Feature Store

A database records each set of model input features with a
unique sequential ID, along with the corresponding ground
truth, model inference result, and drift level of the model
for that prediction. The database can be queried using a set
of remote procedure calls (RPC) [25] to retrieve the various
features required for the model retraining process.

C. Feature Inference Preprocessing

The feature inference preprocessing stage involves a series
of transformations that are applied to the raw data to make
it compatible with the machine learning models. This stage
may include data cleaning, where inconsistencies, errors, and
outliers in the data are identified and corrected or removed.
Another common step is data normalization or standardization,
which is crucial for algorithms that are sensitive to the scale
of the features. This process adjusts the values of numeric
features so that they share a common scale, without distorting
the differences in the ranges of values or losing information.
Feature engineering is another integral part of preprocessing,
creating new features based on existing ones, which can
enhance the predictive power of the machine learning model.

D. FPGA Edge Inference

An FPGA receives a set of tensors from the preprocessing
stage which serves as inputs for the neural network. These
tensors are essentially multi-dimensional arrays of data, pre-
pared and structured to be ingested by the model for making
predictions.

Simultaneously, the device also listens for model updates
from the continuous training pipeline. Upon receiving these
model updates, the FPGA substitutes the current model with
the new model. Essentially the model is evolving its ability to
make accurate predictions in line with the most recent trends
in the data. This process of continuous listening and updating
ensures that the model deployed on the FPGA is always
synchronized with the most recent version and maintains
accuracy even in the face of changing data landscapes.

E. Result Postprocessing

Certain models may need a postprocessing step to enable an
accurate comparison between the ground truth and the predic-
tion. For instance, if the preprocessing stage involved scaling
or standardization of features, an inverse transformation might
be necessary for the postprocessing stage to convert predic-
tions back to the original scale. In this way, the predictions
can be compared with the ground truth. Another common post-
processing step involves the treatment of probability outputs.
Many machine learning models, especially in classification
tasks, output probabilities of each class. A thresholding op-
eration might be necessary to convert these probabilities into
discrete class labels. The choice of threshold can significantly
affect the model’s performance metrics and can be fine-tuned
based on the requirements of the specific task.

F. Drift Detector

This module is continuously monitoring the error that the
neural network is generating. If the error is between some
limits or thresholds, the model is considered to be providing
a correct prediction. If the error increases, CD is detected and
the Retraining pipeline is executed.

There are several Drift Detectors that can be placed at this
stage. For FAS-CT we choose Drift Detector Method. This is
an algorithm developed by J. Gama et al. [26]. It is compu-
tationally lightweight and has low memory requirements, in
line with the two main constraints in EC. A description of
this algorithm is detailed in Section III.

G. Model Retraining, Validation and Registry

Upon a Drift Detector notification, the Model Retraining
stage updates the scalers and the neural network to fit the
newest data. The data has been stored properly in the Feature
Storage module and is served to perform new training on the
model.

The validation process of the updated model entails a
comparison between the Drift Detector error metric of both
old and new models. If the error metric of the new model is
less than the current drifted mean, the updated model is stored
in the model registry and publishes a model update on FAS-
CT. However, if the error metric of the new model is assessed
as an improvement, the model is stored.

The experiments, models, and scalers are tracked by
MLFlow [27]. MLFlow is an open-source platform for ma-
chine learning workflows that includes features such as exper-
iment and model registry, allowing for efficient management
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of models. Furthermore, MLFlow’s experiment tracker stores
and organizes all the models, data, and metrics of a retraining
process.

H. Model Optimization and Update

Upon completion of the model’s retraining and validation
process, the subsequent step involves its conversion and op-
timization into a specific format that can be consumed by
edge devices like FPGA. The new model is serialized in JSON
format and it is sent to the FPGA as detailed above.

The model update could also involve changes in Pre-
processing and Post-processing stages. In this case, some
functions like scalers must be updated. Finally, if the model is
retrained, the Drift Detector is also reset with new parameters.
This process is explained in the following section.

III. CONCEPT DRIFT DETECTION

CD refers to the phenomenon where the statistical properties
of data, on which the model has been trained, change over
time in unforeseen ways, causing the model’s performance
to degrade. This happens because most predictive models
are designed and trained under the assumption that future
patterns will remain consistent with historical ones, which is
often not the case in real-world scenarios. Real-world data is
continually evolving and changing, and so too is the context
in which DL models operate. Changes can occur in various
forms e.g. gradual, abrupt, incremental, or recurring changes
[6]. Different types of CD exist, such as real, virtual, and dual
CD [6], [28]. In this work, only real CD will be considered
and will be referred as CD for the sake of simplicity.

DL models, though powerful and highly accurate, have a
significant weakness when it comes to CD. Detecting CD
and subsequently retraining the models can be a solution to
mitigate this impact. The process typically involves monitoring
the model’s performance metrics over time, and if a significant
decline is detected, it’s an indication that CD might be
occurring. Once identified, the model can be retrained with the
latest data, which reflects the new patterns. By applying this
continuous training approach, DL models can become more
adaptable to the evolving nature of real-world data.

The CD detection method implemented in the Drift Detector
module, shown in Fig. 1, is similar to the Drift Detection
Method (DDM) proposed by [26]. This method is based on the
error signal produced by a binary classifier. The error signal is
the probability of misclassifying an instance plus the standard
deviation. The error signal fits a Bernoulli distribution because
a binary classifier is assumed in [26]. DDM can be extended
to forecasting or regression models by monitoring the error in
prediction. On these models, DDM studies error signal mean
and standard deviation based on a Gaussian distribution:

en = ytruen − ypredn (1)

µn =
n− 1

n
· µn−1 +

1

n
en (2)

σn =

√
n− 1

n
σ2
n−1 +

1

n− 1
(en − µn)

2 (3)

ddm_en = µn + σn (4)

Where µ0(e) = σ0(e) = 0 and n is the number of
monitored predictions. Recurrent formulas for µn and σn are
used to avoid storing previous values of the error and satisfy
the memory requirements of the processing system. These
formulas are derived in detail in Appendix A. The value
ddm_en is known as the DDM error metric and is used to
determine when CD is detected. Notice that for DDM it is
necessary to have the ytrue value. Particularly, this is possible
for a forecasting task on time-series data because ytrue will be
available at a certain time. Two configuration parameters are
needed µmin and σmin. These parameters are the minimum
mean and the minimum standard deviation calculated during
the training process. After that, DDM is configured and starts
monitoring the model. The warning level is triggered if:

ddm_en >= µmin + 2 · σmin (5)

At the warning level, the performance of the DL model is
starting to worsen and the CD may arise. To adapt the model
input and target data are stored to retrain the model. The drift
level is triggered if:

ddm_en >= µmin + 3 · σmin (6)

At the drift level, CD is detected, retrain is performed
with stored data, DL model adaptation is executed and DDM
parameters are restored. In FAS-CT the new model is changed
on FPGA and the inference is executed with the new adapted
model. This is an endless loop of inferring, monitoring,
retraining, and adapting the DL model that could generate an
updated response in an evolving environment.

IV. FPGA INFERENCE

The edge inference module in the prediction pipeline shown
in Fig. 1 is implemented using an FPGA device. These devices
are highly versatile integrated circuits that can be reconfigured
and programmed to perform specific tasks, making them
ideal for application acceleration, including neural network
inference [11]. FPGA devices offer several advantages for such
tasks. First, their parallel processing architecture allows multi-
ple operations to be performed efficiently and simultaneously,
resulting in high throughput and low latency [13], [16]. This
is particularly beneficial for neural network inference, which
involves intensive matrix calculations. In addition, FPGAs
offer the flexibility to customize hardware designs, enabling
the implementation of highly optimized neural network ar-
chitectures tailored to specific application requirements. The
ability to fine-tune hardware resources at the circuit level
enables efficient utilization of FPGA resources, resulting in
improved power efficiency [12]. In addition, FPGAs can be
integrated with existing systems, including CPUs and GPUs,
to leverage their respective strengths in a heterogeneous com-
puting environment. Overall, the programmability, parallelism,
customization, and integration capabilities of FPGAs make
them a compelling choice for accelerating neural network
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Fig. 2. FPGA inference diagram

inference, offering significant performance gains and energy
efficiency for a wide range of applications.

The inference stage must be able to process various data sent
by the FAST-CT using the MQTT protocol. The transmitted
data are in JSON format. The FPGA processing system must
be in charge of extracting the necessary information to carry
out the inference on the input data and the configuration of
the corresponding neural network parameters. Likewise, the
FPGA device transmits the result of the inference of each
set of data received. The neural network is implemented on
an acceleration kernel in the programmable logic side of the
FPGA. This kernel communicates with the processing system
and accelerates the inference task.

For the management of all these tasks, the architecture
shown in Fig. 2 has been implemented. Four processing
threads are used for data processing, control of the inference
process, and configuration of the acceleration kernel. Three
threads manage the data received and sent by MQTT. The
other one is in charge of the inference execution. As can be
seen in Fig. 2, two buffers are used for the synchronization
between the tasks of reading input data, inference, and writing
output data.

The inference process in the prediction pipeline on FAS-CT
works as follows. The MQTT subscriber thread for input data
writes the inference data to the input buffer. The accelerated
kernel inference thread orders the execution of the acceleration
kernel and stores the result in the output data buffer. Finally,
the MQTT publisher thread for output data sends the results of
the inference to continue the prediction pipeline. The FPGA
device is also integrated into the retraining pipeline. In the
fourth thread, the MQTT subscriber for neural network param-
eters is listening for updates in neural network weights. These
updates are codified in JSON format. This thread manages the
configuration of the acceleration kernel parameters and sets it
for the next execution.

V. MATERIALS AND METHODS

A. Setup
In this study, we employed FAS-CT with an LSTM neural

network for time series forecasting. Due to client confiden-
tiality, the data and results of the experiment have been
anonymized. The purpose of the network is to forecast the
value of a single sensor with a prediction horizon of 10
minutes. The model has been trained with a 32-minute sliding
window of 4 different correlated sensors with a sample rate
of 1 minute. All data is stored in a database so it is available
for any experiment.

The LSTM network is a sequential model with an input
LSTM layer of 32 units followed by a fully connected layer
of 16 neurons with tanh activation function and a single
neuron as output with a linear activation function. The neural
network training uses the mean squared error loss function and
Adam as the optimizer. The training process is limited to 100
epochs, with an early stopping of 10 epochs of patience.

The implementation of all the modules specified in Section
II, with the exception of the inference kernel, are imple-
mented in Python using common libraries like Paho-MQTT,
Scikit Learn, GRPC, SQL Alchemy, and Tensorflow. The Pre-
processing module receives data from 4 different sensors and
appends them into a First-in-First-out queue of size 32 working
as a sliding window. The data is then scaled into the interval
[0, 1] using the MinMaxScaler algorithm. The Post-Processing
module receives the network result and implements the inverse
scale transformation.

The description of the acceleration kernel has been per-
formed using HLS in the Xilinx® Vitis™ HLS development
environment. This acceleration kernel describes the LSTM
neural network with a 32-cell LSTM layer, 4 input features,
and a 32-sample time window. This LSTM network also has
two dense layers, the first of 16 neurons and the second of one
neuron. For the implementation of the MQTT communication
protocol, the MQTT-C [29] library has been used.

All the modules, with the exception of the inference, are
running on a local host PC inside Docker containers on top
of a Linux OS on a CPU Intel Core i7-13700k, a GPU
Nvidia RTX 3060-12GB, and a memory RAM of 32 GB.
The Model Retrainer uses the power of the GPU to accelerate
the training of the neural network. The FPGA is connected
to the local LAN network via Ethernet. The FPGA used for
the LSTM implementation is the Ultra96v2 evaluation board
which contains a Xilinx® Zynq® UltraScale+™ MPSoC device.

B. Experiments and Characterization
To evaluate the performance of the FAS-CT, backtesting

experiments have been executed. Different metrics have been
monitored during experiments. To characterize the prediction
pipeline, the latency of each process, and communications are
measured. To characterize the retraining pipeline, the error of
the model and the number of retrains are monitored. On the
retraining pipeline, the focus is on studying the DDM Drift
Detector because it is the module in charge of executing the
retraining.
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A base model was trained offline with the first 5% of
the available data whereas the rest was used for backtesting
experiments. All the experiments have been performed using a
configuration of 1000 input samples per minute. Three distinct
experiments were conducted. The initial test use static scalers,
which were initially fitted with the feasible range of values that
each sensor can detect to prevent any bias from the training set.
The second test involved employing dynamic scalers, during
the retrain step the scalers are fitted with the updated train
dataset. The final test examined the behavior of the system
without any retraining, serving as a baseline. The three tests
were conducted using the same base model and initial scalers.

VI. RESULTS AND DISCUSSION

A. Latency

The latency of different modules and communications has
been measured in the prediction pipeline. The method was
to calculate the difference between input and output message
timestamps for each module. As a control for communication,
the latency between the FAS-CT host and the FPGA was
measured using a ping command. The ping package yielded
an average latency of 1.253 ± 0.614 milliseconds.

TABLE I
LATENCY OF EACH PROCESS FOR PREDICTION PIPELINE IN FAS-CT

Process Name Process Type Technology Latency (ms)
1 Pre-processing Execution CPU 0.856 ± 0.457
2 Pre-P → Infer Communication CPU 1.442 ± 0.834
3 Inference Execution FPGA 1.894 ± 0.085
4 Infer → Post-P Communication CPU 1.372 ± 0.890
5 Post-processing Execution CPU 0.336 ± 0.150
6 Prediction Orchestration FAS-CT 5.792 ± 1.396

The latency between Pre-processing and inference measures
the time that it takes for a tensor to arrive at the FPGA
(Table I row 2). Similarly, the latency between inference and
Post-processing measures the time required for a prediction
to reach the Post-processing module (Table I row 4). None
of both measurements include the run-time of the involved
stages. The execution latency of Pre-processing, Inference, and
Post-processing modules has also been measured in Table I
rows 1, 3, and 5. Finally, latency measurements have been
conducted to determine the time required for generating a
prediction from the moment the sensors are polled (Table I row
6). This measurement includes communication and execution
of all modules.

B. DDM Backtesting Results

This section focuses on the behavior of the DDM algorithm
on the backtest dataset and the consequent start of the re-
training pipeline. In table II the experiment results are shown.
DDM error metric is calculated in backtests using Eq. 4. The
optimal continuous training configuration involves having the
least mean DDM error and maximizing the number of samples
in the No Drift region.

TABLE II
BACKTESTING RESULTS ON RETRAINING PIPELINE

Retrain No Retrain
Scaler Type Static Dynamic Static

Level No Drift % 65,23% 35,77% 1,11%
Level Warning % 23,50% 21,22% 0,00%

Level Drift % 11,26% 43,01% 98,89%
N Retrains 8 24 0

Initial DDM Error 0,1053
Last DDM Error 0,1653 0,1475 1,8

Mean DDM Error 0,391 ± 1,36 0,464 ± 1,37 1,335 ± 2,03

Fig. 3. Outlier in data that causes a sudden increment on DDM error metric,
plotted in blue. The green area is the no drift region, the yellow area is the
warning region and the red area is the drift region.

Among the three different test configurations, the configura-
tion that yields the best results is the one that retrains the base
model and keeps the scalers static. This configuration labels
66.2% of the predictions as No Drift with an average error
of 0.391 ± 1.36. These statistics have been achieved with 8
retrains during backtesting.

The configuration with dynamic scalers updates them after
each retrain stage. On this configuration, there are 43.01%
predictions labelled as Drift. This is 281% more than the
previous configuration with static scalers. In contrast with
the previous experiment, the final DDM error is lower but
with a higher mean DDM error of 0.464 ± 1.37. This is an
increase of 18.6% in the DDM error metric with also an
increase in the number of retrains. This behaviour is due to
the dynamic scalers altering the data distribution after each
retraining, worsening the model generalization.

Lastly, the no retraining configuration results in 99% of
drifted predictions with an average error of 1.335. Further-
more, in this particular scenario, no prediction was within the
warning region as the model encounters an outlier among the
first 1.1% of the data that, drastically increments the DDM
error metric, as seen in Fig.3. This is the worst configuration
meaning that continuous training is needed for this neural
network to operate with real-world data.
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Fig. 4. Retrain number 5 in Table III where after 23333 predictions reach
drift level, the retrain pipeline is executed and DDM error metric (plotted in
blue) goes again to No Drift region. The green area is the no drift region, the
yellow area is the warning region and the red area is the drift region.

C. Retraining

After establishing that static scalers are the optimal config-
uration for FAS-CT with this data, we will now delve closer.
We will focus on this experiment, studying how retraining
improves the model. The self-retraining process using the
static scalers configuration has been detailed in table III. The
table includes the model DDM error improvements between
each retraining step, as well as the count of predicted samples
by the model prior to it being updated.

A successful retrain of the model greatly improves the
error metric over its predecessor and generalizes enough that
it can make reliable predictions for a substantial portion of
samples without triggering another retrain. An example of a
successful model retrain would be the fourth retrain, which
predicts 23333 samples and presents minimal drift, as seen in
the left part of Fig. 4.

TABLE III
DETAILED IMPROVEMENT ON EACH RETRAIN WITH STATIC SCALERS.

Retrain Previous
DDM Error

New DDM
Error

Improvement
in DDM Error

New Model
Predictions

1 12,532 12,085 3,57% 876
2 1,5295 0,1783 88,34% 28248
3 0,2421 0,2217 8,43% 1166
4 0,4559 0,2832 37,89% 23333
5 0,3212 0,0883 72,50% 6035
6 0,2032 0,1368 32,66% 1557
7 0,4283 0,4187 2,24% 1335
8 0,9455 0,1491 84,23% 8053

Furthermore, other retrain attempts are not as successful,
such as the first or the third retrain. These retrains happen far
from the drift level Eq. 6. Fig. 5 shows the third retrain that
only has a slight improvement. This model can only predict
1166 samples before being replaced with a more accurate
model.

Lastly, the speed of the retraining process affects the number
of predictions beyond the drift level. By reducing the retraining
time of the model, the number of predictions in the drift region

Fig. 5. Retrain number 3 in Table III where the new model could only make
1166 predictions before being substituted. After the retrain number 3 DDM
error metric (plotted in blue) does not reach immediately the no drift region.
The green area is the no drift region, the yellow area is the warning region
and the red area is the drift region.

can be reduced. A comparison between the training perfor-
mance on the CPU and GPU of the system using Tensorflow
Keras is presented in Table IV. The training time depends
on various factors such as the number of retrain samples or
early stopping configuration. Because of that milliseconds per
training batch of 64 samples has been used as a comparative
metric.

TABLE IV
TRAINING PERFORMANCE COMPARISON IN DIFFERENT DEVICES

RTX 3060 12GB i7 13700k
Batch Mean (ms) Std (ms) Mean (ms) Std (ms)

32 2.81 8.05 3.59 4.40
64 2.86 5.22 3.96 5.07

128 2.94 6.95 4.93 7.55
256 3.07 10.02 10.006 11.04
512 3.46 12.97 14.99 14.04

GPU is faster per training batch than CPU as expected.
Also, training on GPU leverages CPU that can perform better
in other modules like in the prediction pipeline, where low
latency is required.

VII. CONCLUSION AND FUTURE WORK

This article introduces FAS-CT, a distributed DL inference
architecture with FPGA acceleration and continuous train-
ing based on CD detection. This architecture is focused on
enhancing the performance and reliability of deep learning
predictions in changing or difficult-to-predict environments. To
achieve that purpose, FAS-CT is composed of two execution
pipelines. First is the prediction pipeline that orchestrates
model inference in FPGA. Second is the retraining pipeline
which monitors the error metric of the model and manages
the actualization of the model.

One of the components of FAS-CT is the CD Detector, an
algorithm that labels the model predictions with three possible
values, No Drift, Warning, and Drift. Once a prediction is
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labelled as Drift, FAS-CT retraining pipeline is launched using
two possible configurations, static or dynamic scalers.

The reliability of FAS-CT has been backtested using an
LSTM neural network trained for a forecasting task. The
results in table II showed that both retraining configura-
tions outperform the default behaviour of a simple prediction
pipeline without continuous training. In addition, the imple-
mentation with static scalers stands out by labelling 75% fewer
predictions as drift and having a lower mean DDM error metric
than the implementation using dynamic scalers.

Additionally, the article also studies the latency of each
module involved in the prediction pipeline. FPGA has an
inference latency of 1.9ms whereas the complete pipeline has
an average latency of 5.8ms, with communication between
different components accounting for over 2.5ms of the total
latency.

Overall, the article demonstrates that FAS-CT is a reliable
low-latency DL inference system that adapts over time. This
system is suitable for real-time complex tasks that must be
executed on the edge. Also, this article demonstrates that is
completely feasible the coordination between a drift detector
and an FPGA as an accelerator.

A. Future Work

Regression Outlier Resilience: The presence of outliers
can significantly influence the efficacy of CD detection. In
scenarios where a model fails to accurately regress an outlier
value, the DDM update process may erroneously identify CD,
triggering the retraining of a stable model.

Synchronous Model Update: Updating a model while
ensuring consistent distributions across different components
can be a complex task as communication is asynchronous. Up-
dating the model, the DDM parameters or scalers can happen
in different timestamps, resulting in incoherent distributions
until all the models are updated.

Monolithic Scaling and Inference block: The commu-
nication between the Pre-processing, Inference, and Post-
processing modules introduces latency to the inference task,
as highlighted in Table I. It is possible to consolidate the three
blocks into a single monolithic block executed on the FPGA.

Enhancing Dynamic Scalers Configuration: Not all sce-
narios can be deployed using the static scalers configuration, as
the working data interval might be unknown or can drastically
change over time. An algorithm that detects when the scalers
are outdated so they can be dynamically updated could be
developed.

Early CD detection and model adaptation: Since the
DDM error metric reaches the drift level until the model
is updated, the system makes some predictions in the drift
region. These predictions have been minimized using GPU
for training. However, it is necessary to reduce them as much
as possible. To achieve this, the proposal is to use methods
that detect CD early, such as the Early Drift Detector Method
[30]. Further research is needed in this area.
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APPENDIX A: MATHEMATICAL DERIVATION OF MEAN AND
STANDARD DEVIATION RECURRENT FORMULAS

Definitions of mean and standard deviation over a set of
items {ei}i=1,...,n are:

µn =
1

n

n∑

i=1

ei; σn =

√√√√ 1

n

n∑

i=1

(ei − µn)
2

These definitions imply that all items of ei must be available
in order to calculate µn and σn for any n. This could be a
problem for a limited memory process system if the set is too
big or infinite. Due to this limitation, it is necessary to rewrite
the mean and the standard deviation definitions as recurrent
formulas where only a few values must be stored. Starting
with the mean:

µn =
1

n

n∑

i=1

ei =
n− 1

n
µn−1 +

1

n
en

For the calculation of the mean, it is only necessary to store
three values: the previous mean µi−1, the number of items n,
and the last item ei. Now deriving the same recurrent formula
for standard deviation:

σ2
n =

1

n

n∑

i=1

(ei − µn)
2
=

1

n

n−1∑

i=1

(ei − µn)
2
+

1

n
(en − µn)

2

Notice that the first term is not σ2
n−1 because the mean is the

updated mean µn and not µn−1. It is necessary to substitute
µn with the recurrent formula:

σ2
n =

1

n3

n−1∑

i=1

[n (ei − µn−1)− (en − µn−1)]
2
+

1

n
(en − µn)

2

Developing the square of the binomial, applying the defini-
tion of µn−1 and σ2

n−1 and arranging all the terms:

σ2
n =

n− 1

n
σ2
n−1 +

n− 1

n3
(en − µn−1)

2
+

1

n
(en − µn)

2

Now it is possible to derive the second or the third term
depending if the final formula is µn or µn−1 dependent.
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Developing the second term by substituting the expression of
µn−1 in terms of µn:

n− 1

n3
(en − µn−1)

2
=

1

n (n− 1)
(en − µn)

2

Now the second term has the same dependence as the third
term. Summing those terms, the recurrent formula for standard
deviation is:

σn =

√
n− 1

n
σ2
n−1 +

1

n− 1
(en − µn)

2

For the calculus of the standard deviation, it is only nec-
essary to store four values: the previous standard deviation
σn−1, the current mean µn, the number of items n, and the
last item en.

These recurrent formulas for mean and standard deviation
can satisfy the memory requirements in a process system
where data is continuously arriving like in FAS-CT or any
other system that deals with data streams.
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 Abstract—Tea  production  involves  several  stages,  usually

pests and diseases can negatively impact the quality of tea and

reduce the harvest, limiting the industry's development. There-

fore, it is important to unify the knowledge on tea pests and dis-

eases.  Unfortunately,  the  current  knowledge  graph construc-

tion for tea pests and diseases relies mainly on semi-automated

and manual  methods,  resulting  in  inefficiency  and failing  to

meet production demands. This research combines three model

of  Bidirectional  Encoder  Representation from Transformers,

Bi-directional Long Short-Term Memory, Conditional Random

Fields for joint extraction of data. The model abbreviated as

BERT-BiLSTM-CRF, using the model can automatically gen-

erates the triplets, and then store them in the Neo4j database.

The study shows that this model has improved accuracy com-

pared to previous methods, and provides effective support for

scientific management and production services of tea pests and

diseases. The research offers a reference for quickly construct-

ing knowledge graphs in the crop domain.

Index   Terms—tea  pests  and  diseases,  knowledge  graph,

BERT-BiLSTM-CRF, Neo4j

I. INTRODUCTION

HE knowledge graph is a structured semantic knowl-

edge base, which is essentially a semantic network that

describes the relationships between entities, and can now be

used to  refer  to  various large-scale  knowledge bases.  The

knowledge graph represents the relationships between enti-

ties in the form of an entity-relationship-entity triplet [1-2]

and has been widely used in the fields of research, internet

and artificial intelligence [3-4]. With the continuous develop-

ment of artificial intelligence, machine learning, big data and

other disciplines,  knowledge graph has achieved better re-

sults in domain knowledge management, and the construc-

tion of knowledge graph in specific areas of agriculture has

gradually  become  the  focus  of  research  by  researchers  at

home and abroad. Yongbo Liu constructed a tea knowledge

graph based on the BERT-WWM and attention mechanism

T

 Funded by: Sichuan Provincial Financial Independent Innovation Special 

Plan Project - Application Research of Spatiotemporal Big Data Analysis in

Agricultural Production Services (2022ZZCX034), China

approach [5]. Haussmann constructed a knowledge graph of

agricultural information [6], which enables users to select the

available agricultural products to make food. Dandan Wang

combined 2 methods, bottom-up and top-down, to construct

a knowledge graph of rice [7], Xu Xin used Neo4j and NLP

technology to construct a knowledge graph of wheat varieties

[8], which solved the problem of high knowledge repetition

rate and unclear knowledge association in variety data. In the

process of tea production and marketing, we will face several

aspects such as planting, management and processing, each

of which requires scientific technical guidance. In actual pro-

duction, tea yield reduction caused by pests and diseases is

generally 15%-20%, which can lead to no tea harvesting in

serious cases  [9].  Pests  and diseases  are important  factors

limiting the development of the tea industry. However, the

currently existing knowledge graph in the field of tea pests

and diseases are mainly constructed in a semi-automatic and

manual way, with low construction efficiency, which cannot

meet the actual production needs.

In this paper, we constructed a domain text dataset based

on  ME+R+BIESO  annotation,  and  used  the  BERT-BiL-

STM-CRF model for joint triplet extraction of entities and

relationships from unstructured data to realize the automated

construction of  knowledge graph,  which provides a refer-

ence basis for the rapid construction of knowledge graph in

crop domains.

II. TEA PEST AND DISEASE KNOWLEDGE GRAPH CONSTRUCTION

PROCESS

The knowledge graph can be divided into general domain

knowledge graph and vertical domain knowledge graph ac-

cording to different application directions [10-11]. General

domain  knowledge  graph  has  the  characteristics  of  being

oriented to the whole domain, having a wide range of audi-

ences and involving shallow industry knowledge,  and are

mostly used in business scenarios such as Internet search en-

gine and content recommendation, e.g., Google search en-
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gine,  FreeBase [12],  DBpedia [13],  etc.  In this  study,  the

knowledge graph of tea pests and diseases belongs to the

vertical domain, and the top-down approach is used to build

the graph ontology. This approach requires defining the on-

tology and data schema first, and then populating the entities

and their relationships into the knowledge graph. As shown

in Figure 1, it specifically includes the following five stages:

(1) Data acquisition and processing. Data is obtained from a

variety of sources, which include structured, semi-structured

and unstructured data. Structured data can be obtained from

third  party  databases,  while  semi-structured  data  typically

includes HTML web pages and JSON data. In this paper,

unstructured data is obtained from the tea pest knowledge

website and data cleaning and pre-processing operations are

carried out to obtain the raw text data. (2) Ontology con-

struction. Construct tea pest and disease ontology based on

domain corpus, define classes, relations and attributes, and

set  corresponding  constraints  to  clarify  the  boundary  of

knowledge extraction;  (3)  Data  annotation.  Use  Brat  data

annotation tool to annotate the text set and obtain the rele-

vant  training  set  and  test  set  after  processing  by  Python

code; (4) Knowledge extraction. The BERT-BiLSTM-CRF

model is used for training, and the trained model is used to

do triplet extraction of the data set. (5) Knowledge storage.

The extracted tea pests and diseases triplet data are stored in

the Neo4j graph database [14] and visualized.

A. Data Acquisition and Pre-processing

The data related to tea pests and diseases in this paper are

mainly from the website China Crop Germplasm Informa-

tion Network, which comes from the Institute of Crop Sci-

ence, Chinese Academy of Agricultural Sciences. The page

contains information on pests and diseases of various crops,

and the data on tea pests and diseases mainly contains infor-

mation on symptoms, alias, pathogen categories and other

attributes. The website contains data of 71 tea pests and 21

tea diseases. The Scrapy crawler framework is used for data

crawling, and the data pre-processing is combined with rules

and manual review to obtain a noise-free plain text corpus.

B. Ontology Construction

The architecture of the knowledge graph is generally di-

vided into two layers: the schema layer and the data layer.

The schema layer is the core of the knowledge graph struc-

ture  and  is  built  on  top  of  the  data  layer.  Designing  the

schema layer of tea pest and disease knowledge graph be-

fore data extraction is beneficial to reduce data redundancy.

According to the data characteristics of tea pests and dis-

eases, the tea disease knowledge graph concept and tea pest

knowledge  graph  concept  are  designed  respectively,  as

shown in Figure 2.

Figure 2. Conceptual level of tea pest and disease knowledge graph

C. Data Annotation

ME+R+BIESO annotation method is used to annotate the

main entity and the relationship between the main entity and

other entities. First, the main entity is labeled as “ME”, and

when there is a relationship between an entity and the main

entity in a piece of data, the entity Ei is labeled as relation-

ship Ri. The information of each character in the entity is in-

dicated  by  using  the  Begin-Inside-End-Single-Other,

BIESO) flag to indicate the information of each character in

this entity. When the complete set of BE, BIE or S of the

main entity  ME and a  certain  relation Ri is  matched,  the

main entity and Ei corresponding to this tag set are taken out

and the (ME, Ri, Ei) triplet is formed by data parsing.

Take the data of tea pest “Artaxa flava” as an example, as

shown in Figure 3. First of all, “Artaxa flava” is labeled as

ME (Main Entity), and “yellow poisonous moth” is an alias

of “Artaxa flava”, so “yellow poisonous moth” is labeled as

alias. After the data labeling task is completed, the generated

a file and the original txt text file are used to label each char-

acter  in  the text  with  a  corresponding label  using Python

code,  and  other  irrelevant  characters  are  labeled  as  “O”.

When matching the main entity ME and the set of BIE or

BE tags with the relationship “Alias”, the mapping of tags

can generate a triplet (Artaxa flava, Alias, yellow poisonous

moth).

The ME+R+BIESO annotation method focuses on the an-

notation of the relationship type Ri between the main entity

and other  entities,  without  focusing  on  the  entity  type  to

which the entity itself belongs. This method only annotates

and extracts on a predefined set of relationships to reduce

redundancy and error propagation of irrelevant entity pairs.

For the case of overlapping relationships between the main

entity ME and multiple entities Ei, multiple corresponding

triplets  can  be  obtained  by  label  matching  and  mapping.

Figure 1. Process for constructing a knowledge graph of tea pests and diseases
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Compared with the traditional entity relationship extraction

methods, the ME+R+BIESO method can synchronize the la-

beling of bodies and relationships, which reduces the label-

ing cost and improves the efficiency.

D. BERT-BiLSTM-CRF Model

For  the  upstream task  of  entity  recognition,  traditional

corpus learning models such as Word2Vec [15], Glove [16]

and other single-layer neural networks cannot characterize

the multi-sense of words well in Chinese language environ-

ment, so this study chooses the Bidirectional Encoder Rep-

resentations from Transformers as the linguistic pre-process-

ing  model  for  graph  construction.  Representations  from

Transformers as the language preprocessing model for graph

construction,  in  order  to  obtain  high-quality  word vectors

for entity extraction and classification of downstream tasks.

In 2015, the BiLSTM-CRF [17] model proposed by Baidu

Research Institute was used for named entity recognition. 

A BiLSTM-CRF end-to-end model based on BERT word

embedding is  used to  train  and predict  tags  based on the

ME+R+BIESO  annotation  model.  The  model  consists  of

three  components:  namely  the  BERT  layer,  the  bi-direc-

tional LSTM layer and the CRF layer [18], and the overall

framework of the model is shown in Figure 4. Firstly, the

previously annotated corpus is encoded by the BERT pre-

training model to extract the tea pest text corpus features and

generate word vectors corresponding to words based on the

contextual features of the current words. The key part of the

BERT pre training model is in the Transformer layer. The

core of the Transformer layer is to calculate the correlation

between words through the self-attention function Attention,

in order to allocate the weight of words [19].

(1)

In the equation, headi represents single headed Attention,

and MultiHead represents multiple

head attention, W is the weight matrix, through multiple

different  linear  variables  change  the  projection  of  Q,  K

and V,  and then use the  concatenation  function  concat  to

concatenate the results of the self-attention mechanism by

multiplying them by weights, and calculate the position in-

formation of different spatial dimensions.

(2)

(3)

In the formula, Q, K, and V are all word vector matrices,

and dk represents the input dimension,

WiQ,  WiK,  WiV represent  the  weight  matrix,  and  W0

represents the additional weight matrix.

Obtain  the  word  vector  corresponding  to  the  input  se-

quence through the BERT model, and then input the word

vector into the BiLSTM module for bidirectional encoding.

The BiLSTM model overcomes the dependency limitations

Figure 3. Example of ME+R+BIESO labeling method

Figure 4. Overall framework of BERT-BiLSTM-CRF model
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of traditional machine learning, and bidirectional encoding

allows contextual information to be read into the model to

achieve effective prediction of tag sequences, and the model

outputs a predicted score value for each tag. Finally, the out-

put of the BiLSTM model is decoded using the CRF model

to obtain the final predicted annotated sequence. Compared

with general deep learning named entity recognition models,

the most important feature of this model is the incorporation

of a BERT pre-training model, which does not require pre-

training of word vectors, and the rich word-level features,

syntactic structure features and semantic features of the se-

quences can be extracted by directly feeding the sequences

into the BERT model.

E. Triplet Extraction  

The trained model was saved and automated triplet  ex-

traction of unstructured text was performed. The automated

extraction  process  is  shown in  Figure  5,  using  data  from

pest-related websites and using the Scrapy crawler frame-

work to automatically obtain unstructured text. In the web

data, a page is described for the same tea pest content. To

improve the accuracy of the triplet extraction, the main en-

tity, the tea pest name entity, can be identified using a split

word method. Now only the corresponding relationships and

tail entities need to be predicted using the model. The corre-

sponding  label  for  each word  is  obtained  from the  saved

model predictions, and the predicted labels “B-Ri”, “I-Ri”

and “E-Ri” are then used according to the predicted labels

“B-Ri”,  “I-Ri”  and  “E-Ri”  are  combined  in  the  order  of

“BIE”  or  “BE”  to  form  the  corresponding  tail  entity  Ei,

which forms a ternary data set of  the form (ME, Ri,  Ei).

Combined with the mapping of the relationship type corre-

sponding to the relationship label R and the custom entity la-

bel dictionary, it is converted into the final (main entity, re-

lationship, tail entity) form to complete the automated ex-

traction of the triplet.

Figure 5 Automatic extraction of triplets

F. Knowledge Storage

Neo4j is a popular graph database that can store entities,

attributes,  and relationships in the knowledge graph using

graphical representation.  This storage mode makes visual-

ization and query of knowledge graph very convenient. Use

the Neo4j graph database for knowledge storage, as shown

in Figure 6, which is a visual knowledge graph of tea pests

“Aleuro10bus  marlatti  Quaintance”,  “Aonidiella  aurantia”

and  “Artaxa  flav”.  The  data  statistics  of  the  triplets  are

shown in Table I.

III. EXPERIMENTAL RESULTS AND ANALYSIS

The experimental environment is Python 3.8 and Pytorch

1.8, the model uses precision, recall and F1 values as evalu-

ation metrics.

A. Comparison of different models

In  order  to  validate  the  BERT-BiLSTM-CRF model  of

superiority, four groups of experiments were set up in this

paper. The LSTM, LSTM-CRF and BiLSTM-CRF models

were chosen as control experiments respectively; the results

of the model comparison experiments are shown in Figure 7.

Figure 6. Example of tea pest data visualization
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Compared  with  BiLSTM-CRF  and  LSTM-CRF,  the

BERT-BiLSTM-CRF  model  improves  the  accuracy  by

1.76%~5.48%, the recall by 4.25%~8.61%, the F1 score by

3%~7.05%, and the F1 score by 90.53%. The BERT-BiL-

STM-CRF model improved the F1 score by 3% after adding

the BERT pre-trained language model to the BiLSTM-CRF,

indicating that BERT can assist in improving the model's se-

mantic representation of the text and capture the interrelated

entity relationships in the tea pest text to a greater extent,

thus optimizing the entity effect of the relationship extrac-

tion “task”.

B. Prediction results of different relationships

The prediction results of the BERT-BiLSTM-CRF model

for the relationship between the main entity and each entity

are shown in Figure 6, which shows that the overall effect is

good, with an F1 score of 90.53%. The “Order”, “Family”,

“Alias”,  “Distribution  area”,  “Treatment  drugs”  and

“Pathogen category” of tea pests and diseases are shown in

Figure 8, The six types of relationships, “Order”, “Family”,

“Alias”,  “Distribution  area”,  “Treatment  drugs”  and

“Pathogen category”, were identified well. In particular, the

prediction accuracy of “Order” and “Family” was close to

100%, because the data characteristics of these two types of

relationships were very obvious. The BERT-BiLSTM-CRF

model can effectively learn the textual information. How-

ever, the prediction results of the relationship between “Haz-

ardous parts” and “Rule” were significantly lower than the

average. By analyzing the text of the corresponding corpus

and the final prediction results of the relationship between

“Hazardous parts” and “Rule”, we can see that the damage

sites of different pests and diseases in this paper are differ-

ent, such as “leaf” , “stems”, “branches”, “tea tree root sys-

tem” and other words are describing the damage site;  the

same as “relative humidity 85%-87%”, “poor ventilation and

light  penetration”,  “temperature  25-28 ”,  “high  tempera℃ -

ture and low humidity”,  etc.  are all  describing the occur-

rence pattern of the disease. The inconsistency of descrip-

tion methods makes it difficult for the model to fully learn

the characteristics of the damage site, which makes the re-

call rate of “Hazardous parts” and “Rule” is low.

In this paper, the F1 values of the named entity recogni-

tion  model  basically  reached  more  than  90% for  entities

other than “Hazardous parts” and “Rule”. In summary, the

BERT-BiLSTM-CRF model  in  this  paper  has  a  relatively

good recognition effect in the named entity recognition task

of tea pests and diseases.

IV. CONCLUSION

The BERT-BiLSTM-CRF model used in this paper ex-

tracts the triplet data of tea pests and diseases and automates

the  construction  to  generate  the  knowledge  graph  of  tea

pests and diseases. The experimental results show that the

accuracy value reaches 90.10% and the recall rate 

is 90.53%. It provides effective support for the scientific

management and production services of tea pests and dis-

eases, and the study also provides a reference basis for the

rapid construction of knowledge graph in crop fields.

Table I.

Triplet data statistics
Name Quantity Meaning

Alias 200 Alias information for tea disease or pest entities

Order 70 Biological classification of tea pest entities "Order"

Family 71 Biological classification of tea pest entities "Family"

Treatment drugs 572 Information on drugs for the control of tea diseases or pest entities

Distribution area 662 Information on the regional distribution of tea disease or pest entities

Hazardous parts 176 Information on the damage sites of tea diseases or pest entities

Pathogen category 20 Information on the pathogenic categories of tea disease entities

Rule 36 Information on the occurrence pattern of tea disease entities

Total 1807 Total number of triplets

Figure 7. Entity extraction model performance comparison
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Abstract—The phenomenon of disinformation has become a
common theme in studies across various fields. Both qualitative
and quantitative methodologies are typically used, focusing pri-
marily on content sourced from the internet. This article intro-
duces a method to extend this focus to include content from ’Old
Media’1 specifically from Television which as an unstructured
medium, presents a combination of textual and visual layers.
Despite this complexity, the integration of these elements allows
for the design of algorithms capable of analyzing video streams
and extracting individual news from main news programs of
nationwide broadcasters. The proposed solution facilitates the
extraction of transcriptions generated by the research tool. The
aim of this research is to allow access to the content of television to
enable its inclusion in research, performed in a manner analogous
to Internet content. This research is part of a project that deals
with the development of algorithms for combining, classifying
and comparing content from different media in order to design
an imprecise classifier of disinformation content.

I. INTRODUCTION

THE spread of the term ’Fake News’ worldwide is fre-
quently associated with pivotal political events of 2016,

including the US presidential election and the Brexit referen-
dum in the UK, during which the internet and social media
were flooded with fabricated content. As outlined in [2], the
concept of fake news itself emerged much earlier, dating back
to the 19th century in tandem with the rapid development of
yellow journalism in the United States. The phenomenon of
disinformation, has also reached Poland, causing the emer-
gence of numerous educational campaigns targeting a broad
audience in Poland. Among many different initiatives, there
was a high rise of activities included the core curriculum of
primary and secondary schools, implemented through educa-
tional projects. A variety of outreach programs geared toward
the general public have also been inaugurated, coordinated
by a group of NGO institutions, media consortia and govern-
mental agencies. Post-2016, the phenomenon of Fake News
has been a focal point in a multitude of scientific research
conducted by different institutions not only in Poland, but also
worldwide. These studies span across numerous disciplines,
including but not limited to social communication and media

1The terms "Old Media" and "New Media" began to be used by scholars
and academics studying the changes in communication caused by the growth
of digital technologies in the 1990s. New media includes forms of commu-
nication in online form such as electronic books, email, informational web
portals, and social media [1].

studies, linguistics and computer science. It is noteworthy to
mention that this phenomenon is also incorporated into the
specific objectives of the Infostrateg program, launched by the
National Center for Research and Development in 2020 [3].

II. CURRENT STATE OF RESEARCH

So far, the research conducted by scientists is mostly
focused on the analysis of one medium - print press / television
/ Internet. In current research, one can notice a tendency to
choose the latter medium more often, while as Naturel stated:
"Querying and retrieving information from a large television
(or video) corpus is still a challenge, for both professional
archivers and simple TV users as well." [4]. That’s why the
justifications for the choice of internet medium points to its
universality and great dynamism, unavailable in the old media.
Vasoughi also pointed out that on the Internet, news classified
as falsehood, was able to reach first 1500 people six times
faster than the true news [5].

15,7%

17,7%

27,1%

29,3%

31,2%

34,4%

35,3%

38,8%

39,8%

42,1%

60,8%

0,0% 10,0% 20,0% 30,0% 40,0% 50,0% 60,0% 70,0%

Newspapers - daily

Newspapers - weekly

TV - TVP Info

TV - Polsat News

Radio

TV - "Wiadomości" TVP

TV - TVN24

Internet (social media)

TV - "Wydarzenia" Polsat

TV - "Fakty" TVN

Internet (news portals)

Figure 1. Results of the survey about the preferences of Poles regarding
sources of information about Poland and the world. Source: [6]

Undoubtedly, studying the content of a single medium has a
major impact on the consistency of research methodology. The
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Internet as a medium, as mentioned earlier, not only enables a
high rate of news dissemination, but is also a frequent source
of information for the Polish public. As shown in the "Survey
of Poles’ preferences for sources of information about Poland
and the world" [6] presented in the Figure 1, 60.8 percent
of Poles cling to information from online portals. However,
this group does not include social media, which is the main
choice of information source for 38.8% of respondents. In the
same survey, TV programs such as Fakty TVN, Wydarzenia
Polsat, and Wiadomości TVP received 42.1%, 39.8%, and
34.4% respectively.

In the same survey, it was also shown that social media is
a more frequent choice as a source of information than online
portals only in the 18-29 age group, although their advantage
is quite small (75.8% to 71.8%). Taking into account the above
statistics, as well as a report showing that 93.3% of households
in 2022 had access to the Internet [7], television, as a news
medium, should be analyzed just as often as internet in media
content studies. As stated in [8] "Even in many developed and
technologically advanced countries (...), among the people who
say they use the Internet daily, a large percentage also say they
use television daily for information purposes".

Despite the majority of studies based on material from
the Internet, there are studies conducted simultaneously an-
alyzing the content of different media. One of the largest
studies conducted to date is the work of Claudia Melladio’s
international team "Journalistic Role Performance - second
wave". This team consists of researchers from 37 countries,
studies the content of television, radio, press and Internet
portals. The study of Polish team, taking part in this research
included 14 outlets. In this group three of them were television
programs broadcasted by main nationwide television stations.
Uniformity of sampling in this international study consisted of
examining two constructed weeks from the entire year 2020.
As a result, 541 news cases from Polish news programs broad-
cast on television were analyzed. This accounted for 8.6%
of all news stories analyzed in Poland in the aforementioned
study. One of the reasons for conducting research on such
a limited research sample is the extremely time-consuming
process of coding the video, which involves reviewing and
analyzing the content in each message according to a designed
codebook.

From the above analysis arose the need to enable access to
TV content in a manner equivalent to Internet content - in text
form. This form of data makes it possible to use the tools and
statistical methods available in natural language processing
techniques.

An analysis of the scientific literature has revealed a pre-
vailing shortage in the area of both the discipline of social
communication and media sciences and computer science.
The research conducted in the field of social sciences on
media content analysis using quantitative data analysis meth-
ods implemented on a sample of just over half a thousand
records is the largest studies conducted in the world to date.
The data analysis methods used in the referenced study do
not involve any statistical language analysis processes and

rely entirely on human input. In contrast, in the discipline
of computer science, where such methods would be expected,
research is not conducted at all, due to the lack of access
to research material. The research carried out by the author,
instead, focuses on creating the development of methods for
automatic verification and analysis of media content.

III. CONTEXT OF THE STUDY

The purpose of the project is to develop algorithms to fuse,
classify and compare content from different news media for
the purpose of designing an imprecise classification of disin-
formation content. The problems of verifying the authenticity
and reliability of published information are a direct result of
the oversupply of content and information noise, determined
by intertwining elements such as truth, rationality, objectivity,
but also rumor, hearsay or conspiracy theories. For this reason,
not only the recipients, but also the editors who are the
intermediary of the media message have a problem with their
verification, and instead of stopping further publications, they
amplify the process of spreading unverified information in the
media. The oversupply of information is noticeable in social
media, where in 2020 Twitter published about 380,000 twitts
a day in Polish only, which is more than 260 new messages
per minute2.

Figure 2. Diagram of the disinformation detection system.

At present, there is a lack of solutions capable of verifying
in an automated manner, on the basis of television broadcasts,

2The data comes from research conducted by the author in 2021/2022. The
research involved an analysis of the volume of information published on web
news portals and twitter platform. Their effect was used in the work of the
team implementing the study "From urban legend to fake news. A global
detector of contemporary falsehood" funded by NCBiR.
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Figure 3. Scheme of the designed system splitting news outlet to separate news.

whether a specific content of a message originating from the
Internet media has the hallmarks of disinformation content.
Developing a solution to the above problem, will help create a
mechanism for detection of disinformation content, which can
stop the spread of disinformation (fake news) by professional
media broadcasters and Internet users who are unaware of the
threat posed by disinformation. The research presented in this
article is part of a system presented at Figure 2, which in
its next steps uses knowledge-graphs and fuzzy logic to fuse
content from different media.

IV. DEVELOPED ALGORITHM

Such a large amount of information delivered in a limited
amount of time can affect the creation of information chaos
that media audiences have to deal with. In this worldwide
confusion, the spread of false information (so-called "fake
news") is becoming more frequent, not only on social media,
but also by professional news outlets.

In order to collect the research material in the form of tran-
script text files, an algorithm was designed for news programs
broadcasted by major national TV stations (Polsat, TVN,
TVP). Developed algorithm detects individual news stories in
an outlet and then extracts their transcript, covering detected
news which can be later treated as single text documents.
The database in the form of video footage and transcription
file, for current and archived program outlets, is the CAST
(Content Analysis System for Television) system, operating
at the Faculty of Political Science and Journalism at Adam
Mickiewicz University in Poznan [9] [10]. The system records
6 channels: TVP 1, TVP 2, Polsat, TVN, TVN24, TVP Info
continuously, (24 hours a day), since mid-2014. (...) The
broadcasts are stored in a database, described with metadata
generated from the EPG (...) Another useful feature present
in the system is speech-to-text transcription. Each Polish-
language broadcast found in the database contains a text
transcription of all the issues spoken in it." [11].

Thanks to the data collected by the CAST system, it
became possible to design a two-phase algorithm. The first
one analyzes the video stream, assigning to each frame one of
two classes - a frame with a studio image (1), and a frame with
a non-studio image (0). Each of broadcasted program have a
set of dedicated model and mask in size of frames to determine
its class. For this purpose, the OpenCV library is used, with
the ’matchTemplate’ method additionally using ’masks’ that
exclude variable parts of the studio image. For each program,
minimum of three key frames are defined with a mask applied
to it, designed to make the analysis independent of variable
elements of the scene. This is an extremely important part of
the overall analysis, as current studio arrangements provide
not only for multiple presenters, but also for variable camera
settings and dynamic backgrounds, often occupying as much
as 65,5% percent of the scene area. Figure (4) presents an
example set of templates and masks for the TVN Fakty
program. The process designed in this phase accepts a video
stream as input, which is then analyzed. The video can be of
any size but must be encoded with a codec that can be parsed
by the OpenCV library. During testing different size of video
source3 was used but the algorithm showed an insensitivity
to the resolution of the video analyzed. Currently, it covers a
wide range of codecs like MPEG1/2/4, H.264, HEVC, VP8/9,
VC1, but also JPEG and uncompressed video. At the beginning
of the process, algorithm detects the number of frames per
second in the input stream, which is then set as the fixed
number of frames to be skipped between successive analyzed
key-frames. In the proposed solution, the number of frames
to be skipped is equal to the number of frames per second,
resulting in the analysis of exactly one frame every one second.
The implemented approach optimizes the performance of the
image analysis process, which was confirmed empirically

3During test following resolutions was checked 1080x1920px, 1280x720px
and 640x360px. None of these resolutions have shown greater effectiveness
of identifying studio scenes.
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Figure 4. Figure shows examples of different templates and corresponding
masks used in algorithm to detect studio frame between news.

during the study. Decreasing the step, did not result in an
increase in efficiency in detecting the class of the frame, but
increased the number of frame comparison operations. In the
CAST system, video is recorded at 50 frames per second.
This means that a video stream, lasting 30 minutes, contains
90,000 video frames. As a result of optimization involving
frame bypassing, only 1,800 frames are analyzed, which is
2% of all video frames. If a higher step value (equal to
two, three or five times the number of frames per second)
was adopted, a noticeable delayed detection of the studio’s
frame was created. In effect the beginning of presenter speech
could be cut off from the next material. Then each key-
frame is analyzed using the OpenCV library, which deter-
mines the class of the frame (studio/non-studio). Comparison
of frame with template and mask is made using the func-
tion matchTemplate() (cv.matchTemplate(image,
templ, method[, result[, mask]]), where image
is the analyzed frame, templ is the prepared template file
and mask is the matching mask file. Currently OpenCV uses
one of two methods, which support mask usage: TM_SQDIFF
and TM_CCORR_NORMED. In this research was used the last
one, which stands for Correlation Coefficient. Function this
return a matrix of values, which is then search as global
maximum with usage of minMaxLoc() function. As the
effect of first phase of the algorithm, a vector of binary values
is generated, containing a values representing the classification
of each analyzed key-frame.

In phase two of the algorithm, the previously generated
vector is converted into time code values according to the
parameters of the analyzed stream. This vector is then used
to indicate the locations of studio and news boundaries in
the transcription file into parts corresponding to the detected
image sequences. Each of isolated transcription part is then
supplemented with a metadata metric in the form of parameters

Table I
METADATA AVAILABLE ON ARCHIVED OUTLETS OF NEWS WITH EXAMPLE

CONTENT.

Field Description Content

UUID
Unique object
identifier in the
CAST system

b61ca13f-b0f2-47f0-ad49-
ecedf6107de1

Title EPG program
name Wiadomości

Description EPG description News service presenting (...)
economy, culture and social life.

Channel Channel TVP 1

Category EPG Category news/current affairs (general)

Start date
Scheduled
recording start
date

2022-03-30

Start time
Scheduled
recording start
time

19:30:00

End date
Scheduled
recording end
date

2022-03-30

End time
Scheduled
recording end
time

20:05:00

presented in Table I for easy transcription file identification.
The gathering and saving of metadata on each of the broadcast
programs is a key to the ability of determining the publish
location and exact time of the video’s broadcast. The sole
recording of a TV program or analysis of available video
footage (especially in the context of archival material, available
on the Internet) does not allow for precise temporal placement,
which can be crucial for identifying the source of the disin-
formation. With precise metadata, including the name of the
program, it becomes possible not only to develop the route of
the spread of content in the media, but also the appearance of
actors in a specific time frames.

V. CONCLUSION

As a result of the research, a set of files was created,
representing the content of the main news channels of Polish
national TV stations. The result of the program for a period
of 26 weeks, is depicted by 6989 text files, representing the
extracted news. Each of program outlet consist of average of
12.78 news items per program.

Algorithm, tested on small human annotated test set, con-
sisting of 30 episodes, presents an outstanding performance
of scene identification. Table II presents exact results, in
which it is shown performance of detecting studio scenes in
every news program. The developed algorithm achieves the
following results: Precision 97,95%, Recall 97,46% and F1-
score: 97,70%.

The data set built with the presented algorithm will con-
tribute positively to the ability to analyze the content of TV
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Table II
THE EFFICIENCY OF DETECTING STUDIO SCENES IN THE TEST SET

Detecting method Total TVP Polsat TVN

Human annotated
programs 30 10 10 10

Human decision 383 124 132 127

Scene correctly
detected by
Algorithm (TP)

366 117 128 121

Scene not detected by
Algorithm (FN) 10 4 2 4

Scene incorrectly
detected by
Algorithm (FP)

8 2 2 4

programs. Undoubtedly, this is an important step in making
the content of this medium available for quantitative research,
particularly when comparing it with Internet content.

Each document retains the appropriate structure and detailed
metadata, enabling extensive quantitative content analysis. It
may be possible to apply methods of automatic text sum-
marization [12] and NLP Tasks with the use of Transformer
Models [13]. It can be also used to analyze the affect [14]
in news content. The data can also be used to more accu-
rately analyze the content of the messages according to 5W
Lasswell’s model of communication (who?", "says what?", "in
what channel?", "to whom?", "with what effect?") [15] over a
broader timeframe. Proposed content distribution can also be
another step in the growth of data journalism where big data
plays an important role [16].

In the near future, the development of the designed algo-
rithm should also include the possibility of identifying experts
and speakers in the broadcast. Currently, the CAST system
implements a module for reading the content of information
contained in lower third4, which is in the fine-tuning stage.
Thanks to this functionality, another layer of information is
being added, which can help in the detection of actors ap-
pearing in the media message. All unstructured data collected
from television and structured data from the Internet should
be organized into a Knowledge Graph, enabling the creation
of an efficient connection among all instances of knowledge.
According to Zhang[17], it is valuable to employ embedding
and clustering algorithms to implement a topic hierarchy for
enhancing the Knowledge Graph’s performance.

Effects of this research will also positively contribute to the
author’s project covering methods of imprecise classification
of disinformation content. The work is intended to test the
possibility of content analysis on the basis of media content
from both the Internet and the television broadcasts. Another
task is to measure the effectiveness of content clustering and
classification using fuzzy logic methods. One of the elements

4Lower third is a graphical overlay, placed in lower part of screen,
containing information about current story or appearing person, like name,
surname and affiliation.

developed in the research will be a system for analyzing
various media messages on a selected topic, taking into
account similarities between messages. These similarities will
be developed, among other things, on the basis of the results of
summarizing modules, sentiment analysis and the combination
of identified named entities.
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Narodowe Centrum Badań i Rozwoju, Warszawa, Tech.
Rep., Apr. 2020. [Online]. Available: https://archiwum.
ncbr. gov. pl / fileadmin / Programy _ Strategiczne / Opis _
Programu_INFOSTRATEG.pdf.

[4] X. Naturel and P. Gros, “Detecting repeats for
video structuring,” Multimedia Tools and Applications,
vol. 38, no. 2, 2008, ISSN: 13807501. DOI: 10.1007/
s11042-007-0180-1.

[5] S. Vosoughi, D. Roy, and S. Aral, “The spread of true
and false news online,” Science, vol. 359, no. 6380,
2018, ISSN: 10959203. DOI: 10.1126/science.aap9559.
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Abstract—This paper describes a system that combines several
projectors to display a common image. Human visual perception
of an image is largely dependent on contrast. When external
light sources are present, the contrast of the projected image
decreases. Increasing the brightness of the projector is limited
by technology. By combining several projectors into one system it
is possible to increase brightness, and thus contrast, without using
more expensive projectors. The method of calibrating the system
involves displaying the ChArUco board and taking pictures of
them with a smartphone camera. Based on the detected markers,
homographies are found. Then the image is modified so that each
projector displays the same pixel of the input image at each point
of the common projection area. Compared to existing commercial
systems this one does not require a dedicated projector or camera
model. Nevertheless, the results show an improvement in image
quality.

I. INTRODUCTION

D IGITAL projectors are a popular choice since they al-
low to display big images - bigger than monitors with

comparable price. When the room where the projection takes
place is well darkened the image is well visible. Conversely,
when there are additional light sources, the image visibility
decreases. This happens because human vision depends on
contrast rather than absolute light intensity [1], [2]. By contrast
we are referring to the brightness ratio of two adjacent pixels
(white and black). If absolute intensity of a white pixel is Iw
and of a black pixel - Ib the contrast is Iw

Ib
. With additional

ambient light with intensity Ia contrast is Iw+Ia
Ib+Ia

. When Ia
tends to infinity, contrast tends to 1, which means no contrast
at all. Decreased contrast especially reduces the visibility of
text, which is important in presentations.

Increasing a projector’s maximal brightness (Iw) is a tech-
nological challenge and generally comes with an increased
device price. The idea presented in this work involves using
multiple projectors set up in such a way to project a common
image. This way light intensities from each projector may be
added to improve image quality in bright environments.

Another gain from this method may be increased resolution,
understood as the number of pixels on a given area. When,
e.g., two identical projectors project image on the same area,
it is possible to achieve two times bigger pixel density. A
similar solution used in some projectors is called XPR [3].
It involves projecting the image four times, moving it half a
pixel up/down or right/left. Pixel size is the same as always,

but since there are more of them, the image is perceived as
having better quality. Increasing resolution by using multiple
projectors was described in [4].

When using a few projectors, the main problem is to
calibrate them so that each projector displays the same pixel
of the input image at each point of the surface on which the
projection takes place. There is a need to designate a new
projection area contained in the common part of projection
areas with the same aspect ratio as the input image. Inside
that area brightness will be increased. On the other hand,
if the calibration was inaccurate, the images from individual
projectors would not overlap. As a result, image perception
could be worse.

In this work, we have described a simple system that meets
the objectives outlined above. It should work independently
of the used projectors and only requires a smartphone with a
camera as additional hardware. The performed tests suggest
that the calibration achieved by this method on ordinary
equipment increases image quality.

II. RELATED WORK

There exist a few commercial solutions similar to the one
proposed there, but to our best knowledge, no results of these
systems have been published. This section describes these
methods and alternative methods that can be used to combine
a few projectors.

A. Using projector keystone correction

When the projector is not perpendicular to the projection
plane, the projection area is distorted from a rectangle into
an irregular quadrilateral. To compensate for that effect, most
projectors contain an option called a keystone correction. It
allows modifying the corners of the quadrilateral back into a
rectangle.

Theoretically, with two or more projectors, it is possible
to align all of them to a common projection area using that
feature. That solution was proposed, e.g., by Epson, who also
created a tool to assist in that process [5].

The main advantage of this method is its versatility –
even without additional tools, most projectors have a keystone
correction option that can be used independently of the system.
On the other hand, this process has many disadvantages.
Manual calibration is hard, takes much time, and is inaccurate.
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Fig. 1. Schematic system overview.

Since keystone correction has a constant step, the shift on the
projection surface depends on the projector’s distance from the
projection surface.

B. Expanding projection area using projection mapping

Projection mapping is a method of projecting an image onto
various, often very irregular, surfaces and objects [6]. It often
involves using a few projectors to illuminate one object. These
methods may be used to display common image by multiple
projectors, one next to the other in an expanded projection
area. As the projection area is expanded, projectors may be
placed closer to the surface so that light intensity will be
bigger.

Expanding the projection area has a few drawbacks for that
use case. Firstly it requires placing projectors closer to the
surface, which may be inconvenient or impossible. Secondly,
when using, e.g., two projectors aspect ratio of projection will
be non-standard - since we increased either width or height by
two times. Thirdly, projection mapping methods are typically
complex to perform advanced tasks like geometry correction.
In our case, simpler methods may be used.

Nevertheless, the method presented here and also aforemen-
tioned commercial solutions use similar methods to projection
mapping. The objective of this work was to create a simple
and accessible solution.

C. Epson’s automatic solutions

One solution for automatic projector stacking was developed
by Epson [7]. This technology is a bit similar to the one
presented in this work - the user connects projectors, sets cali-
bration settings in the program, then a sequence of SL patterns
is projected. Nevertheless, it still has many disadvantages. It is
intended only for a small subset of Epson’s high-end devices.
Moreover, it needs to display many images to calibrate the
system - on a shared promotional video, the calibration of
two projectors takes around 2 minutes.

D. domeprojection.com solution

Company domeprojection.com developed its own solution
[8]. It is most similar to the one presented in this work.

Projectors are calibrated using a smartphone as a camera. As
a calibration pattern ArUco markers are used, which allows
the use of only one image per projector, so calibration is fast.
However, it is working with only few Barco projectors.

III. METHOD

A. Method overview

The method assumes that N projectors (P1, P2... PN ) are
projecting to mostly common projection area on flat surface
S. There is also one camera (smartphone) O set up to observe
the projection area. In that case, the camera observes images
displayed by each projector. Input image sent to projector
Pi is seen by the camera as warped by some homography
transformation Hi as seen in Fig. 1.

If we know all homographies Hi, we can assume a certain
parametric surface S(s, t) we use as a new, common projection
area for all projectors (Region of interest - ROI). In practice,
we want to use a rectangle with commonly used aspect ratio
(like 16×9, 16×10, or 4×3). Our goal is to calculate for
every projector a map Mi(u, v) which transforms input image
I(u, v) so it will be seen by the camera in selected projection
area S(s, t).

To achieve that for all projector coordinates (u, v), we
can calculate their position in camera space by applying
homography and then find coordinates of that point in new
projection area space S(s, t).

Therefore the method is split into three main steps: acquir-
ing data, calculating homographies, and calculating transfor-
mation map.

B. Acquiring data

As introduced above, the camera sees the input image of
each projector Pi as transformed by homography Hi into
camera space. It follows that if we have a set of corresponding
points in the camera and input image, we can calculate
homography. Precisely speaking, homography has 8 degrees
of freedom ([9], p. 33), so it can be calculated using only
4 points (e.g., projection area corners). However, to achieve
better accuracy it is best to have more points.

Finding correspondence between the projector and camera
is a well-known problem. These methods consist of capturing
by a camera set of patterns displayed by a projector. There
are many of these methods, e.g. work [10] lists more than 40
algorithms. The goal of these algorithms is to:

• detect as many points as possible - preferably to get
a dense map - for each camera pixel observing the
projecting area,

• achieve good accuracy of detected points,
• achieve good robustness - resistance to uncontrolled pa-

rameters like ambient light,
• use as few images as possible.
In our use case, we need a pattern that:
1) uses as few images as possible to speed up calibration

- preferably only one,
2) features good accuracy of detected points,
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Fig. 2. ChArUco board used in tests

3) features good resistance to ambient light.
The number of detected points is not that important since, as

already mentioned, homography can be calculated using only
4 points. Also, the assumption that projection is onto a flat
surface allows us to choose methods that work well on planes
but have problems on non-plane surfaces.

Taking all of this into account, we used the ChArUco
board as the calibration method. ChArUco board combines
chessboard and ArUco markers - ArUco markers are placed
into white fields of a chessboard. Chessboard is the pattern
used commonly for camera calibration since chessboard field
edges and corners can be detected with high, subpixel accuracy
even when they are blurred [11]. ArUco markers are binary
(white-black) square markers. Combining both techniques in
one pattern makes it possible to keep high accuracy detection
of chessboard corners with unique identification provided
by ArUco. Since this is still a white-black pattern, it is
very resistant to ambient light. There is a popular and good
implementation of ChArUco board detection in openCV [12],
but new methods are also being developed [13].

The ChArUco board may be adjusted by modifying the size
of squares. Since to calculate homography, only a few points
are needed, in tests we used the board presented in Fig. 2. It
is a 16×9 board, so there are 144 fields. Therefore for ArUco
we can use 4×4 markers. That way pattern is very robust (big
markers, small ArUco dictionary) while providing around 100
detected points.

So in the first phase of calibration ChArUco board is
displayed and captured by the camera. Then points (chessboard
corners) are detected. As a result, we got a list of pairs of
points in input image space and camera space.

C. Calculating homographies from detected points

Pairs of points acquired in the previous step may now be
used to calculate homography. Unfortunately, homography is
a transformation in homogeneous coordinates, and therefore it
cannot be found as a solution to a system of linear equations.
Nevertheless, although it is a non-linear system, it is still very
simple.

D. Calculating transformation map

The last step is calculating the transformation map, which
specifies how the input image should be warped. For each
image coordinates (u, v) we can find camera coordinates using

Fig. 3. System at work. In this case, we selected ROI bigger than common
projector area so the brightness gain clearly is visible.

found homography. Then if a point is outside of ROI, we want
to display black here - so we insert a special value e.g. −1, as a
coordinate. If the point is inside ROI, we must find coordinates
in that ROI space (s, t). The exact method depends on the
ROI used. For rectangular ROI, we can calculate the inverse
of bilinear interpolation to get coordinates. Then the value of
the transformation map on point (u, v) is (s, t).

An important aspect is the method of selection of ROI. We
used two algorithms. The first selects a maximal rectangle with
a given aspect ratio within the common part of all projection
areas. That method assumes that the observer position is
similar to the camera position so that the observer will see
a rectangular projection. The second method assumes one
main projector. In that method, ROI is based on quadrilateral
being the projection area of that main projector scaled to be
contained within the common part of all projection areas. That
method assumes that the main projector has good geometry
from the observer’s point of view.

IV. TESTS AND RESULTS

Measuring image quality improvement is a hard task since
it depends on many factors. As already mentioned in our case
improved image quality is a result of increased brightness and
thus contrast and potential increased effective resolution as
described in [4]. On the other hand, bad calibration quality will
make images not overlap and thus degrade quality. Considering
that, tests were designed to measure image quality changes
with one or more projectors in different light conditions.

The test procedure was based on LogMAR charts [14].
These patterns were designed to measure visual acuity. Nor-
mally one chart (which is printed, not displayed, so it has
a very high contrast ratio) is used to measure the visual
acuity of different people. In our case, we assumed that
different imperfect charts (displayed by projectors in different
conditions, so with various contrast) seen by one person in
one position could be used to measure image quality.

Normally LogMAR chart consists of a few rows of letters.
Each row is assigned points equal to logarithm of letter size in
that row measured in minutes of visual angle. A person with
normal sight sees details as big as 1 minute of visual angle
corresponding to 0.0 LogMAR points. Higher values mean
worse eyesight and smaller better eyesight.
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Fig. 4. Example of LogMAR type pattern used for tests.

In our case, we used a chart consisting of 10 rows with 5
letters each. The first row used the biggest font size, and each
successive row used font size 3

√
2 smaller than the previous.

That means that in the LogMAR system, each row was worth
0.1 points more than the previous. Because letter sizes were
not normalized and we do not need (and can) measure real
visual acuity we decided to simplify these calculations. Each
fully recognized row is worth 1 point, and each correctly
recognized letter in the first not fully recognized row is worth
0.2 points.

We assumed that we could simultaneously perform tests
on multiple people and averaged the results. Each person has
different eyesight and sits in a different position relative to the
projection area, but if the usage of the system changes image
quality, we should observe a change in average LogMAR
results.

The test consisted of displaying charts described above to 60
people in four consecutive scenarios: (a) using one projector,
(b) using two projectors, (c) using one projector but with an
additional illumination from an additional projector displaying
a plain white pattern, (d) like (c) but using two projectors.
That means that tests show results for 1 or 2 projectors in the
presence of more or less ambient light. Each participant was
asked to write down displayed letters and also subjectively rate
visibility in each scenario.

The tested projectors were two Benq MX660P. This model
utilizes DLP, lamp, and has a native resolution of 1024×768.
Smartphone Lenovo K6 Note was used as the camera - it has
a 16MP, 4632×3474 sensor.

Results are presented in Fig. 5. It shows that in both
scenarios using two projectors improves image quality, and
improvement is bigger in the presence of brighter ambient
light - the difference is 0.4 points between (b) and (a) scenario
and 0.46 between (d) and (c). Also, 82% of the people
stated that visibility is better when using two projectors, 13%
that differences are negligible, and only 5% that using two
projectors decrease image quality. Since we cannot measure
all factors exactly, no conclusions can be drawn from these
data about the exact quality of improvement, but only that
system really improves quality in a bright environment.

V. SUMMARY

Obtained results show that the proposed approach signifi-
cantly improve projection quality. Therefore this means that
other commercial solutions based on similar ideas could be
useful, which was not proved before. Above all, however, these

Fig. 5. Number of points scored in each test: (a) one projector, (b) two
projectors, (c) one projector with additional illumination, (d) two projectors
with additional illumination.

results mean that it is possible to create a similar solution
without relying on specific, high-end hardware and to develop
an open solution to be commonly used.

Another aspect is further development of the described
method. As for now it has many advantages to similar
technologies, but it may be further improved by researching
faster, higher-precision correspondence finding methods in
bright environments. Another field of further research is a
combination of the described method with other projection
mapping applications like geometry correction.
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Abstract—Applying population-based metaheuristics is a
known method of solving difficult optimization problems. In this
paper the search for the best solution is conducted by decentral-
ized, self-organized agents, working in parallel threads, in the
so called mushroom-picking method. The search is enhanced by
remembering in which part of the recently improved solution the
last successful change took place and intensifying the search in
this part. A computational experiment shows that introducing
the component for remembering the most recent changes may
improve the results obtained by the model in the case of JSSP
problems.

I. INTRODUCTION

POPULATION-BASED methods belong to the most ef-
fective approaches when dealing with computationally

difficult optimization problems, including combinatorial opti-
mization ones. A population, in a broad term, represents here
solutions of the problem, potential solutions, parts of solutions,
or some constructs that can be somehow transformed into
solutions.

The main focus while using population-based methods is to
find a proper mechanism controlling their three fundamental
components - intensification, diversification, and learning [1].
Diversification is understood as the method of identifying
diverse promising regions over the whole search space, while
intensification is the method of finding a solution by exploring
some promising regions. Learning is gaining and using the
knowledge of where and how applying intensification and
diversification operations. Population-based methods belong to
a wider class of metaheuristics. Metaheuristics differ between
themselves by using different intensification, diversification
and learning rules.

Pioneering population-based methods included genetic pro-
gramming – (GP) [2], genetic algorithms (GA) [3], evolution-
ary computations - EC [4], [5], ant colony optimization (ACO)
[6], particle swarm optimization (PSO) [7] and bee colony
algorithms (BCA) [8]. Since the nineties a massive number of
metaheuristics using the population-based paradigm have been
proposed (see reviews [9], [10]), some of them named after

biological, physical, chemical, and other natural sciences phe-
nomena. Generally, the discussed metaheuristics have achieved
a certain level of perfection in finding solutions to many
computationally difficult problems. None of them, however,
could be considered a champion and their performances differ
depending on the problem characteristics and specifications.
Moreover, a vast majority of well-performing population-
based metaheuristics require fine-tuning or even adaptation
to produce high-quality solutions to difficult computational
problems.

An important step towards increasing the effectiveness of
the population-based methods was the emergence, during the
last few decades, of commonly accessible technologies en-
abling parallelization of search over the solution space. Among
the successful attempts to parallelize searching for the best
solution among the population of solutions was parallel GA
on MapReduce framework using the Hadoop cluster [11]. The
method was designed for solving instances of the travelling
salesman problem (TSP). A similar approach for implementing
a parallel genetic algorithm with the Hadoop MapReduce for
TSP can be found in [12]. Spark-based ant colony optimization
algorithm for solving the TSP was proposed in [13]. A Spark-
based version of the population learning metaheuristic applied,
among others, to job-shop scheduling problem (JSSP) can be
found in [14]. Some extensive reviews of developments in
the field of parallel metaheuristics can be found in [15], [16],
and [17].

Job-shop scheduling problem (JSSP) is one of the “clas-
sic” computationally hard problems. In recent years sev-
eral approaches to solving the JSSP using population-based
metaheuristics have been proposed. Some examples of such
approaches include:

• Specialized cuckoo search algorithm [18].
• A hybrid particle swarm optimization (PSO) and neural

network algorithm [19].
• An improved whale optimization algorithm [20].
• Genetic Algorithm for JSSP [21].
• Wolf pack algorithm for JSSP [22].
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• Biomimicry hybrid bacterial foraging optimization algo-
rithm for JSSP [23].

• Hybrid harmony search algorithm for JSSP [24].
• Discrete particle swarm optimization (PSO) algorithm for

JSSP [25].
• Hybrid PSO optimization algorithm with nonlinear iner-

tial weight and Gaussian mutation for JSSP. [26]
To take advantage of the expected speed-up several attempts

of using parallel computational environments for solving the
JSSP have been also recently reported. MapReduce coral reef
algorithm for solving JSSP instances was proposed by [27].
The distributed Evolutionary Algorithm for scheduling large-
scale problems was suggested by [28]. An efficient parallel
tabu search for the blocking job shop scheduling problem was
suggested by [29].

Another metaheuristic designed for parallel environments
named Mushroom Picking Algorithm (MPA) was proposed by
the authors in [30]. The approach proved successful in solving
the JSSP instances. Motivated by the good performance of the
MPA when solving the JSSP we proposed in [31] an extension
of the MPA in the form of the software framework named
Mushroom Picking Framework (MPF). The MPF provides a
generic functionality of parallel searching for the best solution
among population members and is implemented as a multiple-
agent system. MPF can be adopted by a user to fit particular
combinatorial problem requirements.

In this paper, we further extend the MPF by equipping
each solution with a cache memory where recent changes that
occur during the search process are stored. The extended MPF
is denoted as MPF+. The rest of the paper is organized as
follows. Section 2 contains a description of the Mushroom
Picking Framework with cache memories. Section 3 recalls
briefly the Job Shop Scheduling Problem. Section 4 explains
our implementation of the proposed MPF with cache memories
for solving JSSP instances. Section five presents the results of
the computational experiment held to validate the approach.
The final section contains conclusions and suggestions for
future research.

II. MUSHROOM PICKING FRAMEWORK WITH CACHE
MEMORIES

A. Mushroom Picking Algorithm (MPA)

Mushroom Picking Algorithm was introduced in [30] for
solving difficult optimization problems. It is characterized by
the following features:

• It operates on a population of individuals representing so-
lutions to the given combinatorial optimization problem.

• It uses a set of agents, that may improve a solution or
solutions from the population

• Randomly selected agents try to improve randomly se-
lected solutions. If successful, the resulting solution may
replace a solution from the population.

Each agent reads a solution or solutions, depending on its
improvement method and requirements as to the number of
the input solutions (here one or two). Each agent then runs its

internal improvement algorithm creating a new solution. If the
fitness of a newly generated solution is better than the fitness
value of the solution drawn from the population, or is better
than the worse fitness of the two initially drawn solutions, it
replaces the worse solution.

In order to avoid obtaining a population with a very low
diversity of solutions, whenever two solutions drawn from the
population are similar to one another, one of them is replaced
by a new, random solution. The similarity of solutions is
decided through a comparison of the respective fitness values.
If these values are identical or differ by a predefined value,
solutions are considered identical. The procedure allows for
the maintenance of the required diversity of solutions in the
population.

B. Mushroom Picking Framework (MPF)

Mushroom Picking Framework works in the following man-
ner:

• The initial population of solutions is generated.
• The search for the best solution is performed in cycles.
• In each cycle, the population of solutions is divided into

several subpopulations of equal size.
• Using the Apache Spark functionality subpopulations are

independently and in parallel explored by improvement
agents. Each subpopulation is processed in a separate
thread.

• In each subpopulation the Mushroom Picking Algorithm
is used to improve solutions.

• After each cycle, all the solutions from the subpopulations
are drawn back into the common memory and shuffled.

• A predefined number of the worst solutions may be
replaced by the currently best one. Then the next cycle
begins.

The process of searching for the best solution is iterative
and runs as described by Algorithm 1. The stopping criterion
is defined by the maximum number of consecutive cycles in
which the best solution in the population does not improve (the
process ends when the best makespan of the solutions has not
changed for predefined number of consecutive cycles).

What happens within the method optimize is shown as
Algorithm 2. In each subpopulation, the process of applying
improvement agents to solutions - MPA - is represented
by the p.applyOptimizations in Algorithm 2. Attempted
improvements are executed by improvement agents. The set
of agents in each subpopulation is identical and consists of an
equal number of agents of the same type.

Algorithm 1 Mushroom Picking Framework operation

solutions← set of random solutions;
2: while ! stoppingCriterion do

solutions← solutions.optimize;
4: bestSolution ← the best solution chosen from

solutions;
end while

6: return bestSolution;
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Algorithm 2 Method optimize

Require:
solutions = set of solutions;

2: k = number of parallel threads in which the solutions will be processed;
Ensure:

populations← solutions divided to a list of k-element subpopulations;
4: populationsRDD ← populations parallelized in Apache Spark;

populationsRDD ← populationsRDD.map(p => p.applyOptimizations);
6: solutions← solutions collected from populationsRDD;

solutions← solutions with l worst solutions replaced with the best solution;

The framework may be used for all problems, for which a
task, a solution with a method that returns the fitness value,
and a set of agents working as in MPA is defined.

C. Cache memories

For the JSSP instances, we use the MPF implementation
proposed in [31] extended by adding the cache memory to each
population member. The extended framework will be denoted
as MPF+.

The general assumption is that solutions are encoded in the
form of lists. In our framework improvement agents try to
improve current solutions by moving, swapping, or modifying
parts of the lists that encode solutions. The proposed cache
memory is used to record and store for each solution the
position (index in the list representing the solution), in which
the last successful improvement move or change took place.
The above feature helps to intensify the search for successful
moves in the vicinity of the recent change. The idea of
using information stored in the cache memory is to improve
the synergistic effects of agent interactions, by providing the
current information on which part of the solution they should
focus it the next step.

Since we consider solutions that are represented as a list,
changing an element in such a list (for example moving
or swapping it with another element), results in saving its
position together with the respective weight which is allo-
cated by the user. In the next iteration of improvement in
ApplyOptimizations, the new starting position for a change
is drawn at random from the close neighborhood of the
element at the saved position, and either the weight’s value
is reduced by one or - if the next change successfully led
to a solution with better makespan - a new position with the
maximum weight is remembered. When after several iterations
the weight reaches value 0, the saved position receives a
random value.

The process described above is shown as Algorithm 3.
For simplicity’s sake, Algorithm 3 covers the case of a
single argument agent. The cache memory is represented by
solution.position and solution.weight values. When cre-
ating a random solution, its position and weight are set
to random position and maximum weight. The radius and
the maximum weight are both predefined as the algorithm
parameters.

III. JOB SHOP SCHEDULING PROBLEM (JSSP)

Job shop scheduling problem (JSSP) is a well-known NP-
hard optimization problem in which n jobs (J1, . . . Jn) must
be processed on m machines (m1, . . .mm).

In JSSP each job consists of a list of operations, the
operations must be processed in the exact order as in the
given list, and only after all preceding operations have been
completed. Also every operation has to be processed on a
specific machine in the given time. The operations cannot be
interrupted and each machine can process only one operation
at a time.

The makespan is defined as the length of the schedule, or
the time in which all operations of all jobs will be processed.
The JSSP objective is to find such schedule, that its makespan
is minimal.

In JSSP a solution may be represented as sequence of jobs’
numbers of the length ≤ n×m. In this sequence each job j
appears at most m times, and the i-th occurence of the job
corresponds to the i-th operation of this job. The algorithm in
this paper uses this representation to find the solution with the
smallest makespan.

Fig. 1 presents a solution of JSSP problem that may
be represented by, for example, list (1,2,0,1,1,2,0,0) or
(2,1,0,1,2,1,0,0).

Fig. 1: Solution of JSSP task with makespan 12

IV. MPF+ IMPLEMENTATION FOR SOLVING JSSP
INSTANCES

In the Mushroom Picking Framework, one has to define the
task, the solution and the agents. We implement the solutions
as lists of job numbers - as it has been described in the previous
section. All solutions in the initial population are randomly
generated. The agents that try to improve solutions transform
the lists by changing the order of elements or moving the
elements to different positions. In the MPF+ for JSSP, the
following agents are used:
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Algorithm 3 ApplyOptimizations with cache memory of recent changes

Require:
W =maximum weight;

2: R =radius;
Ensure:

for iteration in the given range do
4: agent← agent drawn at random according to some probability set by the user;

solution← random solution;
6: if solution.weight > 0 then

newWeight← solution.weight− 1
8: newPosition← random(solution.position−R, solution.position+R);

else
10: newWeight← solution.weight;

newPosition← random(0, solution.size);
12: end if

optimizedSolution with optPosition and optWeight← agent(solution, start = newPosition);
14: if optimizedSolution is better than solution then

return optimizedSolution with optPosition and optWeight;
16: else

return solution with newPosition and newWeight;
18: end if

end for

• RandomSwap - replaces pairs representing jobs on two
random positions in the list of pairs. If successful, the
position of the first swapped element is remembered as
the base for future exploring.

• RandomMove - moves one element representing the job
and moves it to another, random position. If successful,
the original position of the element is remembered as the
base for future exploration.

• RandomOrder - takes a random slice of the list and
shuffles the elements in this slice (the order of the slice’
elements changes at random). If successful, the middle
element of the slice is remembered as the base for future
exploration.

• RandomCrossover - requires two randomly drawn solu-
tions. A slice from the first solution is extended with the
missing elements in the order as in the second solution. If
successful, the middle element of the slice is remembered
as the base for future exploration.

Each agent stores in the solution’s memory index of one
element of the list representing solution. When the solu-
tion is again sent to an agent (in the next iteration in
the ApplyOptimizations method), the agent will draw the
starting point for the transformation from the part of the
solution given by the range of indices: (solution.position−
R, solution.position+R), where R is given as the algorithm
parameter.

Each iteration of the ApplyOptimizations method
starts with drawing at random an agent. The agents
are drawn with the following probabilities: 0.28 for
each one-argument agent and 0.14 for RandomCrossover
agent, to maintain the empirically identified required

frequency of calling a single and double argument
agents.

V. RESULTS

A. Computational experiment

To validate the proposed approach, we have carried out
several computational experiments. Experiments were run on
a benchmark dataset for the JSSP problem: the set of 40 in-
stances proposed by Lawrence [32], that have sizes from 5x10
to 15x15. All computations have been run on the Spark cluster
at the Centre of Informatics Tricity Academic Supercomputer
and Network (CI TASK) in Gdansk. In all experiments 240
subpopulations have been used, each consisting of 3 solutions.
These subpopulations have not been processed literally in
parallel due to a varying temporary constraint on the number
of available nodes. Using a cluster with more allocated nodes
would lead to shorter computation times, as demonstrated
in [31].

The use of our cache memory has been controlled by
two parameters R and W . R is used to define the range
of solution elements from which the next starting point for
an agent will be drawn. The starting point is drawn from
(position − R, position + R). R parameter has been set to
5 in all experiments. W is the weight assigned to a solution
after an agent performs a change. Its value was set to 0, 10,
or 15, where 0 value results in not using the cache memory at
all. For tasks from la01 to la15 and task la31, if the solution
was calculated using the cache memory, the weight of 10 was
used. For the remaining solutions, their initial weight was set
as 15.

The time of computations mainly depends on the number
of iterations in one cycle, and the stopping criterion, which
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is the maximum number of cycles in which the best solution
does not change, denoted mwc. The number of iterations was
set to 1000, 3000 or 6000 iterations in one cycle. The mwc
was set to 2 or 5. The values of parameters that were used in
the experiment are described in the Table I.

TABLE I: Parameters used at the experiments

Task R and W if cache used Number of iterations

la01 5, 10 1000 2
la02 5, 10 3000 2
la03 5, 10 3000 5
la04 5, 10 3000 2

la05-la15 5, 10 3000 2
la16-la27 5, 15 3000 5
la28-la30 5, 15 6000 5

la31 5, 10 3000 2
la32 5, 15 3000 5
la33 5, 15 3000 2

la34-la35 5, 15 3000 5
la36-la40 5, 15 6000 5

Average computation times and average errors are shown in
Table II. BKS stands for the best-known solution (in terms of
the solution makespan) and the errors have been calculated for
BKS values. The average errors and times have been calculated
from at least 30 results.

Tables III and IV contain a comparison of results obtained
by MPF+ with results obtained by other recently published
algorithms. Table III contains Q-Learning Algorithm (QL,
[33]) and a hybrid EOSMA algorithm [34] that mixes the
strategies of Equilibrium Optimizer (EO) and Slime Mould
Algorithm (SMA). Table IV shows results for the Coral Reef
Optimization (CROLS, [35]). The average errors for CROLS,
QL and EOSMA algorithms have been calculated based on
average results given in the original papers. In the case of
the Coral Reef Optimization results reported in [35] were
given for only chosen instances of the problem. The Coral
Reef algorithm was run for three different reef sizes. For each
task in the table, the best Coral Reef Optimization result was
chosen from among the three available results in [35]. In the
case of QL0 and QL1 [33] running times of algorithms were
not given. Algorithm EOSMA needed from over 10 seconds
to 103 seconds of running time.

Figures 2 and 3 present convergence for six different runs
of the algorithm for tasks ls03 and la26 respectively. For both
figures such runs of the algorithm have been chosen for which
solutions with the best known makespan were found. In three
of the runs the cache memories were used (red lines with
triangles), and three runs did not use the cache memories (blue
lines with circles).

VI. DISCUSSION

From Table II it can be seen, that in many cases inten-
sifying the search using data stored in the proposed cache
memory leads to better results obtained in comparable and
even occasionally shorter times. To gain better knowledge of
the performance of the proposed MPF+ implementation as
compared with its earlier version (MPF) we have carried out a
pairwise comparison using the Wilcoxon matched pairs tests.

Fig. 2: Convergence for runs with and without cache on la03

Fig. 3: Convergence for runs with and without cache on la26

The null hypothesis in such a case states that results produced
by two different methods are drawn from samples with the
same distribution. With T statistics equal to 53.00, Z statistics
equal to 2.771429, and a p-value equal to 0.005581, the null
hypothesis has to be rejected at the significance level of 0.05.

Analysis of results from Tables III and IV allows observing
that MPF+ implementation for solving the JSSP instances
performs well as compared with several other approaches
offering for numerous instances better performance or shorter
computation time.

From Fig. 2 and Fig. 3 it can be noticed that most runs in
which the cache was used required less time to finish. The
markers show the error of the best makespan found at the
time when a cycle ends, and after most of the cycles the best
makespan value found so far was better in cases when the
cache was used.

VII. CONCLUSION

The main contribution of the paper is extending the earlier
proposed Mushroom Picking Framework by incorporating the,
so-called, cache memory. It serves to store recent changes to
solutions effected by improvement agents. A novel version of
the framework referred to as MPF+ can be used for solving
a variety of computationally hard combinatorial optimization
problems. The approach takes advantage of better controlling
the intensification part of searching for the best solution. The
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TABLE II: Average computation times and average errors obtained in the experiment

MPF MPF+
Task BKS Avg err Avg time (s) Avg err Avg time (s)

la01 666 0.00% 3.53 0.00% 3,07
la02 655 0.00% 11.33 0.00% 9,93
la03 597 0.45% 23.67 0.25% 22,37
la04 590 0.07% 10.97 0.02% 13.33
la05 593 0.00% 8.23 0.00% 8.40
la06 926 0.00% 11.93 0.00% 13.10
la07 890 0.00% 14.33 0.00% 13.20
la08 863 0.00% 10.23 0.00% 10.40
la09 951 0.00% 10.03 0.00% 10.10
la10 958 0.00% 12.23 0.00% 10.63
la11 1222 0.00% 13.20 0.00% 13.43
la12 1039 0.00% 13.50 0.00% 13.27
la13 1150 0.00% 13.57 0.00% 13.20
la14 1292 0.00% 13.23 0.00% 13.60
la15 1207 0.00% 18.23 0.00% 20.27
la16 945 0.47% 60.23 0.34% 43.07
la17 784 0.39% 42.83 0.27% 46.43
la18 848 0.44% 45.85 0.33% 48.63
la19 842 1.15% 54.13 1.34% 47.23
la20 901 0.65% 38.60 0.63% 37.43
la21 1046 3.94% 121.70 3.57% 125.93
la22 927 2.64% 152.43 2.80% 113.73
la23 1032 0.05% 96.23 0.07% 87.07
la24 935 4.14% 103.90 4.12% 111.63
la25 977 4.13% 126.53 3.75% 122.73
la26 1218 2.18% 199.20 1.96% 197.83
la27 1235 5.60% 171.40 5.40% 200.10
la28 1216 3.23% 321.67 3.31% 419.83
la29 1152 7.95% 363.13 7.43% 428.90
la30 1355 0.92% 375.63 0.60% 347.87
la31 1784 0.00% 146.73 0.00% 155.53
la32 1850 0.00% 227.83 0.00% 235.50
la33 1719 0.00% 222.00 0.00% 176.17
la34 1721 0.58% 366.90 0.62% 388.87
la35 1888 0.11% 274.83 0.06% 298.97
la36 1268 4.46% 290.15 4.51% 311.85
la37 1397 4.95% 372.18 4.83% 380.53
la38 1196 6.42% 434.65 6.11% 411.63
la39 1233 4.25% 375.90 3.15% 436.53
la40 1222 4.37% 350.20 4.36% 390.07

avg 1.59% 138.08 1.50% 143.81

mechanism helps enhance the synergetic effects of interactions
between agents by providing constantly updated information
pointing directly at a part of the solution in which the recent
change caused some improvement of the fitness function value.
As a test-bed for validation purposes, we have selected one
of the classic computationally hard combinatorial optimiza-
tion problems – the job shop scheduling problem. While
incorporating the proposed cache memory has not caused
a dramatic improvement in the quality of results, it helped
nevertheless to improve some of them, and in many cases has
led to a shortening of the computation time. For the JSSP
results obtained in the experiments are competitive, even if
the cluster environment that has served as the platform to
run the programs has not been able to provide fully parallel
computations for all threads.

We believe that the MPF+ could be further improved.
Future research should focus on finding mechanisms for the
automatic setting of weights values depending on the scale of
improvements. Another possibility is to take advantage of re-

inforcement learning techniques for controlling and managing
the course of computations.
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Abstract—The German labor market system heavily relies on
apprenticeships. Online Job Advertisements (OJAs) become an
increasingly important data source to monitor labor market.
Commonly, researchers use Information Extraction (IE) methods
from Natural Language Processing (NLP) to extract entities such
as skills and tasks from OJAs and draw conclusions about the
labor market by aggregating them based on relevant variables
such as occupations. Depending on the research question, it may
be valuable to be able to exclude apprenticeships from these
analyses, because apprentices will not be expected to have a
specialized skill-set yet. As a result, Apprentice OJAs (AOJAs)
may not reflect the dynamics in occupations and labor market as
much as Regular OJAs (ROJAs). Furthermore, certain analyses
may benefit from examining apprenticeships exclusively. This
paper provides an efficient distilBERT based text classification
model for this task and discusses findings from an experiment
pipeline designed to identify the best possible implementation
strategy of this task given the current NLP toolkit.

I. INTRODUCTION

ONLINE Job Advertisements (OJAs) have been used to
monitor labor market [3] with regard to dimensions such

as skills and tasks [12], working tools [11], education [2],
the impact of the covid pandemic [20, 13], specific industry
sectors [16] and others. It is safe to say that OJAs are a
valuable data source for monitoring labour market for years
to come. Methodologically, researchers usually use Natural
Language Processing (NLP) and Information Extraction (IE)
to gain insights into the contents of the OJAs to aggregate
information about entities such as skills or tasks based on
dimensions they are interested in such as occupations or
industry sectors.

Being able to exclude Apprenticeship OJAs (AOJAs) or
consider them exclusively is an important variable for these
analyses, especially in Germany. The goal of this paper is
therefore to develop a text classification model, that can
predict whether an input OJA is an AOJA or a Regular OJA
(ROJA), and make it publicly available1. It also contributes by
conducting experiments to find best way to implement such a
model within the current NLP landscape. Other researchers can
use the findings to build their own models for other languages
or similar tasks. Specifically, it tests for eight parameters that
concern composing the training data, model choice, hyper-
parameter choice and task modeling. For these parameters,
hypotheses are formulated and tested in a random search

1Model: https://huggingface.co/KKrueger/ausklasser
Code: https://github.com/KruegerETRF/ausklasser

with 100 trials. The final parameter setup is then reported for
another 13 runs to reduce the effect of randomness and the
model is published publicly. The structure of the remaining
paper is as follows. In Chapter II we briefly explain the need
for an AOJA classifier. In Chapter III we frame building
this classifier as a NLP problem and introduce the different
choices we had to make when constructing such a classifier.
Corresponding to these choices we formulate hypotheses. The
choices can be represented by parameters in our experiment
pipeline, which is explained in Chapter IV. Chapter V presents
the results and Chapter VI discusses them and mentions major
limitations of the experiment. Finally, Chapter VII concludes
this paper and gives suggestions for further research.

II. BUILDING AN AOJA CLASSIFIER FOR LABOR MARKET
RESEARCH

The apprenticeship system is a key factor for the German
labor market. Although higher education gets increasingly
important, vocational education and training (VET) makes up
about half of the German post-secondary education system
[4, 5]. The VET system provides the labour market with
skilled workers and is an established process for the transition
from school to work. Since VET is still part of people’s
education, apprentices are not expected to have a major skill-
set yet that companies could demand in their ads. Furthermore,
due to the formalization of VET in Germany, tasks listed
in AOJAs are likely to be more generic. Therefore, AOJAs
do not reflect labour market dynamics as much as ROJAs.
Inversely, AOJAs isolated are a valuable source to ask research
questions specifically with regard to apprenticeships. Research
questions could include finding out how employers try to
attract apprentices or predicting trends in the popularity of
certain occupations based on AOJA number development. To
the best of our knowledge, across languages there is no model
currently available to classify OJAs as to whether an apprentice
is being sought or not. Papers analysing labor market on the
basis of OJAs have so far not made any distinction between
AOJAs and ROJAs. Few publications use OJAs to specifically
conduct research about apprenticeships and those that do use
a smaller size of hand selected ads [9, 8]. The primary goal
of this paper is therefore to build and publish an AOJA
classifier. In the next chapter we frame this task as a binary
text classification problem and discuss a variety of aspects
that ought to be considered in the process of constructing the
model given the current NLP landscape.
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III. AOJA CLASSIFIER AS A NLP PROBLEM

Text classification is a well explored NLP problem. With the
transformer architecture and Hugging Face infrastructure pow-
erful off the shelve solutions are available with minimal time
invest and coding efforts. At the same time, the particular task
of classifying AOJAs and ROJAs has not been explored and no
datasets or benchmarks are available. In an explanatory data
analysis [19] it was found that the texts show distinguishable
characteristics for the task at hand. In most cases an AOJA
explicitly states that an apprentice is being sought. This not
only makes it plausible to build an AOJA classifier, but also
makes it a comparably easy task. So, then the question is,
whether it is sufficient to simply take any pretrained model on
Hugging Face and finetune it on some hundred samples and
be done?

We argue that there is still a variety of decisions to be
made to tackle this problem in the most optimal way given the
current state of NLP. We include different dimensions into the
evaluation of our model including robustness, epistemological
validity, efficiency, ethical concerns, flexibility and general-
izability. We derive research questions from these decisions
that we formulate as hypotheses that are being empirically
tested via the experiment pipeline described in section IV. In
that sense, this paper serves as a reference point to other
researchers facing similar problems. The structure of this
chapter is to formulate the hypotheses and then discuss their
background and relevance.

Hypothesis H1: There will be no difference between multi-
and monolingual pretrained models.

Hypothesis H2: Domain adapted models will perform better
than generic models.

Hypothesis H3: Lighter models will perform equally well to
bigger models.

The first three hypotheses deal with the choice of the pre-
trained model, which is the first decision to be made. The most
obvious goal is to choose the best performing model for the
given task. A first reference point could be the standard BERT
model [7], which has been trained multilingually2, including
German texts. Then, there are monolingual models for the
German language like [6]. Now, given the task at hand, which
one performs better? Hypothesis H2 is concerned with a BERT
model domain adapted to German OJAs developed by [10]. It
is plausible to expect that this model performs better, because
it has already internalized patterns of OJA and might be able to
generalize quicker, for example by knowing relevant synonyms
for the German word for apprentice, Auszubildender, (e.g.
Azubi) or other keywords.

Both of these research questions have the primary goal
to find a very robust and well performing model in model
construction. Beyond this, however, there is another relevant

2Of course, there is also the monolingual English version, but that is
irrelevant in this case.

aspect for model choice: computational cost. Higher compu-
tational cost means that model training is more expensive
financially and has an increased environmental impact [18].
Even though in [18] models are being trained from scratch,
fine-tuning models is also costly. Additionally, the efficiency of
the trained model at inference is a relevant factor for research
institutes and companies with a smaller budget. Generally, the
more efficient a model is the better as long as its performance
does not suffer. Since the task at hand is rather simple, it
is plausible that lighter models such as [17] perform equally
well, which is tested by Hypothesis H3.

Hypothesis H4: Hyperparameter search can be neglected

Also intertwined with the points about training cost is the
search for optimal hyperparameters. The more different setups
are tried, the more resources need to be used. Therefore, the
authors in [18] suggest to use hyperparameter optimization
algorithms. The study in [14], however, shows that these
techniques can fail given an insufficient time budget and
are prone to overfitting. Given the simplicity of the task,
the question is, if it is even necessary to perform extensive
hyperparameter search or if using default or common config-
urations is sufficient. Hypothesis H4 therefore tests whether
a single model hyperparameter consistently affects model’s
performance. As we will see in section IV the pipeline
chooses hyperparameters so that the search space only affects
commonly used values (including default values). Given the
simplicity of the task the hypothesis is that it does not matter
significantly, which learning rate, for example, is chosen.
Certainly, choosing absurd values for the learning rate would
affect models performance significantly, but this is not relevant
to the hypothesis. With the regard to learning rate it has to be
mentioned that all models (and configurations) explored in this
experiment pipeline use the adaptive gradient algrotihm [15]
AdamW, which means the importance of the initial learning
rate hyperparameter decreases over time.

Hypothesis H5: Given two datasets D1 and D2 from different
sources and substantial textual differences, models trained
primarily on D1 data will perform better when testing on D1
data and vice versa.

Hypothesis H6: Using more than two labels will increase the
robustness of the model on downstream binary predictions

The datasets used are described in Appendix A in detail.
For Hypothesis H5 it is important to know that there are
two different labeled datasets available that each are different
structurally. Specifically, one of the datasets (D1) has a lot
of boilerplate remains from the scraping process, whereas
the other one (D2) has only cleaned text without boilerplate,
containing only the actual ad. Cleaning D1 is not an option.
Also, D1 comes from various online sources, whereas D2
comes from the same source website, which might lead to
other biases/differences, such as D2 being more homogeneous
linguistically or in terms of labor market specific factors (ie.
certain industry sectors are more likely to appear in D2 than
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others compared to D1). The goal for our model is to not
be influenced by such factors. Ideally, it generalizes over
any German OJAs fed into it. Preliminary analysis showed,
however, that simpler models trained on D2 perform worse on
D1 data. Therefore, Hypothesis H5 tests if such effects are also
true for transformer based models. This aspect is also relevant
in the context of publishing our model publicly. Researchers
might be able to trust its performance on their data more, if
we can falsify Hypothesis H5.

Another aspect of the two datasets is that they are labeled
more fine grained than only AOJA and ROJA. There are further
categories like internship or leading position. These categories,
however, are not common between both datasets. Also, the
most important goal of the classifier is to distinguish between
AOJAs and ROJAs. It would, however, be a potential future
advantage, if some of the other classes could also be identified
by our classifier. With regard to Hypothesis H6 another factor
has to be considered: given the high amount of OJAs that
seek "regular" workers in both datasets, binary set ups will
often end up without many other "special" categories such
as internships. This might lead to the model not learning
to differentiate between AOJA and non-AOJA, but between
ROJA and non-ROJA positions. This would be prevented by
the more sophisticated categories. Note, that in case a multi-
class model was trained its predictions were still aggregated
to do binary classification during test phase (see section IV
for further details).

Hypothesis H7: Balanced datasets will perform better than
unbalanced datasets

Hypothesis H8: Models will perform well with limited train-
ing data

The amount of AOJAs compared to ROJAs is much smaller
(rougly 14 percent). There is no sophisticated balancing in
place such as data augmentation methods, but we will compare
simple over- and undersampling to not balancing data and see,
how this influences the performance on a balanced testset.

Another question when building a model for a new NLP
dataset where no benchmarks exist yet is how much data
labeled data is required. Since we have a lot of labeled data
available, we can test different sizes up to 10.000 ads, but
we hypothesize that given the simplicity of the task models
should be able to achieve good results with limited training
data. See section IV for further details on how much data is
used exactly.

IV. EXPERIMENT PIPELINE

In this section we describe the experiment pipeline. Based
on the hypothesis described in section III there are eight
parameters introduced to the pipeline, three of which are
common hyperparameters fed into model training. Table 1
shows the parameters and their search space. The pipeline
consists of three steps explained below. The parameters are
inserted in the first two steps (compose data and training),
whereas the last step (testing) reports the final metrics. It

Fig. 1. Simple visualization of the experiment pipeline

is important to mention that these metrics are always tested
against the same testset, regardless of how the training (and
evaluation) data ended up after the first step. Fig. 1 gives an
overview of the pipeline. In the initial experiment a random
search with 100 trials was performed.

A. Step 1: Compose Data

The compose data step consists of accessing the data from
the two datasets with regard to the size and ratio parameters. It
then harmonizes both datasets into one and performs a check to
prevent any ads that are used in the testset later to be included
in the training data. Then it aggregates labels based on the label
strategy chosen. For the binary option all non-AOJAs are being
aggregated into one category (ROJA). For the multiclass option
two additional label classes are added. They are described
in more detail in the appendix. Finally, it considers the
sampling strategy, either leaving the data as is (no balance)
or performing over- or downsampling. Both work similar.
The highest/lowest number of instances for a class is located
and then data is either randomly duplicated (oversampling)
or removed (downsampling) for all other classes until that
number is reached. The final dataset is then being forwarded
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TABLE I Parameters and search space

Parameter Options
model multilingualBERT, germanBERT, jobBERT, distilBERT
size 100, 500, 1000, 5000, 10000
ratio 1, 0.7, 0.5, 0.3, 0
label strategy binary, multiclass
balance strategy oversample, downsample, no balance
learning rate 0.0001, 0.00001, 0.000001
epochs 3, 5, 7
warmup 0, 500

to the training step. 3

B. Step 2: Training

The training step loads in the pretrained tokenizers and
models from the options listed in Table 1 as well as the
input data from step 1. Then, the standard fine-tune process is
being initiated, where the above described hyperparameters are
being varied. A statement about hardware used and the energy
consumption can be found in the appendix. Most notable is
that the batch size had to be kept relatively small (eight) due to
hardware limitations, which potentially hinders performance.

The dataset is split 0.7/0.3 for evaluation during training.
For evaluation accuracy, precision, recall and f1 are being
measured and logged along with the training loss. When there
are four labels precision, recall and f1 are being averaged
via the macro average method. Once the training is done, the
model with the fine-tuned weights is saved and forwarded to
the testing step.

C. Step 3: Testing

In this step, the saved model from the training steps is
loaded and tested against the independent testset as described
above. The testset contains 80 job ads split 40/40 between D1
and D2, and then split 20/20 between both classes. To ensure
validity of the testset, all ads have been reevaluated blindly by
two annotators each. In case the model was trained on multiple
classes its predictions were aggregated to the binary labels.

Like in training the metrics accuracy, precision, recall and
f1 were being used. Since the testset is balanced, accuracy
can well indicate model performance. For the other metrics
AOJAs have been labeled the positive category, because it is
more important. Each metric was measured four times:

• For the entire testset
• For testset data only from D1
• For testset data only from D2
• For testset data whose texts surpass the 512 max token

length that the models pose
Building sub-datasets to include only data from D1 or D2
respectively was to study the effect on input data specifics on
the model’s ability to generalize and test Hypothesis H5. To

3Note, that for this step the code is only partially published, because the data
is not published and the access to the database works with internal procedures.
In the published repository this part is replaced with pseudo code

make the model more robust, a dataset with only those texts
that contained more than 512 tokens has been build to ensure
that the models performance is not influenced by truncation.

V. RESULTS

The above described experiment pipeline has been used
multiple times with different purposes to test the hypothesis
or to build the final model. This chapter is split into two
subsections. First, the initial search with 100 runs to test the
influence of the different parameters is described and reported.
Then, the configuration of the final model is described and the
results of 13 runs are reported.

A. Initial search

The initial search was a random search with 100 experiment
runs randomly selected from the 10.800 possible parameter
combinations possible. The goal was to get an overview over
the general performance and different parameters. Of these 100
experiment runs, 8 ended unfinished due to hardware issues.
The exact parameter configurations and corresponding results
can be accessed in the repository. Fig. 2 shows distribution
of experiments for different metrics. We can observe a very
strong fluctuation in experiment results, ranging from 0 F1 in
the testset to 1.0. Further analysis shows that models with 0 F1
tend to have 0.5 accuracy, which leads to the conclusion that
the model has overfitted into always predicting one category.
Generally, the three parameters size, label strategy and balance
strategy can lead to datasets where there either not much
data left at all (because of downsampling) or data is heavily
imbalanced so that the model performs well in training just
by predicting the largest category (normal OJAs). However,
this is not true for all cases. For example, run 66c90a54 4

had 1.250 samples for both categories (downsampled from
10.000 overall), which should be more than sufficient to learn
a meaningful representation of the two classes. Also, accessing
training metrics showed that these models do have reasonable
performance in the evaluation. Further analysis, however,
showed that exploding gradients were likely a problem in these
cases. Based on this we can already falsify hypothesis H4.
Choosing the correct hyperparameters based on the setup is
important as it can prevent overfitting. Especially the number

4individual runs can accessed from the repository
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Fig. 2. Results of the initial search on testset performance by different metrics.
The white line indicates the median.

Fig. 3. Accuracy of all runs per model on testset performance. The white
line indicates the median.

of epochs mattered significantly. Overall, the amount of mod-
els not working downstream while showing reasonable metrics
during training was very high, which proves the importance
of using a separate testset. Due to the high amount of outliers,
further analysis will prefer to analyse median over mean
values.

Overall no single parameter consistently performs bad. Each
single parameter achieves accuracy scores > 0.9. The median
for accuracy is 0.88, which confirms that good performing
models can be build in a variety of ways. Also, several runs
achieved accuracy on the testset of 1. Generally, fig. 2 also
shows that precision is higher than recall most of the times.
This might again be due to imbalanced datasets where the
model learns to prefer predicting ROJAs. Another general
observation is that overall models did not perform worse on
longer truncated texts.

The first three hypotheses all deal with the choice of
the pretrained model. The results show that the multilingual
BERT model outperforms the monolingual model. The domain
adapted model outperforms the monolingual model it was
adopted from, but performs slightly worse than the multilin-
gual model overall while, however, showing less deviation.
The lighter distilBERT model also performs worse, on par

Fig. 4. Median difference of all runs per ratio on testset performance on D1
data versus D2 data. Positive values mean models performed better on D1
data, negative values mean models performed better on D2 data

with the German BERT model. In that sense, none of the first
three hypotheses can be verified. With regard to hypothesis H5
the results falsify the hypothesis. Fig. 4 shows more data from
one dataset does not necessarily lead to better performance on
the same data downstream. Specifically, the D1:D2 70:30 ratio
performs better overall on D2 data in the test phase. However,
also the balanced data performs better on D2 data. This might
likely be due to D1 data containing boilerplate that confuses
any model. With regard to the actual performance, 0 and 0.7
ratios perform best, which indicates that differences must also
be attributed to other parameters. Therefore, a balanced 50:50
split still seems like the most reasonable option. hypothesis H6
was verified based on these runs: multiclass models usually
performed better, achieving 0.91 median accuracy, whereas
binary models only got to 0.81 accuracy. Potentially this is
because the additional classes helped prevent the models from
overfitting.

In terms of balancing the data (hypothesis H7) oversampling
(0.94 median accuracy) and not balancing the data (0.93
median accuracy) performs much better than downsampling
(0.58 median accuracy). The low performance of downsam-
pling is however explained by the low amount of total data
left when small datasets are being accessed to begin with. If
considering only the experiments with at least 1.000 ads, for
example, downsampling achieves 0.9 median accuracy. Con-
sidering only larger training sets for oversampling, however,
also increases median performance to 0.97 accuracy. In any
case we cannot confirm hypothesis H7, because not balancing
the data did not hurt performance significantly. With regard to
hypothesis H8 it shows that actually increasing data to several
thousand samples still significantly increases performance and
is the only major influence parameter. Although in some cases
100 or 500 sample setups showed good results, the overall
performance increases with data size. This means that even
for seemingly simple tasks researchers can likely increase
performance by gathering more data.
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Fig. 5. Results of 13 experiments with fixed parameters

B. Training the model

Given the results from the initial search, how to construct
the final model? Despite worse performance, it was decided to
first try to use a pretrained distilBERT model, because given
enough data those would still perform very well and have
the benefit of having reduced cost. Since multilabels worked
better initially, it was chosen here as well. For balancing,
no balancing was decided upon, because it worked almost as
well as oversampling and due to the lower amount of training
samples is more energy and time efficient to train. The amount
of data chose was 10.000, because a greater sample improved
results in the initial search and the ratio was 0.5, which proved
to be a robust choice. A learning rate of 0.0001 and no
warmup steps were also chosen. For the epochs, a new value
of 4 was introduced, because the analysis of training curve
showed that models often needed more than three epochs,
but sometimes started to overfit at five already. With these
fixed parameters 13 runs have been performed to reduce
the influence of randomness when reporting the final model.
The results (Fig. 5) show a consistently good performance,
but outliers still having a variance of roughly nine percent.
Precision was higher than recall again, indicating a slight bias
towards the ROJA category. Of the experiments a robust model
was chosen and uploaded publicly. It achieved .98 accuracy
on the testset and .9 accuracy in training evaluation (on four
classes). All metrics can be accessed

VI. DISCUSSION AND LIMITATIONS

The primary goal of this paper was to publish a well
performing model to classify German AOJAs and ROJAs. The
model published achieved high results in training and testing
and is able to classify German OJAs into four categories and
AOJAs are one of them. Using the distilBERT architecture,
our model is also small and efficient.

In terms of gaining insight into the decisions to be made
when building such a model, there were a number of inter-
esting findings. First, while the overall performance was good
for many models, there were heavy outliers, which shows that
experiments need to be conducted thoroughly and final training
metrics cannot be taken for granted. Also, researchers need

carefully select hyperparameters like the number of training
epochs. Learning rate and warmup steps seemed to play less
of an important role. Another key finding was that using
more categories, if available, might boost performance for
downstream tasks with less categories, because the model
learns differntiations more explicitly. Also, the model was able
to perform better on clean data, even if boilerplate data was
favoured in training (70:30 split). If models trained on mostly
clean text on the other hand get exposed to data containing
boilerplate the performance drops significantly. Longer texts
that had to be truncated did not pose an extra challenge
for any of the models. This is not unexpected, because the
information required to distinguish the texts for the task at
hand is usually found in the opening section of the ads. Our
findings suggest that unbalanced training data can also lead to
good generalization, if there is enough data overall.

In terms of the models, every pre-trained model was able
to produce good fine-tuned models. Some, however, did so
more consistently than others. Given the factors described in
Chapter III, it might be advisable to use smaller and more
efficient models, despite them perform worse in some setups.
As shown in Chapter IV B, they perform just as well with
the correct setup and offer additional advantages. The most
important parameter for any setup as to our findings was the
size of the dataset. It showed that even for comparably simple
tasks performance can be increased by increasing the data size.

The major limitation of the experiments in the initial search
was that the hypotheses were not tested individually. When a
certain parameter setting performed worse than another, for
example a pretrained model performed worse overall than
another, this might not have been the effect of that setting,
but because randomly it had less favourable settings in other
parameters such as size. Regarding size it also has to be
mentioned that for low data settings no methods designed
specifically for such cases [1] have been tested. Furthermore,
the size of the testset was relatively low given the amount of
labeled data that was used during training. This is because the
quality of the labels was questionable and testset labels have
been reevaluated manually, see Appendix A. A larger testset
would have been beneficial, but was not feasible given the
resources available.

VII. CONCLUSION AND OUTLOOK

Despite the limitations mentioned above, the published
model can be regarded as robust and usable for researchers
analyzing German labor market with OJAs. Other researchers
can council the findings of the experiment pipeline to make
more profound decisions in model construction. Some of the
findings here are also worth investigating further. Especially
the effect of different datasets on the ability of models to
generalize and the effect boilerplate generally has on NLP
models is worth looking into. It is also important to keep this
aspect in mind when using public models directly. How does
the data from that model differ from the data it is supposed
to be used on? Scraping boilerplate might be a significant
pitfall here. Another aspect worth looking into is the strategy
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of using more labels than required for the downstream task at
hand. Because the categories are more fine-grained, the models
will be more robust downstream. The obvious downside of
this approach of course is that it requires more data to begin
with. But if a lot of data or resources to label additional
data are available, adding additional categories might be a
fruitful strategy to increase performance. Further investigation
into these topics might include setting up more controlled
experiments testing single parameters only across different
tasks, datasets, models, etc.

APPENDIX A
DATA

For this task, two labeled datasets are available to the au-
thors. Both datasets are protected and cannot be published. The
description here serves for transparency and reproducability.
The two datasets are:

• Scraped-Data (D1): This dataset comes from a com-
mercial provider of scraped OJAs from 2015 to 2022.
In a project, roughly 15.000 OJAs have been labeled
according to the type of worker being sought (including
apprentices). The annotation process, however, was only
a single blind annotation without further quality control.
Also, this dataset suffers from unclean full texts, meaning
that boiler plate and texts fields are often not separated
from the actual ad and stored together as the full text in
the data base.

• BA-Data (D2): This dataset is being provided by the
Bundesagentur für Arbeit (BA). It consists of roughly
10 Million OJAs from 2011 to 2022 and comes with
labeled metadata. Usually this metadata is of good qual-
ity, because it is hand labeled by the expert employees
of the BA. However, it was not originally intended for
scientific use and there are no further control mechanisms
for label quality in place. Also, the metadata is not always
consistent and label schemes may change over time.
Another relevant information is that the full texts come
manually cleaned and are free from any boiler plates or
text fields that are often found in scraped data.

As shown, neither dataset is of undisputed validity. Therefore,
it was decided to construct a test dataset of 80 OJAs that
are equally split between the two datasets and among these
splits are also equally split between the two categories. In
other words there are 20 OJAs for each category for each
dataset. This dataset was cross validated by two independent
annotators (One male, one female, both German, one student
in economics, one researcher in NLP). In some cases OJAs
were too short to contain sufficient information or consisted of
only boilerplate. These cases were removed. In all remaining
cases both annotators agreed on the labels. This testset is being
kept entirely out of model training, but each experiment run
tests against it in the end.

APPENDIX B
CATEGORIES

Both datasets do not actually come in a binary labeled
form, but have further categories of different job positions
like internship or leading role. These categories differ between
datasets and it is not possible to establish an unambiguous
mapping. Of course, apprenticeships are a category in both
datasets and the other labels can be aggregated to the ROJA
category. However it was decided to include a set up with
four different categories into the experiment pipeline. The
categories then are as follows:

1) Apprenticeships
2) Other minor positions
3) Leading position
4) Regular workers

To see the exact mapping of other minor positions, please
access the mapping dictionary in the utils.py file in the
repository.

APPENDIX C
HARDWARE & PARAMETERS

All experiments were run on a NVIDIA GeForece RTX
3080. Training time varied between roughly five and twenty
minutes per run depending on dataset size and number of
epochs. The batch size for training and evaluation were
eight. All other hyperparameteres that potentially influence the
models performance (and are not includeded in the experiment
pipeline) were the defaults of the huggingface training argu-
ments from the trainer class.
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Abstract—This paper discusses prospects of using interval
methods to training denoising autoencoders. Advantages and
disadvantages of using the interval approach are discussed. It is
proposed to formulate the problem of training the proper neural
network as a constraint-satisfaction, and not optimization, prob-
lem. Pros and cons of this approach are considered. Preliminary
numerical experiments are also presented.

I. INTRODUCTION

AUTOENCODERS (AE) are commonly used, nowadays,
and they found applications in various branches related

to machine learning (ML). They can be used, i.a., for feature
extraction, dimensionality reduction, denoising, and even as
some kind of generative models (so-called variational autoen-
coders).

Interval methods, while used by several authors for neural
network training (see, e.g., [1], [2], [3], [4], [5], [6], [7]),
have rarely been used in conjunction with AE, so far. The
only known exception is the paper [8]. This is surprising,
because interval methods have – as we shall see – several
natural advantages, when applied to training AEs. This paper
intends to fill this gap, at least to some extent.

The paper is organized as follows. Section II introduces the
idea of autoencoders. It (briefly) discusses various types of the
AEs, their features, and applications. Section III introduces the
interval calculus, and basics of the algorithms that use it. In
Section IV, we discuss the interval approach to training AEs,
and discuss the possible solutions.

II. AUTOENCODERS AND THEIR TYPES

Autoencoders (also called autoassociotors, at least in the
early papers) are a specific kind of unsupervised (or semi-
supervised) feed-forward neural networks [9], [10]. Their use
dates back to the eighties; cf. [11], [12], [13].

The AE consists of at least three layers: the input layer
(x), the hidden layer (h), and the output layer (y). Its essence
is to reproduce the input on the output, but not in a trivial
manner: y = x, but approximately. Depending on the structure
and dimensionality of the hidden layer, the input can be
reconstructed more or less precisely, and – as we shall see
– the reconstruction process will capture various features of
the data.

An AE can be logically decomposed into two parts:
• the encoder, transforming the input x to the representa-

tion of data, in the hidden layer: h = f(x),
• the decoder, transforming the representation to the data

from the original space: y = f∗(h).
The f∗ function in the above description is some sort of an
‘approximate inverse’ of f .

We train the AE to have:

y = f∗(f(x)) ≈ x , (1)

but how close y can get to x depends on the restrictions on
the representation h: what is its dimensionality, etc.

Training is usually performed by minimizing some loss
function (least-squares or the Kullback-Leibler divergence
[14]), possibly plus some regularization term(s) forcing the
satisfaction of some additional conditions, e.g., the presence
of some features.

The general structure of the AE is presented in Fig. 1.

Fig. 1. General structure of an AE

This figure suggests that there are fewer neurons in the
hidden layer than there are in the input and output layers.
This is often the case: such an AE is called undercomplete,
and the limitation of the representation in the hidden layer
forces the network to learn the most important features only.
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Yet, another type of an AE is used as well: an overcomplete
autoencoder, that has more neurons in the hidden layer than
in the input or output ones (Fig. 2).

Fig. 2. An overcomplete autoencoder

How does such an AE work? Will it simply learn to
approximate the identity function y = x, or will it find a useful
representation? As it has already been mentioned, the essence
is to provide the proper regularization in the learning process:
the minimized loss function should contain a regularization
term, being the ‘penalty’ for using too many neurons.

An example of such a regularization is used in the so-called
sparse autoencoder (SAE). In this case, it is penalized to
activate too many neurons in the hidden layer. This can be
obtained, in particular, by using as the regularization term the
Kullback-Leibler divergence of the hidden layer – see, e.g.,
[15].

Overcomplete AEs are usually considered to be more dif-
ficult to train than undercomplete ones, but more powerful.
The source of their power is the ability to omit local optima,
during the learning process.

Another kind of the AE, particularly important in this paper
is a denoising autoencoder (DAE). In this case, the training
process is subtly modified to obtain a representation that is
robust in the presence of noise. Hence, instead of feeding the
input layer with training vectors x, we use perturbed training
data (let us denote it by x+ ε), yet expecting the output layer
to return y ≈ x, and not y ≈ x+ ε. How can it be achieved?

Firstly, we have to assume some specific distribution of
the noise; usually Gaussian distribution is used, but it it
not the only possibility. Secondly, the training set has to be
increased, as for each input vector x, we must now have
a few its perturbed counterparts. Thirdly, reconstructing the
values is usually done basing on the interdependency of
various components of x, but this is not the only possibility.
Sometimes, the values of x belong to a discrete set, and small
perturbations can easilly be corrected.

One of the drawbacks of the traditional approach to training
DAEs is the enlargement of the training set. Actually, later in
the paper we propose an approach to mittigate it, by using

some interval methods for training the DAE. Please compare
also the latter discussion in Section VI.

In general, the autoencoder does not have to be limited
to three layers. The number of intermediate layers can be
increased; such an AE is called a deep autoencoder (or a
stacked autoencoder). An example structure of a deep AE is
presented in Fig. 3.

Fig. 3. A deep autoencoder

The virtue of a deep AE is that it can be trained iteratively:
first we find the weights for a single hidden layer, such that
g = f1(x), and y = f∗

1 (g) ≈ x, then h = f2(g), and t =
f∗
2 (h) ≈ g, thus obtaining:

h = f2(f1(x)) ,
y = f∗

1 (f
∗
2 (h)) .

Yet another kind of an AE is a contracting autoencoder (CAE).
The essence is to train the AE so that we had h = f(x),
and the derivative of f was close to zero at the training
points. Usually, it is obtained by adding the the loss function
a regularization term, penalizing a norm of the Jacobi matrix
of f . An analog for a deep CAE is straightforward.

But why would an AE satisfy such a condition? What do
derivatives close to zero imply?

Actually, the idea is pretty similar (but not mathematically
equivalent!) to a DAE: when the derivative of f is close to
zero, adding a noise to x does not change its representation
significantly. There are two key differences between DAE and
CAE:

• DAE enforces some conditions on the output layer, i.e.,
on y = f∗(f(x)), while CAE enforces some conditions
on the hidden layer, i.e., h = f(x),

• CAE does not make any assumptions about the distribu-
tion of the noise, while DAE uses the noise generated
using a specific distribution.

There are some approaches to combine DAE and CAE, e.e.,
the marginalized DAE (mDAE), proposed in [16].

Let us conclude this survey with a variational autoencoder
(VAE). This kind of an AE tends to learn rather a probabilistic
distribution of the data than a representation of a single
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element of the training set. The idea has been proposed by
[17].

Usually, it is assumed that the distribution is Gaussian, and
we have to fit its mean value and standard deviation, but other
distributions can be used as well [10]. To find the optimal
values of the parameters, the Kullback-Leibler divergence is
minimized, so that the distribution was as close to the given
one, as possible.

A VAE is a neural network very different from the ones
described up to now. In all previous architectures, the most
important part of the network was the encoder; the role of the
decoder was reduced to validating the encoder. For a VAE, the
decoder is the most important part. It is worth noting that the
role of such a network is to generate the data resembling (but
not identical to) the input ones. We shall not use VAEs in this
paper, but the topic is worth further consideration.

Activation functions

Let us mention one more detail: what activation functions
are used in AEs? Several such functions happen to be used in
artificial neural networks [9], [10], but for AEs two of them
are the most common. We shall stick to using them, as well.

Two such activation functions – ReLU (Rectified Linear
Unit):

ReLU(t) = max(t, 0) . (2)

and the sigmoid function:

σ(t) =
1

1 + exp(−β · t) , (3)

III. INTERVAL METHODS

The interval calculus is the tool of choice for us, in this
paper. What is it?

It can be defined a branch of numerical analysis and
mathematics that operates on intervals rather than precise
numbers. A good introduction can be found in many classical
textbooks, including, i.a., [18], [19], [20], [21], [22], [23], or
a most recent one [24].

Arithmetic operations (as well as other operations and
functions) on intervals are designed, so that the following
condition was fulfilled:

⊙ ∈ {+,−, ·, /}, a ∈ a, b ∈ b implies a⊙b ∈ a⊙b . (4)

In other words, the result of an operation on numbers will
should contained in the result of an analogous operation on
intervals, containing these numbers.

This results in the following formulae for arithmetic opera-
tions (cf., e.g., the aforementioned textbooks):

[a, a] + [b, b] = [a+ b, a+ b] ,
[a, a]− [b, b] = [a− b, a− b] , (5)
[a, a] · [b, b] = [min(ab, ab, ab, ab),max(ab, ab, ab, ab)] ,
[a, a] / [b, b] = [a, a] ·

[
1 / b, 1 / b

]
, 0 /∈ [b, b] .

It is worth noting that the above formulae are not the only
possible ones. Alternative (and even more general) formu-
lations are possible as well. Details can be found, i.a., in

Chapter 2 of [24]. Also, let us mention that the division by an
interval containing zero is also possible. This is done in the so-
called extended Kahan-Novoa-Ratz arithmetic; cf., e.g., [20]
for details.

Similarly to the arithmetic operations, we can define the
power of an interval:

[a, a]n =





[an, an] for odd n
[min{an, an},max{an, an}] for

even n and 0 /∈ [a, a]
[0,max{an, an}] for even n and

0 ∈ [a, a]

, (6)

and other transcendental functions, like:

exp
(
[a, a]

)
= [exp(a), exp(a)],

log
(
[a, a]

)
= [log(a), log(a)], for a > 0.

· · ·
For details, please consult, e.g., Section 2.3 of [24].

A. The problem under solution for interval algorithms

The approach described in the preamble of this section finds
several applications. Not to repeat the whole discussion from
Chapter 4 of [24], let us state that they can be used to seek
the solutions of problems of the following form:

Find all x ∈ X such that P (x) is fulfilled. (7)

Here, P (x) is a formula with a free variable x and X ⊆
Rn. In particular, constraint satisfaction problems (CSP), and
optimization problems (unconstrained and constrained ones)
are specific instances of Problem (7).

It should be noted that Formula P can contain, in addition
to the variable x, also some parameters; let us denote them by
a ∈ Rk. We have two main possibilities here:

Find all x ∈ X such that (∀a ∈ a) P (x, a) is fulfilled.

or:

Find all x ∈ X such that (∃a ∈ a) P (x, a) is fulfilled.

Other variants use various quantifiers for various components
of the vector a, e.g., (∀a1 ∈ a1)(∃a2 ∈ a2)(∀a3 ∈ a3), etc.

In the above manner, the intervals give us a natural tool
to bound several kinds of uncertainty. While, in the opinion
of the author, interval calculus should not be understood
as a tool of uncertainty description, but rather as a general
approach to seek points satisfying a certain logical condition,
the uncertainty description remains an important family of its
applications.

B. Interval branch-and-bound type methods

How to solve problems of type (7)? The generic algorithm
proposed in [24] is called the branch-and-bound type method
(B&BT). Instances of the B&BT algorithm are, among others,
these popular ones:

• the branch-and-bound methods for optimization prob-
lems,
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• the branch-and-prune method for CSPs.
The essence in both cases is to subdivide the boxes subse-
quently (starting from the initial box or the list of initial
boxes), discarding the boxes that do not contain solutions,
and possibly verifying some boxes to contain the solution(s).
Details can be found in [24].

It is a specific instance of the so-called divide-and-conquer
strategy (but the author himself dislikes this term).

Let us focus on the problem of solving a CSP, i.e., trying
to compute the set:

S = {x ∈ X | gi(x) ≤ 0, i = 1, . . . ,m} ,

or succinctly: S = {x ∈ X | g(x) ≤ 0}, where g =
(g1, . . . , gm).

Using interval methods, we compute two lists of boxes:
verified and possible solutions.

In case of a system of inequalities, the interior of the
solution set S is nonempty and the verified solutions are
boxes contained in this interior (boxes that contain solutions
only). Possible boxes lie usually on the boundaries of S, and
they contain some points both from the set S and from its
complement Rn\S. Typically there are several possible boxes,
unless S is a box itself (which would be highly unlikely).

The branch-and-prune algorithm for a CSP can be formu-
lated as follows:

The ‘rejection/reduction tests’, mentioned in the algorithm
have been described in the author’s previous papers; specifi-
cally, please consult [25], [26], [27], [28] and the references
therein.

In our version of the solver, the most important tool is hull-
consistency (HC).

Definition 3.1: A box x = (x1, . . . ,xn)
T is hull-consistent

with respect to a constraint c(x1, . . . , xn), iff:

∀i xi = □{s ∈ xi | ∃x1 ∈ x1, · · · ∃xi−1 ∈ xi−1,

∃xi+1 ∈ xi+1 · · · ∃xn ∈ xn

c(x1, . . . , xi−1, s, xi+1, . . . , xn)} .

A popular algorithm to enforce HC is called HC4. Details can
be found, i.a., in [28] or Subsect. 5.5. of [24].

IV. INTERVAL ALGORITHMS FOR TRAINING AES

A. Interval methods and neural networks

As it has already been mentioned, interval algorithms have
been extensively used for training various kinds of neural
networks. Two approaches have been formulated; in [3], they
are simply called ‘type 1’ and ‘type 2’ interval neural network
problems. ‘Type 1’ problems can be solved, by obtaining the
solution of an equations system:

f(xi, w) = yi, for i = 1, . . . , N , (8)

while ‘type 2’ problems require solving an optimization prob-
lem:

min
w

(
||f(xi, w)− yi||

)
. (9)

Algorithm 1 Interval branch-and-prune algorithm for a system
of inequalities

Require: x(0), g, ε
1: {x(0) is the initial box, g(·) is the interval extension of

the function g : Rn → Rm}
2: {Lver – verified solution boxes, Lpos – possible solution

boxes}
3: Lver = ∅
4: Lpos = ∅
5: x = x(0)

6: loop
7: compute y = g(x)
8: optionally, process the box x, using additional rejec-

tion/reduction tests
9: if (y > 0) then

10: discard x
11: else if (y ≤ 0]) then
12: push (Lver, x)
13: else if (widx < ε) then
14: push (Lpos, x) {The box x is too small for bisection}
15: end if
16: if (x was discarded or x was stored) then
17: if (L == ∅) then
18: return Lver, Lpos {All boxes have been consid-

ered}
19: end if
20: x = pop (L)
21: else
22: bisect (x), obtaining x(1) and x(2)

23: x = x(1)

24: push (L, x(2))
25: end if
26: end loop

In the above formulae, by f we denoted the function, repre-
sented by the neural network, (xi, yi) were the pairs from the
training set, and w – the vector of weights.

It is worth noting that virtually all non-interval methods, use
the approach (9) for training neural networks. The objective
function from (9) can be modified to contain some regulariza-
tion terms, e.g., to obtain the sparsity or other features of the
solution.

Only the interval calculus allows replacing optimization
with the direct search of points satisfying certain constraints.
In (8) they are equations, but inequality constraints are even
more natural in the interval formulation:

f(xi,w) ⊆ yi, for i = 1, . . . , N . (8’)

Also, instead of using the regularization terms, we can directly
check (non)satisfiability of various constraints on subsequent
boxes. This is the virtue of the interval calculus, that is a
natural approach to seeking points satisfying certain logical
conditions. Details can be found in [24].
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B. The case of an autoencoder

As it has already been stated, interval methods have many
natural advantages, when applied to training AEs.

Firstly, we can use CSP solving approach (8’), instead of
the optimization problem (9), which is a more straightforward
approach.

Secondly, handling all uncertainties, including the noise in a
denoising AE is natural, by the virtues of the interval calculus.

Also, when using interval branch-and-bound type methods,
we can restrict ourselves to using undercomplete AEs. The
additional information, that would be processed for overcom-
plete AEs, will still be available for various parameterizations
of the network, represented by various boxes in the B&BT
procedure.

What is more, as stacked AEs can be trained subsequently,
the problem under consideration is of lower dimensionality
than for some other neural networks.

V. THE SOLVER AND OTHER SOFTWARE USED

In a series of earlier papers, including [25], [26], [27], [28],
the author has introduced his solver HIBA_USNE (Heuristical
Interval Branch-and-prune Algorithm for Underdetermined
and well-determined Systems of Nonlinear Equations) [29]. It
was also used in [4] to analyze a Hopfield-like neural network.

HIBA_USNE in its original form could also be used to
train a DAE, but it would not be the optimal tool for this
purpose. Please note that now the CSP under consideration
has a specific form. It contains both equations and inequalities,
but:

• the equations refer to hidden layer(s), and they always
have the form: hi = σ

(∑n
j=1 w

1
ijxj

)
,

• the inequalities refer to the output layer; they
come from Formula (8’), and they have the form:
σ
(∑n

j=1 w
2
ijhj

)
⊆ [y

i
, yi].

Obviously, if we had more hidden layers, there would be
analogous equations for each of them.

What is important is to note that the role of equations is
mostly to establish the relations between the input x and the
output y. The specific, ‘explicit’ form of these equations:

hi = σ




n∑

j=1

w1
ijxj


 ,

makes the use of the Newton operator on them almost useless.
The most important tool is the hull-consistency (HC) enforc-
ing operator, which propagates the information forward and
backward through the layers of the neural network.

There are also other tools that might improve the perfor-
mance of computing the weights of the neural network, but
they have not been implemented yet. They will be briefly
mentioned in Section VII.

Nevertheless, due to the specific structure of the problem
under consideration, the HIBA_USNE solver has been forked
by the author. In this paper, the fork, called HIBA_TANN [30]
is used. The name stands for HIBA_USNE applied to Training

Artificial Neural Networks. It has been adapted for this specific
applications. All irrelevant tools have been removed from it
(precisely: all but the interval Newton operator and the HC
enforcing procedure).

Also, the following additions and amendments have been
made to it:

• Only variables representing the weights of the network,
and not values propagated by the neurons, get bisected.

• A (primitive) procedure to construct a feasible box (i.e.,
satisfying all constraints) has been implemented.

• Irrelevant examples have been removed, and new ones
have been added.

VI. EXPERIMENTS

A. Environment

All experiments have been performed on the author’s laptop
computer, with AMD Ryzen 5-4600H CPU (6 cores, 12
hardware threads; 3GHz). The machine ran under control of a
64-bit Manjaro GNU/Linux operating system with glibc 2.37-
2 and the Linux kernel 5.15.93-1-MANJARO (with SMP and
PREEMPT options).

The software was written in C++ and compiled using the
GCC compiler (GCC 12.2.1). The parallelization (8 threads)
was done with TBB 2021.5.0-2 [31]. OpenBLAS 0.3.17 [32]
was linked for BLAS operations.

As for the the author’s libraries, the following versions have
been used:

• ADHC 2.2.1,
• survive-CXSC 2.6.1,
• HIBA_TANN 0.9.1, the fork of HIBA_USNE.

B. The test data set

The experiments have been performed using one of the
classical datasets used to test ML tools: the Iris dataset [33].
This popular dataset contains descriptions of 150 individuals
of some Iris plants, belonging to three species: Iris-setosa,
Iris-versicolor, and Iris-virginica. Each of the individuals is de-
scribed by four numerical attributes: sepal length, sepal width,
petal length, and petal width – all of them in centimeters.

Usually, this dataset is used for verifying classification
tools; in our experiments, we shall attempt to train an AE
to reproduce the attribute values. Adhesion to a specific class
will be ignored.

C. Uncertainty

The Iris dataset in its original form contains no uncertainty.
In the experiments, the author has induced it by adding to all
attributes a random noise. It had a normal distribution with the
mean-value zero, and a few values of the standard deviation
σ.

Two versions of the uncertainty representation have been
considered:

• Probabilistic uncertainty: the random
values are generated, using the C++11
std::normal_distribution class. The size
of the dataset is increased four times, to have four
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instances of each individual, with various noise values
added to its attributes.

• Interval uncertainty: the noise value is bounded by the
interval [−3σ,+3σ].

The first version results in significant increasing of the size
of the problem under consideration. Instead of 150× 4 = 600
(150 individuals times 4 attributes), we now have 150×4×4 =
2400 inequality constraints plus the related equations.

The second version does not require increasing the problem
dimension. Thanks to the virtues of the interval calculus, all
possible values are bound by a single interval.

Remark 6.1: It is worth noting that formally, the interval
[−3σ,+3σ] does not bound the whole support set of the nor-
mal distribution N(0, σ). Indeed, theoretically, this support is
the whole set R. Nevertheless, virtually all practical generators
of the normally distributed points generate the points from this
range, only.

D. The structure of the neural network

The AE we are training in the presented experiments has
the structure precisely described by Fig. 1: there is a single
hidden layer, and the numbers of neurons in the input, hidden,
and output layers are: 4, 2, 4, respectively.

Each layer is dense, i.e., each neuron of the hidden layer is
connected to all neurons of both the input and output layers.

E. Numerical results

We consider the following versions of the problem:
• The ReLU activation function for the neurons, and the

noise with σ = 1.0.
• The ReLU activation function, and the noise with σ =

0.1.
• The sigmoid activation function, and the noise with σ =

1.0.
• The sigmoid activation function, and the noise with σ =

0.1.
All four problems are solved by two versions of the program
– using the interval or probabilistic uncertainty description.

The following notation is used in all of the tables:
• eq.evals, grad.eq.evals – numbers of equations evalu-

ations, and their functions’ gradients (in the interval
algorithmic differentiation arithmetic),

• ineq.evals, grad.ineq.evals – numbers of inequalities eval-
uations, and their functions’ gradients (in the interval
algorithmic differentiation arithmetic),

• bisecs – the number of boxes bisections,
• HC evals – numbers of times hull-consistency has been

enforced on a box,
• pos.boxes, verif.boxes – number of elements in the

computed lists of boxes containing possible and verified
solutions,

• Leb.pos., Leb.verif. – total Lebesgue measures of both
sets,

• time – computation time in seconds.

F. Analysis of the results

For the sigmoid function, it is not possible to obtain the
result satisfying all constraints. Both versions of the program
are able to determine it immediately (without any bisections,
in a single HC enforcing step!). And it is worth noting that a
non-interval algorithm would not be able to tell it for sure –
even after a longer search.

For the ReLU function, the version bounding all uncertainty
with a single interval, finds a solution quickly, yet it is not able
to verify it. The version using a probabilistic representation
of the uncertainty was not able to solve the problem in a
reasonable time. This fact was surprising to the author – even
provided the severely increased number of constraints.

Further studies should improve this version of the algorithm,
as well.

VII. CONCLUSIONS AND FUTURE WORK

This paper describes an attempt to use interval-based
constraint-satisfaction algorithms for training denoising au-
toencoders. The results are interesting, yet only partially
successful.

Even for the relatively simple and small problem, considered
in the paper, only one version of the algorithm was able to
deliver the solution in a reasonable time, and the solution has
not been verified with certainty.

Still the results show several important prospects of the
proposed approach, in particular the possibility of determining
the non-existence of the AE with the given structure that would
represent the given data with the assumed precision.

There are several tools that can be used to enhance the
considered algorithms. In particular:

• Zonotopes [34] or the Taylor arithmetic [7] could be used
to reduce the dependency problem in interval formulae.

• Also, they can be used to represent the covariance matrix
of the noise; in the current implementation all attributes
are assumed to have independent perturbances.

• A more sophisticated procedure for constructing feasi-
ble boxes should be delivered; in particular, it could
use Kaucher arithmetic and related theorems, proven by
Shary [23], [35].

• For the probabilistic representation, it might be worth-
while to consider only a random subset of the constraints.
It is a technique analogous to using the stochastic gradient
in optimization problems.

• Finally, processing various equations and inequalities can
be parallelized. In the current version of the solver,
processing different boxes is done in parallel, but the HC4
algorithm is serial. Cf. the discussion in Sect. 9 of [24].

Also, a similar study is planned for a CAE.
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Abstract—Software ageing (SA) related bugs highlight the
issue of software failure within continuously running systems,
resulting in a decline in quality, system crashes, resource misuse,
and more. To mitigate these bugs, software companies employ
various techniques, including code reviews, bug-tracking systems
deployment, and thorough testing. Nevertheless, the identification
of aging-related bugs remains challenging through these conven-
tional approaches. To address this predicament, early prediction
of the affected software regions due to runtime failures can
be immensely valuable for software quality assurance teams.
By accurately identifying the vulnerable areas, these teams can
strategically allocate their limited resources during the testing
and maintenance processes. This proactive approach ensures
a more efficient and effective bug detection and resolution,
enhancing overall software reliability and performance. This
study aims to develop aging-related bug prediction models using
source code metrics as input. In particular, our objective is to
investigate metrics selections, data balancing, and weighted ELM
to detect software runtime failure. Experimental results show
that ELM with data imbalance SMOTE technique performs
the best compared to weighted ELM for addressing the class
imbalance problem. The weighted ELM and ELM + SMOTE can
predict SA bugs, and these models can be applied to the future
releases of software projects for online failure prediction well in
advance. The experimental finding shows that the models trained
using normal ELM with SMOTE data sampling techniques have
significant performance improvement.

Index Terms—Functional Requirements, Non-Functional Re-
quirements, Data Imbalance Methods, Feature Selection, Classi-
fication Techniques, Software Aging

I. INTRODUCTION

IN TODAY’S scenario, software (SW) companies are adopt-
ing Object-Oriented (OO) concepts to develop modern

software systems. The primary reason for adopting these
concepts is due to their efficient functionalities, like reusability
(extending the code use again), inheritance, data abstraction,
polymorphism, cohesion, and coupling. These functionalities
help to design SW with high quality such as maintainabil-
ity, reliability, portability, and reusability. Estimating the SW

quality and finding its correlation with static code metrics can
help testers, architects, and requirement analysts to analyze
the source code concerning SW quality before deploying[1][2].
This point is our primary motivation for present work, with an
aim to find the correlation between Software Aging (SA) re-
lated bugs and static code metrics as both cost and effort to fix
run-time failures or Aging-related bugs increase exponentially
if the reason for these failures is not identified prior to SW
deployment [3] [4]. In such contexts, the utilization of software
aging prediction models emerges as a valuable asset during
the initial stages of the SW development life cycle (SDLC).
Furthermore, their application holds the potential to enhance
software quality, diminish testing expenses, and streamline
maintenance efforts.

Software development companies often intend to consider
different techniques, such as code reviews, deployment of
bug-tracking systems, and various testing techniques for
reducing SA bugs [3] [4]. However, it is quite an arduous task
to discover the region of SW to be affected due to runtime
failure [5]. This study aims to address the issue of predicting
runtime failures related to SA by developing a model that
incorporates source code metrics and aging-related data.
By combining these elements, we strive to create a robust
prediction model capable of identifying potential runtime
failures in SW systems.

More specifically, this work aims to study the relationship
between various source code metrics and SW aging-related
bugs and develop a machine learning (ML) enabled prediction
model to proactively predict these bugs. These ML models
would steer the identification of patterns within the future
versions of the SW system based on source code metrics for
bug detection. However, we found two major issues in the
development of aging-related bugs[6][7][8][9]:

• High-Dimensional Data: Before applying any technique
for model development, it is essential to select relevant

Communication Papers of the 18th Conference on Computer
Science and Intelligence Systems pp. 181–188

DOI: 10.15439/2023F9248
ISSN 2300-5963 ACSIS, Vol. 37

©2023, PTI 181 Thematic track: Software Engineering for
Cyber-Physical Systems



and right sets of features that are significant for the
development of ML models. In this study, we have
considered five different feature ranking techniques: Gain
Ratio (GR), OneR, Relief-F(RF), Information Gain (IG),
and Symmetric Uncertainty (SU) for ranking and select-
ing the significantly relevant features for the development
of bug prediction models [6][7].

• Imbalanced Data: Developing an effective prediction
model becomes very challenging, particularly with train-
ing over highly imbalanced data, it is another pertinent
issue for designing SA-related bug prediction models. In
these settings, ELM has emerged as a highly efficient
and effective ML technique with interest across various
domains in recent years. ELM utilizes least square learn-
ing methods within a single hidden layer neural network,
forming the foundation of its concept for the creation
of robust regression and classification models. In this
study, the Weighted ELM (WELM) technique has been
considered to handle the imbalanced data and develop an
effective model for SW aging prediction [8][9]. Further,
the performance of these models developed using WELM
has been compared with the data imbalance technique and
unweighted ELM [8][9].

This work focuses on conducting extensive experimenta-
tion to design intelligent models that utilize machine-learning
techniques for the proactive prediction of ageing-related bugs
in SW. To achieve this, various approaches were employed,
including the selection of effective metrics, data balancing, and
pattern identification using weighted ELM. Additionally, the
data balancing techniques employed addressed class imbalance
issues, ensuring that the models were trained on a well-
represented dataset. By leveraging these techniques, this study
aimed to enhance the proactive identification of SW ageing-
related bugs, enabling developers to mitigate potential issues
and improve overall SW reliability. Accordingly, the respective
Research Questions (RQs) are justified in this study:

RQ1: What benefits on the performance of aging prediction
models after removing ineffective metrics?

RQ2: What benefits on the performance of aging prediction
models after changing kernel functions?

RQ3: What is the benefit of using weighted ELM over ELM +
SMOTE techniques for aging prediction models?

The rest of the paper is organized as follows: Literature
Review on methods used for SA bugs is presented in SectionII.
The solution methodology, experimental datasets, as well as
the various performance parameters used to compare the
developed models, are described in SectionIII. The exper-
imental finding of this work and comparative analysis of
models developed using different methods are described in
SectionIV. Finally, Section VIIwraps up the material presented
and suggests research directions for future studies.

II. RELATED WORK

In today’s scenario, the SW systems operate continuously
to complete the assigned task. However, due to faults in

design, development, testing, and inappropriate application
environment, there is a chance of occurrence of bugs during
run time that eventually causes software ageing (SA). Here,
we present some key background concepts related to SA.

The idea of SA was first introduced by Huang et al.
[10] and subsequently, other researchers have extended it
in order to recognize this significant phenomenon [3][11].
Specifically, Parnas et al. [3] discussed the reason behind
SA and characterized two types of SA: first, the malfunction
of the manufactured goods prior to transforming it to gather
transforming needs and second, the effect of the modifications
that are prepared. Similarly, Alonso et al. [11] have performed
a comparative study related to software rejuvenation and have
demonstrated SA in 6 different ways from ground to gran-
ularity level. Further, Matias [4] focused on highlighting the
potentially common problems that occur due to SA presence,
such as data discrepancy, statistical errors, and exhaustion of
operating system (OS) resources, which are sample demonstra-
tions of SA. There are a good number of classes where SA
effects are reported in the literature with associated impacts
to running down of OS resources, and predominantly those
connected to the functioning of main memory [12][13].

Zheng and his group developed different rejuvenation rules
to find time-based constraints[14]. They have conducted a sys-
tematic study to measure these rules numerically and observed
that they are better than Markovian arrival processes (MAPs).
They observed that eliminating all bugs is not practically possi-
ble. Therefore, efforts are being made to estimate the run-time
failure or SA of an SW system with the objective of avoiding
future system failures. The process of identifying and predict-
ing these bugs is a challenging task for software engineers.
Padhy et al. [15] proposed an aging prediction system based
on re-usability optimization. This prediction system estimates
the re-usability level of the software components. They have
applied the concept of re-usability risk management and found
that aging-related systems are excessively reused systems. The
other method to avoid aging failures is Rejuvenation. Sharma
and Kumar have used different types of ensemble models to
develop SA prediction models [16]. They have validated the
effectiveness of ensemble learning for SA prediction using
LINUX and MYSQL bug datasets. They have observed that
ensemble methods can identify bugs at early stages and can
help reduce the cost and damage caused due to SA.

Khanna and her team have used Artificial Immune Systems
for developing SA bugs prediction classifiers [17]. They have
used five different types of open-source SW systems to validate
the proposed models and asserted that these models have
the ability to predict SA bugs. Similarly, Fangyun Qin and
his team [18] have examined the variation performance of
the models for cross-project SA bugs prediction using differ-
ent normalization methods, kernel functions, and ML-based
classifiers. They have adopted the Scott-Knott test technique
to validate their finding and observed that the performance
of cross-project SA bugs prediction models depends on the
classifiers and kernel functions, while normalization methods
do not impact much on performance.
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From the above studies and developments, we observed that
many researchers have addressed the problem of SA bug pre-
diction. However, the prediction models trained on imbalanced
data have rarely been addressed in the literature. Thus, this
research work will be a pioneer in the development of SA
bugs on imbalanced datasets. In this work, we empirically in-
vestigate the performance of SA prediction models developed
using weighted ELM and ELM with separate methods for data
sampling i.e., SMOTE.

III. METHODOLOGY

This section presents the methodology adopted in this exper-
iment in order to predict SA using various ML techniques. Fig-
ure 1 illustrates the proposed framework for the development
of the SA bug prediction model considering publicly available
datasets from seven large open-source software systems. In the
discussion in the previous section, it is observed that there have
been different types of static code metrics used for developing
intelligent models to detect SA bugs[19][20] [21][22]. There-
fore, we have applied different sets of static code metrics, such
as McCabe’s cyclomatic complexity, Halstead’s set of metrics,
metrics related to the size of software, and metrics associated
with aging bugs for aging-related bug prediction. Since we
are using these sets of metrics as input, so it is compulsory
to remove ineffective metrics, which may help improve the
models’ performance.

The proposed solution’s first phase is applying the feature
selection concept to remove ineffective metrics and compute
the best sets of effective metrics on pre-processed datasets.
Here, we have used five techniques to remove ineffective
features such as Gain Ratio, Symmetric Uncertainty, OneR,
RELIEF, and Information Gain. The concepts of these tech-
niques are based on performance parameters to rank the
features and select top-ranked features for the analysis. In this
work, we have used ⌈logn2 ⌉ numbers of top features as the
best sets of effective features i.e., ⌈log822 ⌉=7.

The next phase of the proposed framework involves bal-
ancing data using SMOTE techniques. We have used ELM
with SMOTE and WELM to find patterns to predict SA-
related bugs. Here, WELM is applied separately because it
was observed that the WELM could handle class imbalance
problems. Finally, the ability of the model prediction trained
by using ELM with SMOTE and WELM is computed in terms
of AUC and Accuracy. This research framework uses two
projects, Linus and MySQL, which are downloaded from the
PROMISE data repository. We have considered four variants
of Linus and three variants of MySQL. Table I presents the
description of Linux and MySQL project with the total number
of classes(Total Classes), number of non-ageing classes(Non-
Aging), number of Aging classes(Aging), % of non-ageing
classes(% Non-aging), and % of ageing classes (%Aging).

TABLE I: Software Projects Description
Linux MySQL

Name Driver Net Ext3 Driver Scsi Ipv4 Optimizer Replication Innodb
ID Proj1 Proj2 Proj3 Proj4 Proj5 Proj6 Proj7
Total Classes 2292 29 962 117 36 32 402
Non-Aging 2283 24 958 115 33 28 370
Aging 9 5 4 2 3 4 32
%Non-Aging 99.61 82.76 99.58 98.29 91.67 87.5 92.04
%Aging 0.39 17.24 0.42 1.71 8.33 12.5 7.96

Feature Ranking: In this work, we have considered 82
different source code metrics as input to the models used
for SA prediction. In order to achieve better performance,
five different feature ranking techniques are used for feature
selection. In this method, a performance parameter is used to
rank the features, and the top log2n features out of n number
of features are selected for aging prediction. The output of
two feature ranking techniques i.e., Gain ratio and relief are
shown in TableII. Table II presents the ranking of software
metrics using two feature ranking techniques from rank 1 to
82 metrics for all 3 projects.

Similarly, the rank of software metrics is computed using
other three feature ranking techniques i.e., oneR, infogain,

OneR

Info Gain

Gain Ratio

Relief

Symmetrical
Uncert

Normalization

SMOTE+ELM

Weighted ELM

Sine Kernel

Radial basis function

Triangular basis function

Sigmoid
Performance
Analysis

Removal of Ineffective Metrics

Relevent Feature Analysis

Effective Sets of Metrics

Features are Normalized in the
range [0,1] using the below

technique.

M ′ =
M − min(M)

max(M) − min(M)5-fold cross-validation.

SW Aging-Related Bugs Prediction Model

Data Set Data Set

Fig. 1: Conceptual Scheme of Proposed Framework
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Symmetric Uncertainty (SU) ranking techniques. It is observed
from Table II that the rank of AltAvgLineBlank metrics is 38,
82, and 82 for projects Proj1, Proj2, and Proj3 respectively
when gain-ratio feature ranking technique is applied.

IV. EXPERIMENTAL RESULTS

RQ1: What benefits on the performance of aging prediction
models after removing ineffective metrics? The AUC value
is computed for every model over multiple cutoff points, these
values of AUC curve along with Accuracy and F-Measure are
listed in Tables III and IV. Here, the results are presented
over different projects, different classification techniques, and
one data imbalance technique. The feature ranking technique
yielding the high AUC for a given project is depicted in green
color. Further, inference from Tables III and IV, the AUC value
of proj1 using oneR with the sigmoid kernel is better than the
other feature ranking techniques and kernel methods. In most
of the cases, the performance parameters values of the feature
ranking techniques with ELM + SMOTE were found to be
comparable or even better than feature ranking techniques with
weighted ELM.

Comparison of Feature Ranking Techniques using Box-
plots and Descriptive Statistics: Figures 2 and 3 depict
boxplots for comparing the minimum, maximum, interquartile
range, degree of dispersion, and outliers in the AUC, F-
Measure, and Accuracy for all feature ranking techniques.
Table refdst reports the descriptive statistics of the perfor-
mance of different feature ranking techniques. From Figures
2 and 3, we infer that the accuracy and F-measure values
of the case where feature ranking techniques are used with
ELM + SMOTE is better than the one in which we use
feature ranking techniques with weighted ELM. However,
these performance parameters such as accuracy and F-measure
are not those good parameters to validate the model developed
using imbalanced data sets. So, in this experiment, Area under
the ROC (Receiver Operating Characteristics) Curve (AUC)
values have been considered to measure classifier performance.
The line is represented using the red color of the Figures 2
and 3 displays the median points of the data and this line is
used to divide the box into two segments. Similarly, Figures
2 and 3 depict the average AUC of RF in the case of ELM
+ SMOTE is higher than the corresponding values for other
feature ranking techniques.

Comparison: Null Hypothesis: Feature Ranking Tech-
niques: Statistical Significance Testing: After comparing
different feature ranking techniques using boxplots and De-
scriptive Statistics, Wilcoxon signed-rank test with a Bon-
ferroni correction has been applied for statistical hypothesis
testing. The objective of this testing is to investigate the
statistical difference between the pairs of different feature
ranking techniques.

The results of the Wilcoxon signed-rank test with a Bon-
ferroni correction of the feature ranking technique are shown
in Figures 4 and 5. Figures 4 and 5 consist of a green and
red dots. The rejected null hypothesis is represented using a
red dot and the accepted null hypothesis is represented using

TABLE II: Ranking of Static Code Metrics for all Projects
using Gain Ratio and Relief.

Gain Ratio Relief
Proj1 Proj2 Proj3 Proj1 Proj2 Proj3

CountDeclInstanceVariable 43 10 17 52 61 81
CountLineInactive 20 42 47 32 51 36
CountClassDerived 46 36 40 57 57 67
CountLineBlank 2 17 48 10 22 22
AvgCyclomaticStrict 53 31 33 50 13 47
CountDeclMethodPrivate 82 8 21 80 81 59
MaxCyclomaticModified 64 78 75 45 6 33
CountDeclClass 42 35 38 56 56 71
MaxCyclomatic 63 80 77 44 4 34
n2 23 44 10 3 37 4
N1 4 45 56 9 42 8
CountDeclMethodConst 74 5 23 78 79 70
CountLineCodeExe 7 15 71 26 38 2
MinEssentialKnots 76 64 53 71 71 52
CyclomaticStrict 62 73 80 74 60 64
DeallocOps 34 55 60 31 41 37
RatioCommentToCode 72 62 51 47 44 82
CountDeclInstanceVariablePublic 58 2 19 75 82 73
Dif 13 61 11 7 5 26
DerefUse 21 57 59 21 12 15
MaxInheritanceTree 67 76 64 62 64 57
CountStmtEmpty 70 67 67 51 46 50
CountDeclMethodProtected 77 12 25 81 76 51
CountStmtDecl 17 65 8 23 20 25
CountDeclFunction 26 13 26 6 8 28
CountDeclClassMethod 47 33 28 53 55 77
AllocOps 35 58 61 37 40 38
CountDeclMethod 71 6 16 82 77 69
MaxCyclomaticStrict 65 75 65 46 3 32
AvgLineCode 55 40 44 34 25 40
CountLineCode 31 14 66 20 35 10
CountStmtExe 24 66 74 16 9 5
SumCyclomatic 16 51 50 38 19 13
CountPath 79 71 68 66 65 61
CountDeclMethodPublic 78 18 20 76 73 56
MaxNesting 66 74 54 63 63 53
Essential 61 79 79 60 69 63
n1 10 47 4 2 2 24
DerefSet 11 23 1 19 28 20
CountClassCoupled 49 34 27 55 58 66
CountLine 27 19 41 4 32 16
CountClassBase 48 37 39 58 53 65
AvgCyclomaticModified 41 25 36 49 16 45
AvgEssential 54 28 37 41 26 49
AltCountLineComment 15 24 31 25 39 31
SumCyclomaticModified 12 50 55 39 15 19
PercentLackOfCohesion 57 63 52 72 59 79
AltAvgLineComment 40 1 34 35 23 39
AvgCyclomatic 52 26 30 48 7 48
UniqueDerefUse 32 56 2 14 18 23
CountLineComment 14 41 12 27 36 30
CountDeclInstanceMethod 44 21 18 59 52 80
AltAvgLineBlank 38 82 82 29 30 44
Cyclomatic 59 72 76 69 68 76
CountStmt 25 68 73 18 11 12
MaxEssentialKnots 68 77 57 65 66 55
AltAvgLineCode 51 30 35 33 27 41
AltCountLineBlank 1 29 32 8 33 21
SumCyclomaticStrict 19 49 49 42 10 9
Knots 60 81 78 70 70 58
Vol 9 59 63 13 48 1
CountDeclInstanceVariableProtected 50 7 13 67 75 74
CountOutput 80 46 69 64 62 60
AvgLineBlank 37 38 45 28 29 46
SumEssential 28 48 3 15 1 3
CountDeclMethodAll 75 3 22 77 78 68
AltCountLineCode 33 27 29 17 34 17
CountDeclInstanceVariablePrivate 56 9 14 61 67 75
CountInput 81 20 46 73 72 54
AvgLine 30 32 43 30 14 43
Eff 8 60 62 24 50 18
AvgLineComment 39 39 42 36 24 42
N2 5 52 9 12 45 6
Len 3 53 58 11 43 7
Voc 18 54 7 1 31 14
CountLinePreprocessor 36 43 70 43 47 35
CountLineCodeDecl 29 16 72 40 49 27
CountDeclClassVariable 45 22 24 54 54 78
CountDeclMethodFriend 73 11 15 79 80 72
CountSemicolon 22 70 6 22 21 11
CyclomaticModified 69 69 81 68 74 62
UniqueDerefSet 6 4 5 5 17 29
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TABLE III: AUC: Accuracy: Weighted ELM

AUC
Sine Radial basis function Triangular basis function Sigmoid

OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU
Proj1 0.63 0.60 0.60 0.58 0.43 0.58 0.50 0.50 0.50 0.50 0.48 0.50 0.50 0.50 0.50 0.8 0.70 0.66 0.72 0.67
Proj2 0.9 0.41 0.79 0.61 0.80 0.79 0.88 0.56 0.59 0.57 0.57 0.49 0.57 0.50 0.47 0.70 0.71 0.85 0.80 0.82
Proj3 0.67 0.61 0.55 0.53 0.51 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.67 0.71 0.58 0.69
Proj4 0.37 0.86 0.65 0.51 0.62 0.68 0.39 0.47 0.50 0.45 0.49 0.45 0.48 0.50 0.46 0.58 0.56 0.81 0.73 0.80
Proj5 0.59 0.44 0.47 0.57 0.48 0.50 0.50 0.49 0.50 0.49 0.52 0.50 0.51 0.50 0.49 0.76 0.67 0.74 0.66 0.71
Proj6 0.35 0.21 0.26 0.64 0.55 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.56 0.59 0.56 0.55 0.55
Proj7 0.54 0.55 0.70 0.46 0.54 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.77 0.86 0.70 0.61 0.77

Accuracy
Sine Radial basis function Triangular basis function Sigmoid

OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU
Proj1 71.20 52.66 52.66 49.61 52.14 94.28 99.61 99.61 99.61 99.61 95.99 99.61 99.61 99.61 99.61 59.86 51.27 43.06 43.98 34.42
Proj2 80.56 81.81 83.26 71.52 84.82 83.06 75.99 87.32 92.41 88.15 89.71 98.13 89.19 98.96 93.04 65.38 67.15 70.06 60.19 63.93
Proj3 58.62 62.07 37.93 62.07 44.83 82.76 82.76 82.76 82.76 82.76 82.76 82.76 82.76 82.76 82.76 31.03 58.62 51.72 31.03 48.28
Proj4 72.65 72.65 78.63 52.14 73.50 85.47 76.07 92.31 98.29 88.89 95.73 88.03 94.87 98.29 90.60 64.96 61.54 63.25 47.86 61.54
Proj5 77.86 47.26 50.00 67.66 51.99 92.04 92.04 91.04 91.54 85.82 92.29 91.54 92.04 91.29 91.04 62.94 62.69 62.94 63.93 64.18
Proj6 36.11 38.89 47.22 61.11 72.22 91.67 91.67 91.67 91.67 91.67 91.67 91.67 91.67 91.67 91.67 19.44 25.00 19.44 16.67 16.67
Proj7 56.25 59.38 65.63 62.50 56.25 87.5 87.5 87.5 87.5 87.5 87.5 87.5 87.5 87.5 87.5 78.13 75.00 65.63 50.00 59.38

TABLE IV: AUC: Accuracy: ELM + SMOTE

AUC
Linear Polynomial Sigmoid Radial basis function

OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU
Proj1 0.50 0.49 0.48 0.50 0.48 0.57 0.62 0.61 0.72 0.62 0.57 0.50 0.50 0.50 0.50 0.72 0.50 0.50 0.50 0.50
Proj2 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.59 0.68 0.69 0.55 0.65
Proj3 0.89 0.75 0.76 0.89 0.78 0.68 0.91 0.80 0.81 0.81 0.40 0.50 0.50 0.56 0.50 0.50 0.60 0.65 0.50 0.60
Proj4 0.50 0.50 0.50 0.48 0.50 0.49 0.50 0.49 0.83 0.49 0.50 0.50 0.50 0.50 0.50 0.48 0.48 0.49 0.50 0.48
Proj5 0.85 0.76 0.77 0.66 0.78 0.79 0.80 0.79 0.85 0.83 0.73 0.50 0.50 0.81 0.50 0.77 0.63 0.64 0.88 0.65
Proj6 0.66 0.96 0.96 0.88 0.84 0.63 0.65 0.60 0.66 0.51 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
Proj7 0.92 0.85 0.85 0.94 0.98 0.92 0.85 0.88 0.87 0.82 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50

Accuracy
Linear Polynomial Sigmoid Radial basis function

OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU OneR IG GR RF SU
Proj1 98.44 97.30 95.05 98.30 95.13 98.57 98.39 76.40 95.60 78.63 93.31 98.43 98.39 98.43 98.43 98.22 98.39 98.44 98.43 98.43
Proj2 98.24 98.33 98.33 98.25 98.33 98.34 98.33 98.33 98.35 98.33 98.34 98.33 98.02 98.35 98.33 98.34 98.23 98.54 96.80 98.23
Proj3 89.19 77.78 77.78 89.19 80.56 67.57 91.67 80.56 81.08 80.56 40.54 55.56 55.56 56.76 55.56 48.65 55.56 61.11 48.65 55.56
Proj4 96.52 96.52 96.52 92.24 96.52 94.78 95.65 94.78 89.66 94.78 96.52 96.52 96.52 96.55 96.52 93.04 93.04 94.78 95.69 93.04
Proj5 87.58 80.70 79.33 64.73 78.68 85.33 86.62 86.44 89.51 88.13 72.46 71.93 71.56 75.45 71.87 85.33 79.39 79.33 92.19 79.78
Proj6 48.65 94.59 94.59 86.84 86.49 67.57 70.27 72.97 60.53 59.46 75.68 75.68 75.68 76.32 75.68 75.68 75.68 75.68 76.32 75.68
Proj7 90.48 83.33 80.95 92.86 97.44 90.48 80.95 85.71 83.33 76.92 61.90 61.90 61.90 61.90 64.10 61.90 61.90 61.90 61.90 64.10
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Fig. 2: Box-and-Whisker plot: AUC Value of Weighted ELM
with Feature ranking techniques

a green dot. The null hypothesis in this experiment is that
"there is no statistically significant difference between the two
techniques". In this experiment, the standard cut-off value of
0.05/(total number of unique pairs)=0.05/10=0.005 is used
to reject and accept this hypothesis. The results shown in the
Figures 4 and 5 depict that all cells contain a green dot for
feature ranking techniques in both weighted ELM and ELM
+ SMOTE cases. Based on these results, it is observed that
the aging prediction model developed by considering different

OneR IG GR RF SU

A
U

C

0.4

0.5

0.6

0.7

0.8

0.9

1

OneR IG GR RF SU

F
-
M

e
a

s
u

r
e

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

OneR IG GR RF SU

A
c

c
u

r
a

c
y

40

50

60

70

80

90

100

Fig. 3: Box-and-Whisker plot: AUC Value of ELM + SMOTE
with Feature ranking techniques

sets of metrics obtained using feature ranking techniques is
not significantly different.
RQ2: What benefits on the performance of aging prediction
models after changing kernel functions?
After finding relevant sets of features using five different
feature ranking techniques, the aging prediction models are
developed using weighted ELM with various kernels and ELM
with SMOTE data imbalance technique. In this study, four
different types of kernel functions are used to develop a model
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Fig. 6: box-and-whisker plot: AUC Value of Weighted ELM
with different kernels

for predicting SA bugs. The developed models are validated
using 5-fold cross-validation. The value of the AUC curve
along with accuracy and F-Measure for different kernels are
shown in Tables III and IV. The results are presented over
different projects, different feature ranking techniques, andone
data imbalance technique. From the Tables III and IV, it can
be inferred that AUC values of models using sine and sigmoid
kernels are better than the other radial basis function and
triangular basis function kernels in the case of weighted ELM.
Similarly, the AUC value of linear, polynomial, and radial
basis function kernels are better than the sigmoid kernel in
the case of ELM + SMOTE

Comparison of kernel functions using Boxplots and
Descriptive Statistics: Figures 6 and 7 depict boxplots for
comparing the minimum, maximum, interquartile range, de-
gree of dispersion, and outliers in the AUC, F-Measure, and
Accuracy for all considered kernel functions. From Figures 6
and 7, we infer that the accuracy and F-measure values of the
case where kernel functions are used with ELM + SMOTE
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Fig. 7: box-and-whisker plot: AUC Value of ELM + SMOTE
with different kernels

are better than the one in which we use kernel functions
with weighted ELM. In this experiment, Area under the ROC
Curve (AUC) values has been considered to measure classifier
performance. Figures 6 and 7 depict the average AUC of
sigmoid kernel function in case of weighted ELM is higher
than the corresponding values for other kernel functions.

Comparison: Null Hypothesis: kernel functions: Hy-
pothesis Statistical Significance Testing: The results of the
Wilcoxon signed-rank test with a Bonferroni correction of the
different pairs of kernels are shown in Figures 4 and 5. The
rejected null hypothesis is represented using a red dot and
the accepted null hypothesis is represented using the green
dot. In this experiment, a standard cut-off value of 0.05/(total
number of unique pairs)=0.05/6 has been considered to reject
and accept this hypothesis. The results shown in Figures 4
and 5 depict that the aging prediction models developed using
weighted ELM with sine and RBF kernel function are not
significantly different. Similarly, the SA prediction models
developed using weighted ELM with sine, TBF, and sigmoid
kernel functions are significantly different.

RQ3: What is the benefit of using weighted ELM over
ELM + SMOTE techniques for aging prediction models?
Zong et al.[8] mathematically proved that weighted ELM with
various kernel functions is able to handle imbalanced data and
also maintain better performance on balanced data as com-
pared to unweighted ELM. In this work, we have considered
weighted ELM and unweighted ELM with data imbalance
techniques i.e., SMOTE (Synthetic Minority Oversampling
Technique) to develop a SA bugs prediction model. SMOTE
technique is based on the oversampling concept and aimed
to increase the number of artificial instances that belong to
the minority class. Specifically, artificial instances are created
using oversampling.
The value of the AUC curve along with Accuracy and F-
Measure for WELM and ELM + SMOTE listed in Tables
III and IV. According to Tables III and IV, the performance
parameters i.e., AUC, Accuracy, and F-Measure of the scenario
where weighted ELM is used are lower or comparable with
that of the one in which ELM with data imbalance SMOTE
technique is used.

Comparison of weighted ELM and ELM + SMOTE
using Boxplots and Descriptive Statistics: Figure 8 presents
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Fig. 8: Box-and-whisker plot: AUC Value of ELM + SMOTE and Weighted ELM

the pictorial representation of descriptive statistics containing
Minimum, Maximum, Interquartile range, Degree of disper-
sion, and Outliers the AUC, F-Measure, and Accuracy for
weighted ELM and ELM + SMOTE. An analysis of the
Figure 8 indicates the performance parameter value of ELM
+ SMOTE is better than the one in which we use weighted
ELM. So, the aging prediction model developed using ELM +
SMOTE obtains better performance as compared to weighted
ELM.

Comparison: Null Hypothesis: weighted ELM and ELM
+ SMOTE: Hypothesis Statistical Significance Testing: In
this paper, we have also applied Wilcoxon signed-rank test
with a Bonferroni correction for statistical hypothesis testing
i.e., NULL Hypothesis: "There is no significant difference
in the predictive ability of models trained using different
machine learning techniques". The results of the Wilcoxon
signed-rank test with a Bonferroni correction of the weighted
ELM and ELM + SMOTE are shown in the last sub-figure
Figure8, which consists of green and red dots. The rejected
null hypothesis is represented using a red dot and the accepted
null hypothesis is represented using the green dot.

The null hypothesis in this experiment is that "there is no
statistically significant difference between the model devel-
oped using weight ELM and model developed using ELM +
SMOTE". The results shown in Figure 8 depicts that the cell
contains a red dot for weighted ELM and ELM + SMOTE.
Based on this result, it may be observed that the aging
prediction model developed using weighted ELM and ELM
+ SMOTE is significantly different.

V. DISCUSSION OF RESULTS

The proposed study conducted extensive experimentation
with the application of the five feature ranking techniques
to extract the relevant metrics against 7 projects, to analyse
the impact on the accuracy and predictability of SA related
Bugs Prediction models when SMOTE (data sampling) +
ELM is used in comparison to WELM. Additionally, we
examined the performance of sine, sigmoid, radial basis, and
triangular basis function kernels in the case of WELM and
linear, polynomial, radial basis, and sigmoid basis function
kernels in the case of ELM + SMOTE to further investigate
the finding with the use of different kernels. The outcome of

the empirical experimentation reveals that in the majority of
cases, the performance parameter values of feature ranking
techniques with ELM + SMOTE were found to be equivalent
to or outperformed than with WELM. The employment of
OneR feature ranking techniques typically yields results that
are competitive. The ELM + SMOTE with the application of
Relief feature ranking has the highest F-measure, at 0.93, of
all the combinations.

The experimental analysis of the effectiveness of various
kernels manifests that the AUC values of models using sine
and sigmoid kernels outperform other applied kernels in
the case of weighted ELM, whereas for ELM + SMOTE,
the sigmoid kernel underperforms other utilised kernels. The
study established the improved performance post-implication
of kernel techniques with ELM + SMOTE in comparison to
weighted ELM. The ELM + SMOTE with linear kernel secures
the highest performance among other developed models with
0.75 AUC value, 92.86% Accuracy, and 0.96 F-measure. This
study noticed improved AUC, F-measure, and Accuracy values
in the descriptive statics based on WELM and ELM + SMOTE
results. The Accuracy value of ELM + SMOTE is 87.86,
whereas 82.9 for WELM is 82.29, indicating an increase in
accuracy of 5.57%.

VI. THREATS TO VALIDITY

We have also expressed threats to the validity of the
proposed work.

i. Internal Validity: In relation to internal validity the
SA bugs datasets are utilized, to validate the proposed
models, which were sourced from the tera-promise data
repository. It is important to note that we cannot assert
with absolute certainty that the provided data is 100 per
cent accurate. However, we have confidence that it was
collected consistently. Another factor affecting internal
validity is that the sampled data obtained through the use
of the SMOTE technique may not precisely reflect the
characteristics of actual aging datasets. Both assertions
may lead to a potential threat to internal validity because
sampled data is used as an input of the trained models
and not generalized for testing. However, in the proposed
solutions we have been validated with different classifi-
cation performance parameters such as Accuracy, AUC,
and F-Measure, in order to reduce the validation bias.
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ii. Construct Validity: Many researchers have already de-
veloped the SA bugs prediction methods using different
sets of source code metrics, as highlighted within the
related work section. These works successfully validated
the SA bugs that we have also used in this experiment.
So, the construct validity threat related to aging or run
time failures does not exist.

iii. External Validity: The developed models are validated
using 07 different datasets that have been designed using
procedure language. The finding may vary for projects
developed using other programming languages. Hence, a
threat to external validity exists in this study. However,
the argument setting of developed models helps to reduce
the threats to generalizability.

VII. CONCLUSION

The development of SA prediction model using source
code metrics steers the improved software quality and reduces
runtime failure. In this paper, empirical experiments have been
conducted on seven different applications and proposed to
develop early SA bug prediction. The major contributions
of this paper are (a) the development of aging prediction
models using weighted ELM and ELM + SMOTE with various
kernels, (b) the selection of significant right sets of features
using different feature ranking techniques, (c) the handling
of imbalanced data using SMOTE and weighted elm, and (d)
analysis of the performance of the developed model to find
the generalized and meaningful conclusion. The experimental
assertions of the study are as follows:

• The effectiveness of feature ranking techniques employ-
ing ELM + SMOTE exceeds that of feature ranking
techniques utilizing weighted ELM.

• The aging prediction model, developed by incorporating
diverse metric sets obtained through feature ranking tech-
niques, demonstrates no significant variation.

• The performance of the same kernel functions with ELM
+ SMOTE is better than kernel functions with weighted
ELM.

• The aging prediction models developed using different
kernel functions are significantly different.

• The aging prediction model developed using ELM +
SMOTE outperforms the weighted ELM approach, and
a prediction model based on weighted ELM and ELM +
SMOTE exhibit significant dissimilarities.

Thus, we finally conclude that the better value of AUC for
the models trained using weighted ELM and ELM + SMOTE
confirms that the trained models have the ability to predict SA
bugs. These models can be applied to future releases of the
SW system’s for proactive runtime failure prediction.
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Abstract—The model of the dynamics of the ground water

level  (CWL) in  the area between the drains  during pressure

regulation in the drains in the conditions of a three-layer soil

structure is proposed and implemented. Having the connection

between ground water level and humidity in the aeration zone

established on the basis of the conducted experiments, the issue

of ensuring the necessary humidity in the aeration zone within

the root system is resolved.

As a  result  of  the  regulation of  GWL in different  modes

(passive  reduction  and  humidification)  taking  into  account

natural conditions, in particular, based on the received database

on the amount of precipitation, the necessary parameters were

obtained  that  characterize  the  water  regime  in  the  aeration

zone. The analysis of the obtained results allows for establishing

and  proposing  more  effective  resource-saving  modes  of

moistening  under  the  condition  of  a  sufficient  supply  of

moisture to the root layer.

In  the  conducted  experiments,  the  accumulated

precipitation in the active layer (0-0.6 m) of the soil in the mode

of passive reduction of GWL, when an accumulative capacity

for moisture retention is formed in the upper layers of the soil,

was used as efficiently as possible.

Index  Terms—model,  analysis,  root  layer,  groundwater

level, humidification mode, filtering, soil, aeration zone.

I. INTRODUCTION

The complex conditions of the functioning of reclamation

systems at the present stage necessitate the development and

implementation of advanced, cost-effective, environmentally

safe regimes and technologies that provide for the restoration

of  the  ecological  balance  of  natural  landscapes  and  water

ecosystems,  the  reproduction  of  soil  fertility,  as  well  as

adaptation  to  new  socio-economic  conditions,  advanced

technologies  of  agricultural  production,  i.e.  ensuring  the

conditions for the transition from extensive agriculture on the

reclaimed lands to intensive on the basis of the use of the

latest scientific achievements and best practices [1-4].

The purpose of the paper is the mathematical modeling of

the  groundwater  level  regime  and  the  justification  of

resource-saving technological parameters of water regulation

on drained lands, which take into account the peculiarities of

the use of moisture by cultivated agricultural crops, which

allows for ensuring their reliable moisture supply on drained

lands.

ІІ. METHODS AND TECHNIQUES

Well-known  Ukrainian  and  foreign  scientists  studied

various aspects  of  regulating the water  regime on drained

lands [3-6]. Regulation of the water regime on drained lands

is based on two main approaches [7-11].

The  first  of  them  is  water  balance,  the  easiest  to

implement, but very close. In modern conditions, it does not

satisfy the requirements of agricultural production on drained

lands, since it does not allow to correct establish the amount

of water exchange between soil layers in the aeration zone

and  practically  does  not  provide  information  about  the

dynamic  properties  of  the  object  (parameters  and  type  of

regulatory  network,  hydrogeological  and  geological

conditions, hydrophysical soil parameters, etc.).

The  second  is  based  on  the  wide  application  of

mathematical modeling methods, while the moisture transfer

equation is used [12]. This approach makes it possible to take

into account a complex of factors that determine the moisture

regime in the root layer of the soil, including the intensity

and distribution of moisture absorption by cultivated crops

along the depth of the root zone.

The water-air regime of the soil, which is favorable for

agricultural crops, is maintained thanks to the use of various

regulation  technologies,  which  must  provide  for  such

dynamics  of  the  groundwater  level  (GWL),  in  which

favorable soil moisture is maintained in the aeration zone,

and  at  the  same  time,  atmospheric  precipitation  can  be

accumulated  in  the  root  layer  without  harmful  impact  of

flooding of the root system of cultivated crops.

Taking  into  account  the  modern  requirements  for  the

level  of  substantiation  of  technological  schemes  and

melioration regimes, it  becomes obvious that an important

approach  to  solving  the  tasks  is  the  use  of  mathematical

modeling based on physically based models of hydrophysical

processes, which will allow taking into account the complex

of  natural  and  technical  factors  that  affect  the  quality

functioning of reclamation systems.

Therefore, an extremely important component of research

is  the  schematization  of  natural  conditions  and  the

construction of calculated filtration schemes that reflect the

most  important  factors  in  the  formation  of  water-physical

processes in real conditions[10-14].

In the process of schematization, the form and structure

of  the  groundwater  movement  area  are  established;  the

presence  and  intensity  of  pressurized  power  supply;  the

nature  of  water  exchange  between  saturated-unsaturated

zones and the atmosphere; significance, location, and nature

of  the  action  of  the  main  elements  of  the  drying-

humidification system; the initial and final values of the flow

characteristics,  which  must  be  calculated,  and  their

relationship with other elements of the scheme. The method

of schematizing natural conditions is described in detail in [6,

15-21].

III. RESULTS AND DISCUSSION

Analysis  of  engineering-geological  studies,  that

according to the geological structure, the aquifer layer of the
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experimental area is heterogeneous and can be reduced to a 
three-layer structure with a horizontal water table. The 
aquifer is pressureless with a free surface. 

After carrying out the schematization of natural 
conditions, an estimated filtration scheme was built (Fig. 1). 
We will conduct an analysis of the Groundwater level 
(GWL) regime in a three-layer foundation when it is 
moistened as a result of raising the level to the required 
depth, in which case the formation of the necessary moisture 
regime is substantiated in the root layer. 

 
Fig. 1. Estimated filtering scheme 

 
 
After the passive reduction of the GWL to the maximum 

depth mh , the drainage system is switched to the 

humidification mode (Fig. 1). Water for humidification is 
supplied to the main and humidification network until a 
certain moment of time t=Tu, which must be calculated until 
the GWL in the middle between the drains reaches the mark

nhh  . In fact, the entire period of conditional release can 

be divided into three stages. During the first, preparatory 
stage, which is short in time (lasts, as a rule, several hours), 
the leading and regulating network is filled with water until 
the appropriate pressure Hu is established above the drain. 

In the second stage, the level above the drain rises almost 
to a mark equal to the pressure in the Hu drain. At the same 
time, the pitted zone is saturated. 

The third stage, the main one, is characterized by an 
intensive rise of GWL between the drains. As the results of 
long-term field observations in research and production 
conditions showed, its duration significantly exceeds the 
duration of the first two stages. In this regard, we assume that 
the level above the drain is established instantly. For the 
most general solution, we also assume that at the beginning 
of wetting, the GWL in the middle between the drains is in 
the third, lower layer, and the level of drainage backfill 
Hu=const is in the upper, first layer from the surface of the 
layer. The complexity of building a mathematical model of 
filtration in a three-layer is explained by the fact that when 
the GWL rises (decreases), the surface of the depression 
curve can be located in different layers, that is, the layer 
limits can be crossed at the interstices. Therefore, in the case 
of a three-layer base, for an approximate description of the 

change in GWL, we use the following level of the system, 
recorded with sufficient depth (Fig. 2): 

 

"#!
#  !   ! !   " !  " ! "   " !   " "  " ! #   # !   " #  "  

                                    (1) 

 
where   !    !" !!"!  

  "    "" !""   "!"!      
  #    !" !#"   !!#  

 

 
Fig. 2. Calculation scheme for determining the 

parameters of the humidification mode 
 
 
The coefficients 

2  and 
1  (auxiliary parameters) are 

determined by the expressions: 
  "     # !   " "#!    !    ""!    #"# !  ! ""  "#!  
 

In addition, in the written system of equations (1) ih - 

the level of groundwater within the i -th layer of the soil 

(Fig. 2), and i - the coefficients of the averaged total lack 

of saturation of the i -th layer. 
The initial and limit conditions of the problem are as 

follows: 
    ! !!                                   (2) 

    !   !                                    (3) 

    !!    !   !     "   "  !  !!"!"                  (4) 

    "!    "   "     #   #  !  !""!#                  (5) 
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   !  # ! "   #     !"  "   ! "                 (6) 

 
In the limit condition (6), the value   is the filtration 

resistance of the drain. Other parameter values not given are 
clear from the corresponding figures. 

Using the results of works [3], in the first approximation, 
instead of the system of equations (1), we have the following 
system: 

"#!
#  !   !  ! !   " !  " ! "   "  ! !   " "  " ! #   #  ! !   " #  "  

                                (7) 

 
where !!  !  !!    !  

 
After the transformations of equations (1) – (6), the 

problem is reduced to finding the change in the groundwater 
level between the drains, which is the main thing in solving 
the given problem. The solution to this problem allows 
establishing the dynamics of the GWL in the middle between 
the drain lines within each s -th layer: 

 

    #  "     !   !!  !!                      (8) 
 

The variable parameter sR is generally determined by the 

dependence: 
 

"###
!#
## !   !  !          !  !      !      !  # # !   " !  !!    !  !   ! !               !!" !            !       !  !  ! !       !  !          

           (9) 

 
where 
  #    ! ""  " ! "        ! !    ! !""!"    - the layer 
with the number s  will be completely saturated at the 

moment 
t  of contact of the free surface between the 

drains on the limit s  and 1s  the layers. The named point 
in time is defined by the expression: 

        "     !     !                        (10) 
 

where       ! is determined by dependence (9) at : 
 !!  !   "  

 
In the case of a three-layer layer, the time for the 

groundwater level to rise to the border of the second and 
third layers is determined by the dependence: 

  !   #  "     ! !,                          (11) 

 

where   !  !" ! !#   # ! !  #   !    #   !  # ! ! ! 
  !  !  # "  ! ""  " ! "     ! !   "    ""  "#!"     " !   #!"#" # ! 

  !    """    #"# !   ! ""  "#!! 
  #  !   ! "! ! ! !  ""  "# !"! ! ! !  "!  ""! ! !  "" ! !"# !"    "  ""  "# !"! " ! !  "# !"! " ! !"" " !"# !"  # "# !"! #   
 

The coefficient of the lack of saturation 3  when the 

GWL rises to the border of the second and third layers (and 
for further calculations) is determined by the linear 
expression for the current lack of saturation: 

  !   !!   ,                                (12) 
 

where for peat soils: 375,0116,0 вk , 75,0  [8]; for 

mineral soils: 
5,0056,0 вk , 33,0  [7]; for the 

conditions of drained and irrigated lands of Ukraine 5,0 ,

  is determined depending on the type of soil [6]. 

 
The duration of the GWL rise from the lower boundary 

of the layer interface (third and second) to the upper 

boundary of the layer interface (second and first) 2t  is 

determined by the expression: 
  "   "  "     ! "                        (13) 
 

where  "  !" "      ""# !  "   "  ""#   "   "   " ""  "#!   "   "  " ""  "#! !  "   "!  
  "   "!   ""  
 !    ! ""  " ! "     ! !   "! "!  ""!"  
  "     # !   " "#  
  "   !  "!  ""! ! ! !"" ! ! !"! ! !"" !"!   """ "   

 
The duration of the rise of GWL in the upper layer of the 

soil to the mark is determined by the expression: 
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 #   !  "     ! !                      (14) 
 

where   !  !" "     " !"" !"#   "   "   " !   !   " !"! !"" !"#    ! ! 
     !"#    ""#    #"#! 
  "    !  "  "" !"#!    """    #"#! 
  "    !"!    """    #"#! 
  !   !"! ! ! !    ! !"! !     
 

The total duration of the rise of GWL uT  is determined 

as the sum according to the expression: 
  "   !   "   #                           (15) 
 
Thus, the obtained expressions (11) - (15) allow 

calculating the duration of the rise of the GWL uT  to a given 

mark during humidification, upon reaching which the supply 
of water to the conducting and regulating network is stopped. 
The drying-humidification network is switched to passive 
mode, which excludes, except for the urgent need during the 
period of torrential rains, the discharge of water outside the 
reclamation area. 

According to functional characteristics, information 
support is divided into six blocks. In the first three blocks 
(meteorological, soil, biological) regulatory and reference 
information is formed. Filtration and hydrophysical 
characteristics, including total and minimum moisture 
capacity, which are formed in the soil block, are determined 
based on existing reference data and, if necessary, 
supplemented with field determinations. The necessary data 
for calculations related to the growth characteristics of 
specific crops and their water consumption are contained in 
the biological block. In particular, in this block, averaged 
data from the leaf index, the power of the root system of 
cultivated crops according to the phases of their 
development, and the function of the distribution of moisture 
absorption by the depth of the aeration zone is formed. 

Operational information (the next three blocks) about the 
actual parameters of water regime regulation (actual GWL 
for the previous decade and soil moisture), plant growth 
parameters, and current meteorological parameters are 
formed based on the results of monitoring the production 
process on the reclaimed field. 

 

Implementation of the obtained results  

of theoretical studies of the experimental site  

of the "Ikva" polder system 

Analyzing the weather conditions of the growing season 
of 2022, it is possible to note a fairly uneven distribution of 
precipitation, the presence of long periods without rain with 
extreme values of temperature and air humidity deficit, and 

unfavorable conditions for growing crops, which also 
confirm the results of observations of biometric 
characteristics. 

To determine the optimal modes of moistening, taking 
into account the patterns of moisture absorption by the root 
system, we used data obtained in the conditions of the 
experimental site with the help of a field tensiometry device. 

 The technological parameters that characterize the 
process of subsoil moistening (draining) and all 
characteristics related to the regulation of the water regime 
are listed in Table 1. 

 
TABLE I.  INITIAL TECHNOLOGICAL PARAMETERS DURING THE 

IMPLEMENTATION OF RESOURCE-SAVING MODES OF HUMIDIFICATION IN 

THE EXPERIMENTAL AREA OF THE POLDER SYSTEM "IKVA" 

 Remedial regime  
Start of passive 

reduction of GWL 
Transition from 
drying mode to 
humidification 

mode  

End of 
humidification 

mode 
 

Implementation date 
19.06.2022 12.08.2022 4.09.2022 

The duration of GWL 
reduction - 53 days 

The duration of hydration 
- 23 days  

Amount of precipitation, mm 
73.1 117.9 

Groundwater level, m 
Initial  Maximum  Final 
0.94 1.26 0.91 

Soil moisture, in parts by volume 
In the 
layer  

19.06.2022  12.08.2022 4.09.2022 

0 – 0.1 м 0.43 0.41 0.43 
0.1 – 0.2 0.44 0.41 0.42 
0.2 – 0.3 0.40 0.38 0.40 
0.3 – 0.4 0.40 0.38 0.40 
0.4 – 0.5 0.40 0.38 0.41 
0.5 – 0.6 0.41 0.40 0.41 

Soil moisture in the zone of maximum moisture 
absorption by the root system, in fractions of the volume 

0.42 0.40 0.42 
Leaf surface index / grass stand height, m 

0.82/0.15 2.98/0.50 5.4/0.65 
Average long-term experimental values of total 

evaporation (E, mm) for perennial grasses and atmospheric 
precipitation (Р, mm)  

 
Month 

Decade  
1 2 3 

Е Р Е Р Е Р 
June  28.5 79.5 25.9 20.0 18.1 7.0 
July  24.5 0.30 36.2 32.0 45.7 20.8 

August  27.6 2.00 15.6 108.9 33.7 20.0 
September  19.9 2.30 19.4 35.0 15.5 13.0 

 
Perennial grasses were grown on the experimental site of 

the "Ikva" polder system. The first cut was made on June 18. 
The height of the grasses on the first slope was 0.66 m, and 
the leaf index was 3.66. As can be seen from the table, the 
growth dynamics of perennial grasses of the second slope are 
characterized by the following indicators of the leaf index: 
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0.82 – for the first decade of growth; 2.98 – at the end of the 
cycle of passive reduction of GWL and 5.4 – at the moment 
of the second slope. In 2012, the herb yield of the second 
cutting was higher compared to the first cutting (18.5 and 
27.5 t/ha, respectively). 
 

 
a) 

 
b) 

 
c) 
 

 
d) 

Fig. 3. Rainfall dynamics (a); groundwater level in the case 
of the cyclic sluicing scheme and the implementation of the 
developed regimes (b, c); average soil moisture by pentads, 
in fractions of the soil volume (Row 1 – in the layer of 
maximum moisture absorption (0–0.2 m), Row 2 – in the 
layer 0.3–0.6 m) in the growing season of 2012, "Ikva" 
polder system (d). 

The initial GWL (for the period of approbation) was at a 
depth of 0.7 m, and the soil moisture in the zone of the most 
intense absorption of moisture by the root system (at a depth 
of 0.15–0.25 m) was 0.42 (in fractions of the soil volume ). 

The period of field research on the dynamics of GWL 
and soil moisture is divided into two stages. The first stage 
corresponds to the cycle of passive reduction of GWL, when 
due to a small amount of precipitation for 53 days, as well as 
evaporation and transpiration of cultivated perennial grasses, 
GWL decreases to the maximum possible - 1.26 m (Fig. 3). 
This period continued until August 12. 

The end of the cycle of passive reduction of GWL under 
the action of evaporation and transpiration and the beginning 
of moistening was determined by soil moisture in the zone of 
its maximum absorption by the root system of perennial 
grasses at a depth of 0.15 - 0.25 m. When the moisture in a 
given soil layer decreases to the lower limit of its optimal 
value, which is established according to the 
recommendations [8], the first cycle (passive reduction of 
GWL ended and the drainage system was switched to the 
humidification mode. The value of groundwater pressure, 
respectively, was 3.23 kPa, which corresponds to the lowest 
soil moisture content of 0.38 (in parts of the soil volume). 
The position of the 1.26 m water well corresponds to the 
mentioned moment. According to traditional technology, the 
water wells were maintained at a depth of 0.7 - 0.9m. 

The dynamics of the average humidity by pentads in the 
layer 0 - 0.2 m (Row 1), where the maximum absorption of 
moisture by the roots of cultivated perennial grasses is 
observed, and in the layer, 0.3 - 0.6 m (Row 2) during the 
growing season of 2022 is given in Fig. 3. Obtained plots of 
moisture distribution in the root zone during the experiment 
(Fig. 3). 

The results of the analysis showed that during the 
implementation of the developed moistening regimes on the 
experimental site of the Ikva polder system throughout the 
cycle of passive reduction of GWL, the soil moisture in the 
root layer was within the optimal range. At the same time, 
the criterion of a sufficient supply of moisture was the 
condition of its maintenance within the necessary limits in 
the zone of maximum absorption of moisture by the roots of 
perennial grasses. The maximum efficiency of this 
technological scheme of water regulation was achieved 
precisely in the mode of passive reduction of GWL, when an 
accumulative capacity was formed in the upper layers of the 
soil to retain moisture from precipitation. 

On August 12 (Fig. 4), the second cycle of 
implementation of the developed water regulation regimes 
began, when the drainage system was transferred to the 
humidification mode by supplying water to the collector and 
drainage network to ensure the necessary pressure. A 
significant amount of precipitation (117.9 mm) falls during 
this period, which is 30% of the total amount of precipitation 
during the growing season. 

In the process of moistening, the soil moisture gradually 
increased. During the periods of rainfall, a sharp increase 
was observed, especially rapidly in the upper layer (0-0.20 
cm). Atmospheric precipitation contributed to the 
acceleration of soil moisture equalization to its initial values 
in the depth of the aeration zone. 

The analysis of field studies of the dynamics of soil 
moisture and GWL in the experimental area during the 
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implementation of the developed water regulation regimes 
showed that even in the presence of a long dry period, which 
occurred during a passive decrease of GWL, soil moisture in 
the zone of its maximum absorption and in general in the 
active layer was maintained in the recommended range is 
long enough (53 days) even with a relatively small amount of 
precipitation (73.1 mm). Accumulated precipitation in the 
active layer (0-0.6 m) of the soil was used as efficiently as 
possible. 

 
Fig.4.  Plots of moisture distribution in the aeration zone 
during water regulation under experimental conditions at the 
experimental site of the “Ikva” polder system. 
 

CONCLUSIONS 

A mathematical model of the dynamics of GWL in the 
area between the drains during pressure regulation in the 
drains in the conditions of a three-layer soil structure is 
proposed and implemented. Having the connection between 
GWL and humidity in the aeration zone established based on 
the conducted experiments, the issue of ensuring the 
necessary humidity in the aeration zone within the root 
system is resolved. 

As a result of the regulation of GWL in different modes 
(passive reduction and humidification) taking into account 
natural conditions, in particular, based on the received 
database on the amount of precipitation, the necessary 
parameters were obtained that characterize the water regime 
in the aeration zone. The analysis of the obtained results 
allows for establishing and proposing more effective 
resource-saving modes of moistening under the condition of 
a sufficient supply of moisture to the root layer. In the 
conducted experiments, the accumulated precipitation in the 
active layer (0-0.6 m) of the soil in the mode of passive 
reduction of GWL, when an accumulative capacity for 
moisture retention is formed in the upper layers of the soil, 
was used as efficiently as possible. 
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Abstract—Thousands of technical conferences and peer re-
viewed journals around the world, each annually solicit hundreds
of newly authored papers for indexing and publishing. Since no
central indexing and publishing authority exists, each conference
and journal maintains its own database of papers. It is thus
relatively easy for authors to submit their papers to more than
one conference or journal simultaneously despite being strictly
prohibited by the various indexing authorities and publishers. A
manual or even automated check of the hundreds of databases
is unrealistic.

Blockchain technology, however, provides a viable solution
to this long-standing problem. This paper explores a potential
implementation of a Research Paper Blockchain (RPB) which
stores encrypted copies of all papers submitted for publication
to participating indexing and publishing authorities. Confer-
ence and journal publication chairs would attempt to add the
submitted paper as a new block to RPB (uploaded through a
graphical web front-end or an automated back-end interface)
and thus check for the uniqueness of the submission. Based on
the uniqueness, the system would either add the paper to or
reject it from RPB and report a uniqueness score for the paper
back to the publisher. If a paper was added, it would be time
stamped as well as stamped with a percentage of uniqueness
for future reference. Publishers could set their own uniqueness
threshold for acceptance and thus guarantee the originality and
freshness of a new paper submitted before wasting reviewer time
and accepting that paper.

Index Terms—Blockchain, Double Publication, Double Submis-
sion, Originality, Plagiarism Detection, Research Paper

I. INTRODUCTION

THOUSANDS of technical conferences and peer reviewed
journals around the world each annually solicit hundreds

of newly authored papers for indexing and publishing. Since
no central indexing and publishing authority exists, each
conference and journal maintains their own database of papers.
It is thus relatively easy for authors to submit their papers
to more than one conference or journal simultaneously even
though this is strictly prohibited by the various indexing
authorities and publishers. A manual or even automated check
of the hundreds of databases is unrealistic. And since the
authors can simply pull their submissions from all the other
conferences and journals after selecting the most highly ranked
conference or journal that has accepted their paper, the authors

are able to cover their tracks with no one ever knowing that
they had double submitted their paper and thus wasted hours
of reviewers’ time from each of the conferences or journals.

Furthermore, cases of plagiarism where an author has
simply copied another already published paper to some un-
acceptable percentage can go undetected until someone finds
both publications and cares enough to alert the publishers.
Therefore, plagiarizers can easily get away with publishing
plagiarized versions of existing papers in a vastly different,
lesser known/read, or different language conference proceed-
ing or journal with little chance of anyone running into both
the original and plagiarized versions of the same paper.

This paper presents a viable remedy to these long-standing
problems using blockchain technology. Section II will delin-
eate a typical scenario where this issue arises. Section III will
go over some background information about blockchain tech-
nology and the different ways in which they are validated and
section IV covers the need for research paper validation prior
to publication. section V will cover the design of a Research
Paper Blockchain (RPB) under research and development at
Santa Clara University’s Ethical, Pragmatic, and Intelligent
Computing (EPIC) laboratory and section VI will delineate
RPB’s implementation details. Lastly in sections VII and VIII,
the current ongoing research and development of RPB, and
some results are reported on respectively.

II. A CASE STUDY

Benjamin Carlisle describes an incident in which a blog
post he authored was plagiarized and submitted to a research
conference [1]. In particular, the article highlights the need
for an automated system of checking with set protocols.
When Benjamin identified the plagiarized content, the process
to have the published work revoked was challenging. The
plagiarized paper went through multiple human checks, but
none of the reviewers recognized that much of the paper was
not original.

Furthermore, there were multiple issues once the author
requested the paper to be removed. Reviewers at the journal
initially dismissed the claims of plagiarism as that would
tarnish the reputation of the authors. Furthermore, the journal
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was worried that retracting an article would be embarrassing to
the journal, showing that their review process was inadequate.

These reasons show the need for a pre-publication verifica-
tion algorithm that follows strict rules in order to eliminate the
human factor in the decision to publish or retract an article for
reasons other than scientific merit. Furthermore, by using such
pre-publication verification technology many of the instances
of article retractions would be eliminated as articles would be
reviewed prior to publication, and plagiarized articles would
never be published in the first place.

III. THE NEED FOR PAPER VERIFICATION

There are three important checks for paper verification:
plagiarism, double submission, and duplicate publication.

A. Plagiarism

Plagiarism is defined as the representation or wrongful
appropriation of another author’s ideas, language, or work as
one’s own original work. With the plethora of online tools
and software available today the checking of new work against
already published work is often straightforward. However, due
to the vast number of publications and databases which span
almost all existing countries and languages, it is impossible
to check each and every one of them before accepting a new
contribution.

This can happen in both directions. It is possible that a
researcher, having read a paper in a well-known journal or
conference proceeding then replicates the paper and publishes
it in an obscure journal in a different language and country
which has loose or no copyright laws; and it is equally as likely
that a researcher having read a paper published in an obscure
journal or conference proceeding in some other country and
language reproduces the paper and publishes it in a reputable
journal and thus gains major recognition for work they did
not originate and thus becomes a leader in that field. In the
first scenario, the author(s) and/or publisher of the original
work may never find the plagiarized version of their work,
not have a method of recourse due to the lack of copyright
laws in the country of the plagiarizer, or simply not care if the
paper is plagiarized in such an obscure journal that results in
no real loss in citations and readership. In the second scenario
however, the original author(s) and/or publishers may not have
the power to pursue any actions due to the wealth and strength
of plagiarizers or the limitations faced by their country of
origin due to international pressures such as sanctions just as
an example.

Furthermore, how can publishers check work against papers
which were never published? For instance, imagine a scenario
in which an author submitted a paper for publication to a
conference yet after the paper’s acceptance, the author never
registered for the conference and thus the paper was never
actually published. What if then another individual, say a
colleague or patent agent, having seen the work, reproduces
the work and submits it to a different conference in an attempt
to publish the work as his own original work? How would the
second publisher be able to verify the originality of the work

since no existing tool can search the space of never published
work?

B. Double Submission

After plagiarism, double submission is the biggest sin
an author can commit. Double submission occurs when an
author submits their paper to multiple conferences or journals
simultaneously. Double submission is distinct from duplicate
publication: while double submission can lead to duplicate
publication, it often does not, making it nearly impossible to
detect using existing tools. Double submission is notoriously
difficult to catch as authors are often able to pull their work
from conferences. A typical case might go as follows: an
author writes a research paper, then submits it to multiple con-
ferences or journals with relatively close submission deadlines.
When the author receives a notification of acceptance from one
of the conferences or journals, the author pulls the paper from
the remaining conferences. Or, the author waits till all the
acceptance/rejection notifications come in and then picks the
most prestigious conference/journal to send the camera-ready
version of the paper to and pulls the submission from all the
other conferences/journals. This is not a case of plagiarism
as the author is not reproducing someone else’s work as their
own but rather trying to increase the odds of having their paper
published even if it is rejected by one or more publishers.
Furthermore, since journal reviews often take way too long,
as documented and rejected in [2], [3], and [4] for instance, it
has been time and time again proposed that authors be allowed
to simultaneously submit their papers to multiple journals.

Even though this may seem to be a good strategy it is
never the less problematic as it is unethical and can lead
to legal disputes. It is unethical for two reasons: First, each
paper undergoes reviews by several peers. Those Peers are
faculty and researchers who are taking time out of their own
work and research in order to serve as reviewers. Instead of
spending time reviewing duplicate work, these peers could
be reviewing unique works produced by others that may be
worthy of publication. Second, the editors of the particular
conference proceedings or journal issue will most likely be
tailoring and balancing the publication with all the papers
which have been accepted by the reviewers. If an author’s
paper is accepted in multiple conferences, the author will pull
the paper from all but one conference. Pulling a paper from a
conference in the last minute has the potential to throw off the
carefully crafted balance created by reviewers and conference
proceedings editors, harming other authors and the conference
as a whole.

Double submission can also lead to potential legal disputes
if the author is unable to pull their accepted work, turning the
scenario into a case of duplicate publication explored below.

C. Duplicate Publication

Duplicate publication can occur with or without double
submission. In the case of double submission, an author
submits work that has already been published to a second
publisher. When an author’s paper is published, the author
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typically transfers an exclusive copyright of the paper to the
publisher [5]. Since only one publisher can own the paper,
the submission of a paper to multiple publishers could result
in multiple exclusive owners of the work, creating a legal
battle as to who is the true owner. Even though electronic
publication has enhanced the chances of duplicate publication
being detected, the tools and methods are no further reliable
than plagiarism detection tools and methods. Mainly meaning
that it is detectable after the fact or at best if one copy is
already fully published and available before the second copy
is submitted for publication. No detection mechanism exists
for if both copies are under publication at the same time.

But, it should also be noted that duplicate publication is not
always a problem and hence its detection alone is not enough.
For example as noted by Janie Morse, editor of one of Sage
publications’ journals, some exceptions are the publication
of a translation of an already published article into another
language, a republishing of an article in an anniversary issue,
or an invited republication of a particularly meritorious article
in a book or special collection provided the author does not
fail to provide, or the new publisher does not fail to obtain,
copyright release from whoever holds the copyright - which
usually is the publisher of the original article, and that the
article is published with appropriate acknowledgement to the
original source [6].

IV. OTHER PROPOSED SOLUTIONS

Even though various software solutions (such as Turnitin
[7], Unicheck [8], Grammarly [9], etc.) for detecting plagia-
rism and double publication are utilized, unfortunately they are
only applicable after the fact. No preventative technological
solutions for those issues as well as the nefarious act of double
submission have been proposed except for [10] in 2018 which
the authors do also note as such, as part of the scarce results
of their literature review. Their proposed solution relies on a
central system with Application Programming Interface (API)
access to all participating publishers’ editorial systems and the
sharing of the attributes - such as authors’ names and email
addresses, abstract, etc. - that are collected by the editorial
system during the manuscript submission.

An obvious issue with that proposed system, which is not
missed by the authors, is that it would require infrastructure
not currently in existence. It would be a very difficult task to
require publishers to create APIs for use with the system, let
alone the fact that the data they would be sharing through their
APIs would have Personally Identifiable Information (PII) that
cannot be obfuscation for obvious reasons. Therefore, such a
system would require an enormous security consideration and
infrastructure. The labor, infrastructure, and maintenance costs
of which would far outweigh the potential benefits of such a
system.

Hence, the current best strategies in use so far have been
to hold training sessions for graduate students and other
researchers early in their career [2], for scientists to employ
conscious efforts to ensure that plagiarism does not creep
into any scientific work of theirs [11], adding measures to

punish redundant publication and duplicate submission in
author guidelines [12], and for conference submission systems
to require authors to confirm that their submission conforms
to the conference and society rule for double submission and
plagiarism [2].

Any system with real potential, would have to work without
exposing PII and be operable without the need for new
infrastructure created by the publishers. The use of hashing
and a shared blockchain with the ability for manual submis-
sion by journal editors and/or conference Technical Program
Committee (TPC) members edges the development of such
preventative technology closer to reality.

V. TECHNICAL BACKGROUND

A blockchain is a decentralized, peer to peer method of data
storage that is highly resistant to modification. Users upload
their data into a system where participants of the peer to peer
blockchain network compile the data into a block and then
add it to a chain of blocks. [13] The main methodology for
validating submitted blocks is the Proof of Work protocol.

In a Proof of Work system, each time a block is to be added
to the chain, block validators, known as ”miners”, compete
with each other to solve cryptography problems that are very
difficult to solve but have solutions that are very easy to
verify. [14]. Solving each problem requires a large amount of
computational power, known as ”work”. Whoever solves the
problem first is allowed to place the new block on the chain
and is thus rewarded for their efforts with new cryptocurrency
coins, or fractions thereof, based on the difficulty of the work.
Since anyone can easily verify the miner’s solution, users of
the blockchain can consider the new block to be valid and thus
the data within it to be trustworthy due to the work that was
required to add the block.

This allows users of the blockchain network to know that
their data is stored both securely and permanently without the
need for a centralized arbiter of trust such as a bank, data
warehouse company such as Google, or government agency
[15].

RPB uses a Proof of Work protocol due to its known
effectiveness and security.

VI. DESIGN

RPB consists of two main parts: a blockchain that stores
the data and a verification algorithm that analyzes the data.

A. Blockchain

RPB uses off the shelf, existing blockchain technology
that has been proven secure and reliable. RPB’s proof of
concept uses the bitcoin blockchain, a well known system
that utilizes a proof of work consensus mechanism [16], for
its simplicity and security. However, for the working product,
a more elastic, scalable, and efficient solution was needed.
The security and reliability provided by proof of work based
blockchains comes at a cost of high energy usage and a lack
of elasticity. Proof of work blockchains have only one method
of verification and it is very challenging to make changes.
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Changes that seem minor often require what is known as a
”fork”, where a completely new blockchain path is created
from the old chain. Due to the changing nature of conferences
and publications, creating a fork every time a minor change is
needed is not a viable option. In order to allow for elasticity
and scalability, RPB needed a different consensus mechanism.
Mechanisms designed for enterprises meet these requirements
but they are typically complex and difficult to implement. One
such mechanism is the Ethereum based Quorum Enterprise
Blockchain Client [17]. Quorum allows for both elasticity
and scalability that RPB needs, however, implementing a
Quorum based blockchain solely for RPB is not feasible.
To design the RPB, a commercial blockchain service that
uses Quorum was chosen. Microsoft Azure Blockchain Ser-
vice met the requirements for RPB, and a Quorum based
blockchain using the RAFT consensus protocol was created.
Using Azure allows RPB to make changes as needed and
scale the product without sacrificing its efficiency. The Control
of RPB’s blockchain, should it be adopted by publishers,
would be through a consortium of research conferences and
journal publishers, such as the Association for Computing
Machinery (ACM), European Alliance for Innovation (EAI),
International Academy, Research, and Industry Association
(IARIA), Institute of Electrical and Electronics Engineers
(IEEE), Springer, etc. for computer science and engineering
manuscripts for example.

B. Verification Algorithm

The second component of the RPB, the verification pro-
cess, consists of the following protocol: 1. Verify that the
”transaction”, which includes the uploaded material, meets
the general parameters of RPB (uploader, file type, etc). 2.
Run an algorithm that compares the current paper to all others
in the chain. The algorithm would iterate through all papers
previously added to the chain, comparing the new paper to
the old ones. Whenever a matching paper is discovered, the
forger would note the transaction ID of the matching paper and
the percentage of similarity. 3. Once all parameters are met
and the matching algorithms are complete, the miner would
compile the paper into a block and add it to the chain.

VII. IMPLEMENTATION

RPB is implemented in three phases: a proof of concept
using an existing blockchain product for documents, a custom
prototype built on a private blockchain, and a working product
running on the Microsoft Azure Blockchain Service.

A. Proof of Concept

To show that RPB is viable, a proof of concept was
needed that showed the two core parts of the system could be
implemented: uploading papers to a blockchain and verifying
the uniqueness of papers.

1) Blocksign: Creating a blockchain that accepts large
research papers is not an easy task, so existing products were
explored. A product produced by a company called Blocksign
that verifies signatures on PDF documents by storing a hash

of the document on a blockchain [18] was chosen. Blocksign
piggy-backed their service off the pre-existing blockchain de-
veloped for Bitcoin. Using a function known as OP Return that
is attached to the script for every bitcoin transaction, users can
input up to 40 bytes of data that will be added to the bitcoin
transaction, which will in turn be added to the blockchain.
Blocksign utilizes OP Return to store the hash of a PDF
document. Blocksign did not perform similarity comparisons
between papers, which RPB must do, but Blocksign provides
a means to upload papers to a blockchain. When a Blocksign
user signs a paper, they upload it to the Blocksign website,
which hashes the entire contents of the signed paper. The
output hash is then added to a bitcoin transaction to be stored
on the blockchain. Later on, a user can verify the document,
its signatures, and the time it was signed. Since the hash was
encoded on the blockchain, the user can trust the timestamp
and signatures.

2) Verification Algorithm: To create RPB’s proof of con-
cept, a comparison algorithm that could run on top of Block-
sign’s services was created. The algorithm took the text of
the documents that had been uploaded and hashed them using
a SHA-1 hashing algorithm. While SHA-1 is not considered
secure compared to SHA-256, for the purposes of a proof-
of-concept SHA-1 is appropriate as it is simple and easy to
implement. Next, the algorithm compared the hashes of the
two in order to verify if the paper was unique or whether
it was copied. This allows the algorithm to detect when two
documents were identical, indicating plagiarism.

3) Proof of Concept Results: Using the verification algo-
rithm comparing the hashes of two papers stored on blocksign,
the proof of concept was able to successfully recognize when
two papers were identical and when they were unique. How-
ever, due to the nature of hashing functions, the comparison
was atomic. One slight change in the document would yield
a completely different hash, meaning that a user could simply
change one letter in the document to fool the system. A mali-
cious actor for instance could submit a paper to a conference,
and then change only one letter or word before submitting it
to another. When the second conference uploads the paper to
RPB, the verification algorithm would tell the user that there
are no matches to the uploaded paper and hence accept the
paper as a new block on the blockchain. For this reason, the
use of the bitcoin blockchain is not ideal for the final version of
our product and a more robust system needed to be developed.

B. Prototype

While the proof of concept showed the user whether or not
two papers are identical, this information was not particularly
useful because since a hashing function outputs a completely
different string for each unique input, the hashes of two
papers were completely different even if the papers differed
by only a letter or word. Therefore, the verification algorithm
would allow a malicious actor to write a paper, submit it to
a conference, and then change only one letter or word before
submitting it to another. When the second publisher uploads
the paper, the prototype verification algorithm would tell the
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user that there are no matches to the uploaded paper. For this
reason, the use of the bitcoin blockchain is not ideal for the
final version of our product. RPB would need to use a system
that goes beyond a simple hash of the complete document. To
accomplish this. Thus a custom blockchain was implemented
that uses blocks that have room for plain text so that the system
can determine what degree of similarity the papers share rather
than whether they are identical.

1) Blockchain Template: An IMB python blockchain tem-
plate [19] was used to create a proof-of-work blockchain in
python and then modified to store chunks of plain text inside
the blocks. The blockchain did not include a cryptocurrency
as that feature is not necessary for the operation of RPB. The
goal of the prototype was to show that papers can be added
to a blockchain and compared in a non-atomic manner. The
details of creating the blockchain are unimportant to report
in this paper as it was created from an existing template that
uses the proof of work consensus mechanism. Proof of work
blockchains are generally well understood and the security
of blockchain technology has been proven through extensive
research and real world use. Therefore instead, this subsection
focuses on the modifications we made to the standard template
to accommodate the features of RPB. As with any blockchain,
the entire blocks in the RPB prototype are still hashed but
RPB’s custom chain allows for large amounts of data to be
stored in each block. Each block has a size of 100kb, allowing
for approximately 100,000 characters of text (minus the small
amount used for the block’s code and hash) to be added to
the block. This size was chosen to allow for nearly all papers
to fit on a single block, easing comparisons. This size can
be manipulated based on the specific use case RPB is being
used for. RPB stored the text data in JSON format, which
is the format typically used for storing digital transactions.
Each paper to be added to the blockchain was treated like a
”transaction” with a date, time, and uploader identification. In
the ”new transaction” section of the template, the plain text
data was inserted from the uploaded paper into the blockchain
block. Once inserted, each block was added to the chain as it
normally would.

2) Comparison Algorithm: RPB’s custom comparison al-
gorithm reads the data inside each ”transaction”, which in
this case is the text, and compares it to the data in another
transaction. A python text comparison library [20] was used
to compare the data in each transaction. After the comparison
is run, a percentage of similarity is outputted to the user. This
allows the user to decide whether or not the paper needs further
investigation. RPB is intended to have a variable cut off point,
as percentages of similarity may differ based on different use
cases. For example, if a paper consists of large amounts of
quoted and cited text, a high percentage of similarity would be
expected. Another case in which two original reports are being
compared might require a very low percentage of similarity.
Hence, RPB allows the user to determine what is acceptable
for them by adjusting the similarity level acceptable.

3) Prototype Results: Using the newly developed proof of
work blockchain and verification algorithm, RPB was robustly

tested. Multiple papers with varying degrees of similarity
were uploaded to the prototype blockchain and then processed
to reveal degrees of similarity. The prototype was tested at
multiple different acceptable levels of similarity, and each time
the prototype successfully accepted the papers that fell below
the threshold and rejected the ones above the threshold. The
results showed that RPB was a working concept and merited
further development. The results also showed the challenges
of using blockchain in an environment that varies consistently.
To make adjustments to RPB, the source code had to be
changed each time, requiring the blockchain to start over
again. Restarting a local blockchain is not an issue, however, if
changes needed to be made to RPB after it had been deployed
to a large number of conferences and publishers, changing
source code and restarting the chain would not be an option.
For this reason, it became clear that RPB be best implemented
using a commercial service that allows for active management
of the blockchain.

C. Working Product

1) Commercial Blockchain Service Selection: After review-
ing the results from the prototype and reviewing different
consensus mechanisms, an enterprise block-chain service was
pursued. Multiple services were reviewed, but it was decided
to run RPB on Microsoft Azure’s Blockchain Service. Azure
allows RPB to be implemented in a manner that is scalable, se-
cure, efficient, and easily adaptable to different organizations.
Azure allows the uploading of RPB’s comparison algorithm
to the service and running it on top of Microsoft’s Blockchain
Workbench. Azure’s Blockchain is an Ethereum based system
that uses the RAFT consensus mechanism [21]. Through
Ethereum’s Raft mechanism, RPB will be able to grow and
expand. By using Azure, RPB is much more scalable and will
utilize a blockchain mechanism that is backed by a reputable
organization.

2) Implementing RPB using Azure: After selecting Azure
Blockchain Service, RPB’s verification algorithm was con-
verted into a JSON based application that could run on Azure.
Azure was configured to run RPB, and then the original
python code was translated as needed and uploaded into the
Blockchain Workbench. The implementation process in Azure
was simple and RPB was able to quickly run live.

3) Azure Results: After successfully implementing the
blockchain in Azure, multiple tests were performed. Ten
papers of varying degrees of similarity from 0 to 100, in
increments of 10 percent, were uploaded to the chain and
tested using RPB. RPB successfully identified the similarity
percentages between the papers and either accepted or rejected
them based on the configured threshold. The final results
clearly displayed that RPB was a viable, functional product.

VIII. WORK IN PROGRESS

1) A Better Verification Algorithm: While RPB’s working
product results showed that the Azure based app worked well,
they also revealed room for improvement. The comparison
algorithm used in RPB compares content in a quantitative
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way, disregarding the qualitative components of written works.
Therefore, the algorithm has the potential to miss plagiarism
that an author attempted to mask by replacing words with
synonyms or rewriting the ideas of others without appropriate
credit. To help solve these more complex cases, the RPB
team is currently developing an algorithm that uses natural
language processing to better detect plagiarism and reduce
false negatives. For example, the new algorithm can recognize
text in quotation marks that is cited properly, allowing this
text to be removed from the tally of ”copied” or ”unoriginal”
text. Furthermore, the algorithm can track groups of words and
phrases, allowing for better detection of more complex cases
of plagiarism.

2) Graphical User Interface: Currently, papers are up-
loaded to RPB through an online terminal. While this method
is effective, it is not ideal for users who are unfamiliar with
terminal commands. The RPB team is currently constructing
a web based graphical user interface that allows conferences
to more easily upload papers and access results.

By implementing these two changes, RPB’s ease of use and
effectiveness will be increased.

IX. CONCLUSION

The implementation of the RPB proof of concept showed
that RPB is able to add papers to a blockchain and verify
whether the papers match. However, more importantly, the
results revealed the need for the further development. While
RPB’s prototype successfully revealed whether two papers
had any differences, the use of a hash limited the scope of
the prototype’s verification system. Since a hashing function
outputs a completely different string for each unique input,
the hashes of two papers were completely different even if
the papers differed by only a letter or word. Therefore, the
verification algorithm would allow a malicious actor to write
a paper, submit it to a conference, and then change only
one letter or word before submitting it to another. When the
second publisher uploads the paper, the prototype verification
algorithm would tell the user that there are no matches to
the uploaded paper. For this reason, the use of the bitcoin
blockchain is not ideal for the final version of our product.

RPB’s prototype solved the issues revealed in the proof of
concept. The prototype results proved that RPB is functional
and able to perform comparisons between papers that identify
differences beyond a binary ”unique” or ”not unique” com-
parison. Files with 0, 33, 66, and 100 percent similarity were
tested via the RPB prototype and the prototype performed
as expected, revealing to the user the proper percentages of
similarity. However, the percentage of similarity was both
manipulable and had a high number of false positives. By
performing superficial changes to a paper, such as replacing
words with synonyms and changing the order of the text, RPB
identified papers as unique, where deep down they were very
similar. Furthermore, papers that had a high number of quotes
were often identified as not unique, even when they had orig-
inal content. These results encouraged the implementation of

a more complex comparison algorithm using natural language
processing for the final product.
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Abstract—A procedure for detecting symptoms of dementia
was developed using waveform features of pupil light reflexes
(PLR) of both eyes, in response to blue or red light pulses directed
toward either eye. The experiment was conducted using elderly
people with Alzheimer’s disease, mild cognitive impairment, and
a normal control group who were not patients. This paper focuses
on the differences between the features of irradiated and non-
irradiated eyes, and two combined metrics were produced in
addition to the three factor scores in our previous work. The
level of dementia was estimated using two regression functions
with the extracted features. The performance of the procedure
developed was evaluated using two sets of data, and its validity
was confirmed.

Index Terms—Pupil, Pupil Light Reflex, Alzheimer’s disease,
feature extraction, both eyes

I. INTRODUCTION

One major clinical assessment for dementia is a med-
ical diagnosis known as the Mini-Mental State Examina-
tion (MMSE). The rating classifies participants into groups
with Alzheimer’s Disease (AD) or mild cognitive impairment
(MCI). However, as this clinical test is based on face-to-face
surveillance, sufficient verbal communication is required. The
authors have been trying to develop a metric using reactions
to pupil light reflex (PLR) activity in order to improve the
early clinical diagnostic procedure [1], [2], [3]. Approaches
using PLR have been studied during previous research [4],
[5], [6], [7]. In particular, PLR responses based on Melanopsin
ganglion cells can be an index for the detection of dementia
symptoms [8], [9], [10], [11].

Some of the previous studies have suggested that dementia
may be influenced by the optic nerve which transfers light
detection signals from the retina to a unit of the Edinger-
Westphal nuclei in the pretectum [12], [13], as illustrated in
Figure 1. In order to evaluate the effect of these functions
on PLRs, the responses of both eyes were employed in the
evaluation, instead of a single eye [14], [15]. The specific
metrics for some of the differences of each eye should be

This work was partially supported by the Japan Science and Technology
Agency (JST) [JPMJTM20CQ, 2020-2022].
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Fig. 1. PLR reaction system based on reference [16]

introduced in order to evaluate the activity of these functions.
Of course, a participant’s age is the major factor in the
diagnosis of dimentia, and along with features of PLRs is a
key piece of information.

This paper will focus on the differences of PLR waveform
features of both eyes, and their contributions to the level of
dementia is evaluated, in addition to experimental factors such
as the colour of the light pulses, whether the left or right side
eye is irradiated, and the sequences of the light pulses.

The following topics are addressed in this paper.
1) Features of PLRs to blue and red light pulses of the

irradiated and non-irradiated eyes are compared, and the
differences are evaluated.

2) In order to classify the participants as AD/MCI or
normal control group (NC), two types of functions
predicting the probabilities of patients are developed
using the extracted features of PLRs.

II. METHOD

PLRs of dementia (AD or MCI) patients and elderly persons
not diagnosed with the disease (NC: Normal Control) were
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Fig. 2. Example of PLR [14], [15]

measured.

A. Measuring pupil reactions

Pupil diameters of both eyes were measured for 10 sec. in a
temporal darkened space under the following conditions [14].

1) Condition 1: Observe static pupil oscillation without
light pulses

2) Condition 2: Blue light pulses to the right eye
3) Condition 3: Blue light pulses to the left eye
4) Condition 4: Red light pulses to the right eye
5) Condition 5: Red light pulses to the left eye

The 1 second light pulses of blue (469nm, 14.3cd/m2, 6.5lx)
or red (625nm, 12.3cd/m2, 10.5lx) light were irradiated on ei-
ther eye using Condition 2 ∼ 5, as producing PLR waveforms
as shown in the example in Figure 2. The waveform diameters
were measured in pixels using a piece of specialized measuring
equipment (URATANI, HITOMIRU).

B. Participants

Selected participants were clinically examined using MMSE
tests, and all participants were classified into three levels
with regard to score, such as AD (Alzheimer’s disease,
with MMSE<=23), MCI (Mild cognitive impairment, with
23<MMSE<=27) and NC (Normal control, including no
MMSE scores). Two sets of measured data were prepared for
the 2 different periods.

1) Data set 1: Blue light sessions such as Conditions 1 ∼
5 were assigned first [14], [15].

• AD: 31 (Mean age:83.0, SD:6.3).
• MCI: 9 (Mean age:82.1, SD:6.3).
• NC: 61 (Mean age:75.6, SD:9.2).

2) Data set 2: All participants were measured twice in
two sequential sessions which were conducted beginning
with Blue light sessions (Conditions 1 ∼ 5) or Red light
sessions (Conditions: 1,4,5,2,3) in random combinations.

• AD: 12 (Mean age:80.7, SD:5.5).
• MCI: 2 (Mean age:83.5, SD:7.8).

The measurement observations were conducted by a clinical
physician at two medical institutions, and the procedure was

TABLE I
FEATURES OF PLR

Variables Definitions
RA Relative Amplitude of miosis

t_min Time at minimum size
diff_min Minimum differential of size

t_diff_min Time at minimum differential
diff_max Maximum differential of size

t_diff_max Time at maximum differential
diff2_min Minimum acceleration

t_diff2_min Time at minimum acceleration
diff2_max Maximum acceleration

t_diff2_max Time at maximum acceleration

TABLE II
FACTOR LOADING MATRIX FOR PLR FEATURES [14], [15]

Variables Factor1 Factor2 Factor3
diff_min 0.87 -0.13 0.09
diff2_min 0.76 0.06 0.16
diff2_max -0.83 -0.17 0.22
diff_max -0.36 0.08 0.15
RA -0.24 0.78 -0.09
t_min 0.22 0.73 0.14
t_diff2_min -0.13 -0.00 0.49
t_diff_min -0.05 -0.03 0.36
t_diff_max -0.11 0.23 0.36
t_diff2_max 0.06 0.07 0.30
Factor1: differential & acceleration
Factor2: miosis size and minimum time
Factor3: time components

approved by an ethics committee at Osaka Kawasaki Rehabil-
itation University.

C. PLR waveforms and feature extraction

Condition 1 was designed to observe the degree of pupillary
oscillation while at rest. Subsequently, the frequency powers
of both eyes were calculated separately [17]. The frequency
powers are summarized for each eye in three frequency bands
as PSD1:∼1.6Hz, PSD2:1.6∼4.0Hz, and PSD3: 0.35∼0.7Hz.

[Blue] Factor1
[Red] Factor1

[Blue] Factor2
[Red] Factor2

[Blue] Factor3
[Red] Factor3

Factor Score

Fig. 3. Comparison of factor scores in Data set 2 in order to extract the order
effect of the light pulses (Blue or Red light)
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Fig. 9. Data set 2:Factor3(time components)

A typical PLR reaction is illustrated in Figure 2, and several
features of waveforms were extracted, as shown in Table I,
which shows variable names and their short descriptions [3],
[14]. The latent factors were extracted using factor analysis,
and the contribution ratio is 45.5%. The factor structure and
loading matrix are shown in Table II. Their factor scores are
calculated as meta features [3], [14].

III. RESULTS

A. Order effect of coloured light pulses

During an analysis of Data set 1, an order effect of light
pulse presentation was suspected since some differences were
observed between the two coloured light pulse conditions. In
order to examine the effect, means of factor scores in two
sequences were compared using Data set 2. The means of
blue first and red first sessions are summarised in Figure
3. The means of factor scores in the two sequences were
compared. The differences between the two sequences were
tested statistically, and the differences were not significant
(p > 0.05). Also, there are no significant difference in factor
scores of patients in the two sets of data. Patient’s response
data in the two data sets is comparable (p > 0.05). Therefore,

the order of the light pulses (blue or red light first) of the
two data sets is not significant. However, as there are some
differences in factor scores for each eye, these contributions
were analyses as follows.

B. Differences of factor scores for irradiated and non-
irradiated eyes

Factor scores of features of PLRs are compared to reactions
of eyes which have been irradiated (Irradiated) or have not
been irradiated, such as Cross reaction with the EW nucleus.
Factor scores of Data Set 1, which uses blue and red coloured
light pulses (blue vs. red) as two conditions with the groups
of participants (NC vs. MCI+AD), are summarized and the
responses of each eye when irradiated directly or in cross
condition are compared. The results are illustrated in Figures
4∼6. Responses to light pulse irradiation of both eyes are
summarized using the hypothesis that there are a few differ-
ences between the two eyes. For each factor score, the light
pulse colour affects the differences. The factor of the light
pulse colour is significant for each subject group according
to the results of Two-way ANOVA, except for Factor3 in
the MCI+AD group. The factor for observed eyes (Irradiated
vs. Cross) is significant for Factor1 scores of the MCI+AD
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TABLE III
LOGISTIC REGRESSION MODELS FOR MCI AND AD WITH NC GROUPS FOR DATA SET-1

Model Variables of extracted features N of variables SEL AUC
2n* (R)(L)[3factor x 4 cond. + PSD1-3], age 31 31 0.95
2ns* age,brr1-2,brl3,blr1-3,bll1-3,sPSD3,dPSD3 31 14 0.92
2a* the same condition for 2n [AD vs. MCI+NC] 31 31 0.95
2as* brr1-2,brl3,blr1-3,bll1,bll3,rrr2,rrl2,PSD3 31 13 0.89
3n age,(Irradiated & Cross)*3Factors*2Colour,PSD1-3 16 16 0.83
3ns age,IbF3,IrF1,XbF1-3,XrF3,PSD1,PSD3 16 9 0.81
3a age,(Irradiated & Cross)*3Factors*2Colour,PSD1-3 16 16 0.80
3as IbF3,IrF1,XbF2,XrF1,PSD2 16 5 0.77
4n age,(Products + Rates)*3Factors*2Colour,PSD1-3 16 16 0.80
4ns age,PbF1-2,PSD1,PSD3 16 5 0.77
4a age,(Products + Rates)*3Factors*2Colour,PSD1-3 16 16 0.86
4as PrF2,DbF3,DrF1,PSD2 16 4 0.77
5n age,(Irradiated & Cross + Products + Rates)*3Factors*2Colour,PSD1-3 28 28 0.89
5ns age,IbF2-3,IrF1,XbF1-3,XrF1,PrF1,DrF1,ff1-ff3 28 13 0.84
5a age,(Irradiated & Cross + Products + Rates)*3Factors*2Colour,PSD1-3 28 28 0.89
5as IbF2-3,IrF1,XrF1,PbF1,PrF2,DrF1,DrF3 28 8 0.84
6nL age,(Irradiated & Cross + Products + Rates)*3Factors*2Colour,PSD1-3 28 28 0.89
6nLs age,IbF1-3,IrF2,XbF2-3,PbF2,PrF2,DbF2,DrF3,PSD1-3 28 13 0.87
6nR age,(Irradiated & Cross + Products + Rates)*3Factors*2Colour,PSD1-3 28 28 0.93
6nRs age,IbF1-3,XbF3,XrF2,PbF2,DbF2,DrF3,PSD1,PSD3 28 11 0.88
6aL age,(Irradiated & Cross + Products + Rates)*3Factors*2Colour,PSD1-3 28 28 0.92
6aLs age,IbF2-3,XrF3,PrF2,PSD1 28 6 0.81
6aR age,(Irradiated & Cross + Products + Rates)*3Factors*2Colour,PSD1-3 28 28 0.97
6aRs age,IbF3,IrF3,XbF2-3,XrF1-2,PbF1,PrF1-3,DbF1,DrF3,PSD2 28 14 0.93

SEL: the number of selected variables; *: reported in our previous work [15]

group (F (1, 40) = 5.64). This means that there are significant
differences in Factor1 scores for velocity and acceleration
of PLRs between the two eyes. In addition, there are some
differences in Cross Factor1 and Irradiated Factor3 scores for
blue light pulses, while there are few differences in Factor2
scores. There are few differences in factor scores for red light
pulse except for Cross-Factor3 as well.

These behavioural characteristics are confirmed in consider-
ing two types of light pulse sequences using another data Set,
Data Set 2. The results are summarized in Figures 7∼9 using
an identical format as in Figure 4∼6. In Data Set 2, two kinds
of plots represent two light sequences since all participants are
patients. In comparing the means of the two sequences, those
for blue light pulses are almost similar, but there are some
differences in means for red light pulses. The responses to red
light pulses seem unstable. Also, the factor of the light pulse
colour was significant for factor scores of the first sequence
of red light pulses. The effect of irradiated eyes (Irradiated
or Cross) on means of factor scores is significant for Factor1
scores of the first blue sequence, and Factor2 scores of the
first red sequence. The results of Factor1 coincide with the
results of Data Set 1 in Figure 4.

C. Relationship between responses of irradiated and non-
irradiated eyes

Previous results suggest that the deviations in the factor
scores for two eyes, when directly or cross irradiated, are
relatively smaller than the deviations in factor scores with
other conditions. In order to evaluate the relationships between
the responses of the two eyes, some new metrics are introduced
in order to classify patients and NC participants. In regards

NC Left irradiation
NC Right irradiation
MCI Left irradiation
MCI Right irradiation
AD Left irradiation
AD Right irradiation

Fig. 10. Product and ratio of factor scores between irradiated and non-
irradiated eyes.

to previous studies, the relationship may represent a disorder
related to PLR reactions. Here, one pair of original metrics
is introduced as a result of trial and error evaluations. The
pair may represent asynchronous response characteristics as a
dissimilarity between the responses of the two eyes.

Product{b|r,Fj} = iFactorb|rj × xFactorb|rj, (j = 1, ., 3)

Rate{b|r,Fj} =
iFactorb|rj

xFactorb|rj
, (j = 1, ., 3)
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In the equations, iFactorb|rj means jth (j = 1, 2, 3), for
factor scores of eyes irradiated using blue or red light pulses.
xFactorb|rj means jth factor scores on blue or red non-
irradiated (cross reaction) eye.

These metrics are summarized in Figure 10. The horizon-
tal axis represents the product value, and the vertical axis
represents the rate value. Pairs of products and rates are
calculated from 3 sets of factor scores for two colours of
light pulses on either eye (2×2). They are summarized for the
three levels of participants, where plots for left irradiation are
illustrated as symbols with no fill and plots for right irradiation
are illustrated as solid symbols. All plots deviate along both
product and rate axes. Most of the AD patients show higher
values for the products, and some of MCI patients show lower
values for the products. Some of the NC participants deviate
along the rate axis. In comparing the three scatter grams,
the distributions of the two-dimensional values for the the
three levels of participants are slightly different. In particular,
the mean of the products for AD patients (0.61) is higher
than the mean for MCI patients (0.40), and the mean for NC
participants (0.48) is the middle of the two groups of patients.
Though the differences are small, these positive contributions
to the classification of patients will be confirmed in the next
section of the paper.

D. Classification of dementia levels of patients

In order to classify participants into three levels of dementia,
two logistic regression functions were introduced using the
extracted factor scores of both eyes. Also, power spectrum
densities of pupil oscillation (PSD1 ∼ PSD3) are introduced.
The two regression functions consist of classifying NC or
MCI+AD participants and NC+MCI or AD patients in Data
Set 1 [15]. The logistic regression function provides the
probability of each classification, such as whether NC or
patient. Since both regression functions are used for binary
classification, prediction performance is evaluated using AUC
(Area Under the Curve) of a ROC (Receiver Operation
Characteristics) curve. The AUC for extracting AD patients
is sometimes unstable, as the number of AD patients is
limited. The performance of the previous regression models
is summarized at the top of Table III. Performance is based
on Data Set 1. The model “2n” is used for classifying NC
or MCI+AD patients, and model “2a” is used for extracting
AD patients from NC+MCI participants. The factor scores of
the four conditions 2 to 5 are employed in these functions.
In assessing the contribution of factor scores, selection of
variables using a step-wise procedure is employed to calculate
the function values for models “2ns” and “2as”. Most AUCs
for validation of the performance of Data Set 1 are over 0.9.
Prediction performance of patient detection rates for Data Set
2 are around 50% when the threshold for probability is set to
0.5 on models “2n” and “2a”. Performance is different for the
two sequences of colour light pulses.

In the previous section, factor scores for the left and right
eyes are summarized into the scores for irradiated or non-
irradiated (cross) eyes. The number of variables for both

MCI+AD Probability

A
D
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b
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b
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MCI
NC

Fig. 11. Probabilities of trained data for irradiated left eyes using models
“6nL” and “6aL”.

eyes can be reduced by half, because the factor scores for
irradiations of the left and right eyes using each colour of light
pulse have been averaged. When these factor scores are applied
to two types of regression functions for models “3n” and “3a”,
the performance AUCs show lower performance values than
those for models “2n” and “2a”. Another set of metrics to
measure product (Product_b|r, Fj) and rate (Rate_b|r, Fj)
of factor scores of irradiated and non-irradiated (cross) eyes
are also employed for the two regression functions. However,
detection performance is lower than the performance in the
previous study.

In the next step, two types of metrics are introduced
simultaneously using combinations of models “3n” and “4n”
or “3a” and “4a”. The performance of model “5” improved
in comparison with models “3” and “4”. Here, three sets of
models employ mean factor scores of left and right eye light
pulses. Most variables are based on the responses to light
irradiated or non-irradiated eyes. Therefore, these variables can
be transformed into two sets for irradiated left or right eyes.
The extracted metrics may represent features of the reaction
mechanism for both eyes, since the metrics are generated from
reactions of both eyes. In the section for model “6”, AUCs of
the sets of data for both the left and right eyes are summarized
independently. The performance of model “6” is comparable
with values for model “5”. As the data is divided into sets for
right and left irradiated eyes, and both sets provide similar
performance, estimation may be possible using two colour
light pulses instead of four conditions.

Classification results for Data Set 1 using models “6nL”
(NC detect) and “6aL” (AD detect) are summarized in Figure
11, where the horizontal axis represents the probability of
MCI+AD and the vertical axis represents the probability of
AD. The two-dimensional region is divided into four sub-
regions by two thresholds of probability of 0.5 each. Most NC
participants are classified into the low probability sub-regions,
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Fig. 12. Two sets of prediction result using two models: Mean features and
features of irradiated left eyes using two sets of models, with symbols with
no fill for models “5n” and “5a”, and solid symbols for models “6nL” and
“6aL”.

as shown in Figure 11. Some AD patients are classified into
the bottom-right sub-region, such as those with MCI, but most
MCI patients are classified into the appropriate sub-region.

In order to validate the performance of the models, extracted
features of two sequences in Data Set 2 are applied to the mod-
els, and the predictions are compared. As mentioned above,
54% of patients are detected using a probability threshold of
0.5 for the first blue sequence, and 38% of ADs are detected
using the first red sequence when model “2n” is introduced.

The updated results for Data Set 2 are summarized in Figure
12 using model sets “5” and “6”. In Figure 12, the symbols
with no fill are the predicted probabilities using models “5n”
and “5a”, and the solid symbols are the predicted probabilities
using models “6nL” and “6aL”. When models “5n” and “5a”
are employed, 54% of patients are detected using the first blue
light sequence, and 77% of patients are detected using the first
red sequence. In addition, 77% of patients are detected during
both sequences when models “6nL” and “6aL” are introduced.
These results suggest the possibility of reducing measurement
trials to one light pulse to either eye using two colours, and
improving prediction performance of other data sets.

The robustness of this procedure should be examined using
other data sets which consist of patients and NC participants
of various ages. In this study, the classification of participants
was based on only MMSE scores as mentioned in the section
about participants. Since there are many indices of dementia,
additional information should be considered in order to di-
agnose the symptoms of the disease, including participants’
personal histories. The confirmation of the contribution of
these additional procedures to the diagnosis of dementia will
be a subject of our further study.

IV. SUMMARY

In order to detect persons who may have symptoms of
dementia, additional features of PLRs are defined and applied
to classify the level of dementia using two types of logistic
functions. Prediction performance was evaluated using two
sets of surveyed data obtained from clinical institutes. In
particular, the following points were discussed.

1) PLR observation procedures were evaluated using two
sequences of combinations of light pulses. In the results,
the order of the colour of the light irradiation was not
significant for the extracted factor scores.

2) Two metrics were introduced to represent the charac-
teristics of irradiated and non-irradiated eye reactions
of PLRs. Since these metrics can be generated when
either eye is irradiated by chromatic light, another type
of classification procedure was performed using the
features of PLRs and the two functions.

3) Prediction performance of patients with dementia is
evaluated using several conditions which are based on
two types of functions for identifying two levels of
patients such as those with MCI or AD. These models
are trained using Data Set 1, and their performance was
validated using Data Set 2.

A more accurate prediction procedure and method of analy-
sis of the response mechanisms will be subjects of our further
study.
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Abstract—Systems'  complexity  has  exponentially  increased

in  recent  years.  Security  and  safety  have  become  crucial  in

critical systems, and end-users now demand clear traceability

to  ensure  protection  against  errors  and  external  attacks.

Meeting  this  requirement  necessitates  significant  effort  in

testing. Although automated test sequences can handle a large

portion of testing,  it  is  crucial  to identify as many errors as

possible within the initial hours or days of the testing period.

This paper introduces a machine learning-based solution that

utilizes learned patterns to determine the test order. It analyzes

which  functionalities  are  more  susceptible  to  errors  and

recursively generates the test sequence to be executed at each

step.

Index  Terms—automated  tests,  machine  learning,  tests

prioritization

I. INTRODUCTION

ODAY, people's  safety,  entertainment,  business  deci-

sions, and lives rely heavily on computers and various

software tools. Therefore, it is crucial to ensure their proper

functioning. The most effective approach to achieve this is

by testing the products before they are released on the mar-

ket. Software testing has become an essential component of

any software project being the only way to guarantee high-

quality  applications  that  meets  customer  requirements,  al-

most defects-free.

T

The complexity of software systems is increasing rapidly,

with approximately one third of development costs currently

being spent on electric/electronic development, a figure that

continues to rise. Multiple variants of components are devel-

oped and tested through a series of prototyping phases, often

with  different  schedules.  Consequently,  the  level  of  com-

plexity in specification activities has surpassed what can be

effectively handled by traditional  testing methods systems

that are reliant on human input [1].

Most  system  development  projects  include  a  separate

stage  devoted  to  requirements  specification,  another  stage

for development and another for testing. All functional re-



quirements must be validated and verified against the imple-

mentation. Testing is crucial especially for safety related in-

dustry, and software requirements are usually categorized as

either  "Integration  Test"  or  "Software  Test"  requirements

based on the content of requirements information. Specific

testing techniques and methods are employed depending on

this classification.

It is crucial to conduct testing before deploying software

to end users to identify and fix errors in a timely manner and

ensure the software is functional as intended. While testing

aims to minimize errors, it is almost impossible to achieve a

software product that is 100% error-free. Product quality is

dependent on various parameters, such as performance, reli-

ability,  correctness,  testability,  and  reusability,  which  can

only  be  ensured  through  testing.  Although  testing  can  be

time-consuming and  expensive,  it  is  better  to  invest  in  it

early rather than after customer issues have arisen [2]. Bal-

ancing  project  costs  and  benefits/quality  is  important  to

make a  development  business  case  feasible.  The key ele-

ments that indicate how much testing is enough are provided

test coverage, time, and cost.

Manual  testing  was  the  traditional  process,  but  it  was

time-consuming and limited by the available timeframe [3].

Hence, most testing activities have shifted to automated soft-

ware testing execution with different tools that are more effi-

cient,  reduce  time  and  cost,  and  increase  test  coverage.

There is a wide range of testing tools available on the market

that  can  be  customized  based  on  the  complexity  of  the

projects [4].

Recently, the authors have proposed a new paradigm in

testing by extending classic tools to incorporate artificial in-

telligence (AI). This approach offers several benefits, such

as faster and easier test creation, simpler test execution and

analysis,  and  reduced  test  maintenance  [5].  AI  has  trans-

formed the testing approach by simplifying test documenta-

tion steps, decreasing maintenance effort, and providing new

ways to interpret the results.

A machine learning approach for automatic testing
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The aim of the current work paper is to present the results 

obtained by a prototype system that uses Machine Learning 

algorithms for test-cases prioritization. The input is repre-

sented by an existing database of testcases together with the 

results obtained from past releases, in an Automotive project. 

The system will analyze existing testcases (executed in past 

releases), together with the newly created ones in order to 

classify the ones with higher risk of failure. They will be ex-

ecuted first in the list. 

The remainder of this article is organized as following: 

chapter 2 presents the motivation leading to the present work 

and summarizes the prior research in this domain, chapter 3 

presents an original proof-of-concept application which was 

developed and the results obtained during experiments and in 

the final chapter there are presented the conclusion and future 

directions. 

II. RELATED WORK 

In recent years, several machine learning (ML) algorithms 

have been used to solve a few particularly difficult problems 

in the field of automate classifications for systems. Two as-

pects are considered: requirements and tests classification. 

An example of such a problem is the identification and 

classification of non-functional requirements in requirements 

documents. ML-based solutions have shown promising re-

sults that go beyond those of traditional Natural Language 

Processing (NLP) approaches. 

In [6], the authors work on automatic classification of re-

quirements by performing a systematic review of 24 ML-

based solutions for identifying and classifying NFRs. The au-

thors selected 24 research papers that use 16 different ML al-

gorithms. These algorithms can be divided into three catego-

ries: supervised learning (7 algorithms), unsupervised learn-

ing (4 algorithms), and semi-supervised learning (5 algo-

rithms). The supervised learning algorithms were used in 17 

papers (71%), with SVM being the most popular algorithm in 

11 studies (45.8%). The authors come to the following con-

clusions: ML-based solutions have potential in classifying 

and identifying NFRs; collaboration between RE and ML re-

searchers is needed to address open challenges in the devel-

opment of ML systems for real-world use; The use of ML in 

RE opens up exciting possibilities for the development of 

novel expert and intelligent systems to support RE tasks and 

processes. 

Another article [7] presents an approach to automatically 

classify content elements of a requirements specification into 

requirements or information. The presented approach could 

be used in the following ways: classification of content ele-

ments in previously unclassified documents; Perform an anal-

ysis on a previously classified document and assist the user in 

identifying elements that are not correctly classified. 

The authors propose Convolutional Neural Networks, a 

machine learning algorithm that is receiving more and more 

attention in the field of natural language processing. To train 

the neural network, the authors used a collection of over 

10,000 content elements extracted from 89 requirements 

specifications from their industry partner. By using 90% of 

the content elements as training data and the remaining 10% 

as test data, the authors' approach was able to achieve a stable 

classification accuracy of about 81%.  

In [13], the authors introduce a methodology for automati-

cally assessing the quality of requirements based on input 

from field experts who utilize the methodology. The main ob-

jective of this methodology is to predict the quality of new 

requirements. To accomplish this, the experts provide an ini-

tial set of requirements that have been previously classified 

according to their quality and deemed appropriate. For each 

requirement in the set, the authors extract metrics that quan-

tify the quality value of the requirement. The methodology 

suggests employing a Machine Learning technique called rule 

inference to learn the value ranges for these metrics and de-

termine how they should be combined to interpret the quality 

of requirements, as perceived by domain experts 

Strictly related to tests classification, the state-of-the-art 

approach involves using machine learning algorithms for test 

creation and maintenance. This has led to improvements in 

reducing maintenance efforts and enhancing product quality. 

Machine learning can be used throughout the software testing 

life cycle, from test creation to issue management. So, how 

can machine learning be applied in testing? There are several 

ways to enhance the process: 

A. Handling issues: 

ML algorithms can be used to classify issues based on 

severity levels, predict assignees for issues based on past 

experience, cluster issues based on common features, and 

prioritize cases based on their relation to issues. Various tools 

have been developed in this area [8]: 

• classify issues according to severity levels 

• predict assignee of an issue according to previous ex-
perience 

• cluster issues to see whether they heap together on spe-
cific features 

• prioritization of cases by relating to issues  

B. Software maintenance  

Machine learning techniques can reduce maintenance 

efforts by automating the review process. Self-healing 

methods can save time by automatically detecting and 

suggesting resolutions for broken test cases caused by code 

changes [9]. 

C. New tests generation 

As software systems become more complex, it becomes 

challenging to define tests that can check the entire product 

spectrum. Investing in an ML system that can automatically 

generate pattern-based tests is a cost-effective solution. Once 

the ML system is trained, it can learn patterns and generate 

tests automatically in the long run. Innovative solutions for 

automated test generation have been proposed in [10] and [11] 

for embedded systems, while [12] proposes a hybrid ML 

algorithm to manage test scenarios for printed-circuit boards. 
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Experimental results have shown an increase in fault 

identification from 57.3% to 78.9% 

III. THE METHOD 

The testing phases for successive software versions in com-

plex projects are in most cases particularly challenging, both 

in terms of cost and time. Several thousand test cases can be 

executed during a full test cycle, and the execution time can 

be extended to weeks. Given this long duration of testing, a 

serious bug significantly increases the cost of the project if it 

is discovered in the final phase of the timeframe. This in-

cludes implementation costs and retesting costs. A big ad-

vantage would be to find a way where topics with a high 

chance of failing to be executed first. This would make it pos-

sible to evaluate first those functions where there is a high risk 

of failure, then those with lower risk, and so on. At the end of 

the test phase, only the functions with the lowest risk of fail-

ure remained.  

This article presents an original solution that performs an 

automated classification of tests based on their scope and de-

termines step by step which tests need to be run next. The de-

cision is based on previous experience and the results of the 

current cycle, based on tests already carried out. The solution 

uses machine learning algorithms for automated classifica-

tion, result analysis, and determination of the test sequence 

for each next step. The application has been designed as a tool 

that supports the testing process in the following areas:  

• Automated classification of test cases  
• Risk assignment - learning phase  

• Selection of the test sequence. 

A. Testcases definition 

The application was designed to be compatible with sys-

tems where tests are designed based on a template that pro-

vides detailed information about the scope and steps of the 

tests. The following elements need to be defined for each test 

specification and will be considered as input: 

Test scope description: This specifies what will be verified 

in the current test and is expressed as free text. For example, 

"The test is verifying the system's reaction in case of a dam-

aged LED." 

Test preconditions: This describes the initial state of the 

system, also in free text. For example, "The system is running 

with no active errors." 

Test steps description: This provides a step-by-step speci-

fication of the tasks that need to be performed to verify the 

test scope. For example: 

Step 1: Start the system diagnosis and disconnect the load. 

Step 2: Turn on the light. 

Step 3: Verify if the system detects any errors. 

Pass/fail criteria: This defines how to interpret the results 

of the previous steps. For example, "If the system detects the 

fault, the test is considered passed." 

Automation: This refers to a script that can be executed au-

tomatically to perform the specified steps and evaluate the re-

sults. 

During a regular test cycle, the tests are grouped into se-

quences based on functionalities. Each sequence is executed 

sequentially, and the results are analyzed and documented. 

This means that each test is assigned to only one main func-

tionality and is executed when that functionality is the focus. 

The proposed solution use the TensorFlow algorithm to 

parse each test individually. Based on the analysis of the de-

fined scope and description, it generates a list of functionali-

ties that are directly or indirectly verified. This classification 

creates a graph where all the tests are linked to each other 

based on predefined keywords, which represent the function-

alities in focus. 

B. Dataset 

We have generated a dataset using an existing set of real 

Testcases used for the validation of an Electronic Control Unit 

(ECU) in the automotive industry. Each individual Testcase 

in the dataset possesses the following attributes: 

• Test scope description 

• Test preconditions 

• Test steps description 

• Pass/fail criteria 

Starting from these attributes we have generated two new 

attributes that are used for Testcases prioritization. 

The first attribute, called Test Priority is obtained by con-

catenating the text information from the Test scope descrip-

tion, Test preconditions and Test steps descriptions. The sec-

ond attribute is called Test Added Value and is obtained based 

on the Pass/fail criteria and the results of the interpretation of 

the Testcases executed in each of the five releases. The Test 

Added Value is a label having values with 0 and 1.  

0 -    Testcase low value added 

1 -    Testcase high value added 

These labels from the Test Added Value were automati-

cally assigned via a script to each of the Testcases.  Prepro-

cessing was performed on the Test Priority attribute to elimi-

nate extraneous information, such as logical expressions and 

statements that could not be converted into lexical tokens.   

The resulting dataset comprises 5000 Tescases , which 

serve as the raw input for our Test prioritization process.  

C. The Application description 

We utilized two computational methods for our dataset. 

The first method is checking the traditional "bag of words" 

(BoW) representation, where word occurrences are counted 

to create a vector for each sentence. The second method uti-

lizes "word embeddings," a newer approach that assigns each 

word a vector preserving semantic meaning. Our experiments 

aimed to evaluate the potential of word embeddings (VE) 

compared to the classic BoW representation when combined 

with deep neural networks for automated Testcases prioriza-

tion. 

IV. EXPERIMENTS AND RESULTS 

The experiments performed followed a two-step pro-

cessing pipeline: 
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Text vectorization: Each Testcase document was trans-

formed into a numerical vector using either the BoW or VE 

method. 

Deep learning classification: A suitable deep neural net-

work (NN) was defined, trained, and validated to classify the 

vectorized representations obtained in the previous step. 

For both models, we applied the standard approach of 

cross-validation. Our dataset was split into training and test-

ing sets, with 75% of the examples used for training and the 

remaining 25% for testing to measure model accuracy. The 

split was performed using the "train_test_split" method from 

the scikit-learn package. 

A. First Model: 

Initially, we made the BoW representation of text. To ac-

complish this, we constructed a vocabulary from our dataset 

consisting of a unique word list. Each word was assigned an 

index, and every Testcases (example) was then associated 

with a vector of dimensions equivalent to the vocabulary size, 

which was  2135  in our specific case. Within the vector, each 

element indicates the count of occurrences for the correspond-

ing word in our dataset. 

For the Testcases classification using deep neural networks 

(NN), we utilized Keras. The NN architecture consisted of an 

input layer, one hidden layer with 10 nodes, and an output 

layer. The hidden layer employed a densely-connected NN 

layer of type layers. Dense with the ReLU activation function. 

Since we were dealing with a binary classification problem, 

we used the sigmoid activation function with a dimensionality 

of 1 for the output layer. The optimization of the NN was per-

formed using the Adam algorithm, and binary cross-entropy 

served as the loss function. 

Using the constructed model, we trained it using our train-

ing data. The training process involved 10 samples per gradi-

ent update, and we performed 20 iterations. The first layer had 

21,360 parameters, while the second layer had 11 parameters. 

The total number of parameters was calculated as follows: 

each feature vector had 2135 dimensions, which required 

weights for each feature dimension and each node, resulting 

in 2135 * 10 (adding 10 times bias for each node). The layer 

had 10 weights and one bias. During the training process, all 

21,371 parameters were determined. The results are presented 

in Figure 1. 

To evaluate the performance of the trained network, we 

measured accuracy on both the training and test sets, as well 

as the training and validation loss.  The first model achieved 

an accuracy of 85%. 

B. Second Model 

In our second model, we employed word embeddings to 

represent the requirements, departing from the previous 

model that used the Bag-of-Words (BoW) approach to map 

each requirement to a single feature vector. Instead, we rep-

resented each word as a numeric vector. There are two options 

to acquire word embeddings: training them separately on the 

new corpus or using pre-trained versions. In our experiment, 

we opted to utilize pre-trained GloVe word embeddings, spe-

cifically the glove6B.50d.txt file, which encompasses 

400,000 unique words and has a total size of 822MB. How-

ever, we filtered the embeddings to include only the words 

present in our dataset. 

To prepare the data for our word embeddings model, we 

utilized the pre-processed test and training data and per-

formed tokenization. The Keras Tokenizer utility class was 

employed to convert the dataset into a list of integers. Each 

integer in the list corresponds to a word in the dictionary that 

Fig.  1 Results obtained using first model 
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represents the entire corpus. As the length of each require-

ment (example) may differ, we padded the word sequences 

with zeros to ensure a consistent length of 100 for our exper-

iment. 

For the architecture of our second model, we employed a 

deep neural network (NN) comprising an input layer, three 

hidden layers, and an output layer. The first layer utilized the 

layers.Embedding data type, enabling us to map the examples 

represented as lists of integers to a suitable representation for 

processing by the subsequent GlobalMaxPool1D layer. The 

embedded layer was configured with the following parame-

ters: 

Input dimension: 2135, representing the vocabulary size. 

Output dimension: 50, indicating the size of the dense vec-

tor. 

Input length: 100, denoting the length of the word se-

quence. 

The second hidden layer was of type GlobalMaxPool1D, 

employing default parameters to downsample the incoming 

feature vectors by selecting the maximum value across each 

feature dimension. 

The third hidden layer was of the Dense Layer type, similar 

to the first model. 

As we were dealing with a binary classification problem, 

akin to the first experiment, we employed the sigmoid activa-

tion function with an output dimension of 1 for the NN mod-

el's output layer. Binary cross-entropy was used as the loss 

function to measure the discrepancy between the actual output 

and the predicted output. 

We optimized our NN using the Adam optimizer. With the 

model created, we proceeded to train it using our training 

data. We used 10 samples per gradient update and conducted 

50 iterations. The results obtained are depicted in Figure 2. 

To evaluate the performance of the trained network, we 

measured the accuracy on the training and test sets, as well as 

the training and validation loss. This model showcased im-

provement over the first model, achieving an accuracy of 

89%. 

V. CONCLUSION 

In the last years, artificial intelligence started to transform 

the testing paradigm in ways that could not have been consid-

ered possible some years ago. In the current paper it is pre-

sented an innovative solution applied in the testing domain 

based on machine learning algorithms for tests execution. 

It is considered the first results and experiments towards 

automating classification of new written Testcases in soft-

ware engineering for automotive industry towards test execu-

tion. We have investigated the potential of combining deep 

NN models with word representations for improving the per-

formance of this task.  

Our results are preliminary, nevertheless, we were able to 

obtain an improvement in performance for the word embed-

dings approach, as compared with the baseline bag of words 

approach. In the near future we plan to strengthen our results 

by expanding our experiments to include different and larger 

data sets, as well as to use different and suitably trained deep 

NN architectures. 
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Abstract—This paper deals with a benchmark of automated 

test generation methods for software testing. The existing meth-

ods are usually demonstrated using quite different examples. 

This makes their mutual comparison difficult. Additionally, the 

quality of the methods is often evaluated using code coverage or 

other metrics, such as generated tests count, test generation 

time, or memory usage. The most important feature – the ability 

of the method to find realistic errors in realistic applications – is 

only rarely used. To enable mutual comparison of various 

methods and to investigate their ability to find realistic errors, 

we propose a benchmark consisting of several applications with 

wittingly introduced errors. These errors should be found by 

the investigated test generation methods during the benchmark. 

To enable an easy introduction of various errors of various 

types into the benchmark applications, we created the Testing 

Applications Generator (TAG) tool. The description of the TAG 

along with two applications, which we developed as a part of 

the intended benchmark, is the main contribution of this paper. 

Index terms—Benchmark, software testing methods, automa-

ted test generation, application generation, Java code parsing, 

error introduction. 

I. INTRODUCTION 

HE testing is a very important part of software develop-

ment. It improves the probability of the correct functi-

oning of an application, as it helps to uncover and fix errors 

unwittingly introduced into it during its development.  As the 

manual creation of the tests is a lengthy and error-prone 

process, there is an intensive research on automated test 

generation methods for more than two decades (see, for 

example, [1] or [2]). In existing scientific papers, automated 

test generation is proposed or used on various testing levels. 

The lowest level is unit testing, which focuses on individual 

basic functional elements of the tested application, such as 

methods or functions. The middle level is the regression and 

integration testing focused on the correct cooperation of 
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larger parts of the application. The highest level is the testing 

of the functionality of the entire application, its cooperation 

with its environment, and its adherence to its specification. 

At all levels, the expected advantages of the automated 

testing is the reduced time spent by programmers on the tests 

preparation and/or execution, decreased number of errors 

within the tests themselves and increased code coverage of 

the tested application. Nevertheless, there are also disadvan-

tages. For example, it is inherently difficult to automatically 

verify whether the tested parts of the application give correct 

results, as it requires knowledge or generation of correct 

results. Another problem (discussed for example in [3]) is 

the combinatorial explosion. This means that the number of 

generated tests can be very high in order to cover all combi-

nations of representative input values (e.g., values of tested 

method parameters). This can lead to long running times. 

A different problem is the testing of automated test 

generation methods themselves. In many scientific papers, 

the method functioning is often demonstrated only on small 

examples (e.g., in [4] or [5]), from which the usability in a 

real project cannot be concluded. Although there are also 

methods tested on more realistic examples (e.g., in [6] or 

[7]), these examples are not mutually similar and do not 

enable direct comparison of the features of the methods.  

It should also be noted that, from the pragmatic point of 

view, the most important feature of the method in a real 

project is the ability to find realistic errors of various types 

[8]. Nevertheless, in scientific papers, this feature is virtually 

never used as the metric for method assessing (with some 

exceptions, e.g., [9]). A quite common approach used for 

automated test generation methods evaluation is mutation te-

sting [10]. Using this approach, several versions of the tested 

program (so-called mutants) with small changes imitating 

real errors introduced by mutation operators are generated. 

The quality of the automated test generation method can be 

then assessed by the number of mutants the method is able to 

identify [10]. However, a large portion of the papers uses 

only code coverage for the methods evaluation (e.g., [11] or 
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[12]) or other metrics, such as generated tests count, test 

generation time, or memory usage (e.g., in [13]).  

In order to enable mutual comparison of various automa-

ted test generation methods and to investigate their ability to 

find realistic errors, we propose to create a benchmark 

consisting of several various applications with wittingly 

introduced errors. The numbers of the errors discovered and 

not discovered by each method can be then used for a direct 

assessment of the quality of each method. In order to enable 

an easy introduction of various errors of various types into 

the benchmark applications, we created a tool called Testing 

Applications Generator or TAG. The TAG is designed in 

and for Java language, similarly to many automated test 

generation methods (e.g., [4] or [14]). It enables to introduce 

errors of various types into the source codes of methods 

bodies of an application. The description of the TAG and its 

functioning and the first two applications, which we plan to 

utilize as a part of the benchmark of the automated test 

generation methods, are the main contributions of this paper. 

The remainder of the paper is structured as follows. 

Section II briefly discusses the existing automated test 

generation methods. Section III is focused on related work. 

In Section IV, the TAG is described in detail. The two 

benchmark applications are described in Section V. The tests 

of the TAG and their results are described in Section VI. The 

conclusions and the future work are discussed in Section VII. 

II. AUTOMATED TEST GENERATION METHODS 

There is a large number of existing test generation 

methods, which are based on various technologies and use 

various inputs for their functioning (see [15] for details). 

Some examples are summarized in following subsections. 

A. Commonly Used Technologies in Testing Methods 

The test generation methods can be based on a single 

technology, but often employ multiple technologies. Control-

flow-based methods utilize control flow diagrams created by 

static analysis, for example in [1]. The diagrams are used to 

generate tests covering all branches of the program, often in 

conjunction with random input data generation, as in [16]. 

Specification-based methods are somewhat similar to con-

trol-flow-based methods as the tests can be generated from 

diagrams utilized for the description of the application, such 

as UML diagrams, as in [17], [18]. Different forms of speci-

fication can be used as well, for example use case descrip-

tions employed in [17], [19] or contracts employed in [20]. 

The search-based methods typically employ a search 

meta-heuristic to generate tests including genetic algorithms 

(e.g., in [4], [11]), particle swarm optimization (e.g., in [5]), 

or ant colony optimization (e.g., in [21]). The meta-heuristic 

is typically combined with a technology enabling to evaluate 

the found solutions, for example with control-flow diagrams 

(e.g., in [22]) or program instrumentation (e.g., in [23]). 

Program-execution-based methods employ real or symbo-

lic executions of the tested program for test generation. If the 

real program is executed, there is usually some form of code 

instrumentation, such as in [24] or [25]. Examples of sym-

bolic-execution-based methods can be found in [26] or [27]. 

B. Commonly Used Inputs for Testing Methods 

The aforementioned and other existing test generation 

methods use various primary inputs. In many cases, it is the 

source code of the tested program, as for example in [1], [4], 

[11], [26], or [27]. The source code does not have to be used 

directly. For example, in [1], the static analysis of source 

code is used for the generation of control-flow diagrams, 

which are in turn used for the generation of the tests. In [4], 

the source code is used for the determination of the method 

parameters, which are then used by a genetic algorithm. 

The primary input can also be an instrumented execution 

of the program (e.g., in [24], [25]), or Java bytecode (e.g., in 

[12]). Yet another primary input can be a description of the 

tested program in some form, for example the UML diagram 

(e.g., in [17], [18]) or the contracts description (e.g., in [20]). 

It should be noted however that, regardless of utilized 

primary input, the resulting generated tests are used for the 

testing of a real tested program (i.e., not its model nor 

description). That means that, although the source code 

and/or executable version of the program may not be 

necessary for the generation of the tests, it is required for the 

execution of the generated tests. The executed tests should 

then discover errors present in the program. 

III. RELATED WORK 

As we are working on the creation of automated test 

generation methods benchmark, which would solve the diffi-

culties of test generation method comparison (see Section I), 

we investigated the existing research in this area. 

A. Benchmarks of Testing Methods 

The benchmarks of testing methods are quite rare, but 

there are a few examples. A benchmark was used for a com-

petition of Java unit tests generating tools (Java Unit Testing 

Tool Contest 2018) [28]. The benchmark consisted of 59 

real-life Java classes from 7 open-source projects. The pro-

jects were selected randomly from a pool of GitHub reposi-

tories, which met predefined criteria, such as having enough 

stars, being able to be built by Maven, and containing JUnit 

4 tests [28]. From the total number of 2 566 classes of the 7 

projects, only classes with at least 1 method with at least 2 

condition points were considered further. From them, 59 

randomly selected classes were used as the benchmark [28]. 

For the selection of the projects, an unspecified script was 

used. For the class filtering, an extended CKJM library was 

used [28]. No intentional introduction of errors was reported 

in [28]. For the evaluation of the contesting tools, code 

coverage computed by the JaCoCo tool and mutation testing 

analysis performed by PIT tool were used [28]. 

A similar benchmark was used for the Java Unit Testing 

Tool Contest 2020 [29]. The selection of the projects was a 
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bit different, the predefined criteria were being able to be 

built by Gradle or Maven and containing JUnit 4 tests [29]. 

In the end, 4 projects were selected. Only 1 094 classes with 

at least 1 method with at least 4 condition points were consi-

dered further. These classes were further filtered by trying to 

generate tests for them using Randoop tool with 10 seconds 

time budget for each class. Only the classes, for which at 

least one test was generated, were considered further. Using 

this filter, 382 classes remained. From them, 60 classes were 

randomly selected for the benchmark, while another 10 were 

selected based on the past experience [29]. For the class 

filtering, JavaNCSS tool was used [29]. Again, no intentional 

introduction of errors was reported in [29]. Similarly to [28], 

code coverage computed by the JaCoCo tool and mutation 

testing analysis performed by the PIT tool were used for the 

evaluation of contesting tools [29]. 

In [10], the creation of a repository of artifacts, usable for 

standardized evaluation of mutation-based testing methods, 

is described. The authors used a relational database as the 

storage of the artifacts and created import scripts for them. 

The basis of the repository is a set of Java classes taken from 

4 open source projects from GitHub and from a set of simple 

Java programs. From the ca. 2 000 classes, ca. 50 000 test 

cases and ca. 195 000 mutants were generated using the 

existing EvoSuite and PIT tools, respectively. These test 

cases and mutants are also stored in the repository [10]. 

In [8], a benchmark testbed application with artificial err-

or injection for the evaluation of testing methods is descri-

bed. The application is the University Information System 

Testbed (TbUIS), a fictional, but functional university study 

information system, which includes students, teachers, mana-

gement of exams, and related processes. It is a layered J2EE-

JSP-Spring web application with relational database storage 

and object-relational mapping (ORM) using Hibernate. The 

application consists of 87 .java and 18 .jsp files with 

more than 10 000 lines of code in total. The TbUIS source 

code is highly covered by automated unit and frontend 

functional tests in order to reduce the number of errors 

introduced during the development of the application [8]. 

To introduce errors into the TbUIS application, the Error 

seeder application is used. It operates on the bean (i.e., class) 

level. Each bean of the TbUIS application can be replaced 

by a version with introduced error or errors. The errors, 

which shall be introduced, are selected from a predefined set. 

The resulting version of the TbUIS application with the 

beans with introduced errors can be then compiled and used 

as a part of the benchmark of testing methods [8]. 

B. Assessing and Comparability of Testing Methods 

The diversity of examples, on which the functionality of 

the automated test generation methods is demonstrated in 

scientific literature (see Section I), is mentioned in several 

review papers. A thorough review paper [30] deals with 

search-based test generation methods. One of the conclu-

sions is that there is a lack of standardized rigorous way to 

assess and compare various methods. Moreover, it is pointed 

out that, while many of the test-generating methods can 

achieve high code coverage, it is not clear whether the tests 

are actually able to find errors in the source code [30]. 

Similarly, the review paper [31], which is focused on 

mutation testing, concludes that the experimental material 

used in the papers describing various test generation methods 

is typically non-standardized, lacks reusability, and is rarely 

available to be shared to support further experiments [31]. 

One of the conclusions of the review paper [32] focused on 

search-based and mutation testing methods is that the 

comparability of the automated methods is difficult [32]. 

IV. TESTING APPLICATIONS GENERATOR 

In order to address the difficult comparability of the 

automated test generation methods, we decided to create a 

benchmark, which would consist of several various applica-

tions with wittingly introduced errors. The number of the 

errors discovered and not discovered by each automated test 

generation method can be then used for a direct assessment 

of the quality of each method. Nevertheless, since various 

methods can be focused on specific types of applications 

and/or errors, the creation of a single benchmark application 

with hardwired errors would be of limited usefulness. Hence, 

we created a prototype implementation of the Testing Appli-

cations Generation (TAG) tool. The TAG enables to introdu-

ce errors of various types into the source codes of imported 

applications. The TAG is inspired by the TbUIS [8] (see 

Section III.A), but is different in many ways (see below).  

A. Usage of TAG 

The TAG is a Java desktop application with a graphical 

user interface (GUI) enabling to import multiple Java appli-

cations. The entire project can be imported (see Secti-

on IV.C), but the source codes are required. The source code 

files of each imported application are parsed and the entire 

structure of packages, classes, interfaces, and other code 

artifacts are stored down to the level of individual methods.  

Each method has a single imported body, but additional 

copies of the body can be created on user request. The user 

can then introduce one or multiple errors into each copy (see 

Section IV.D for details). All the created copies are stored. 

In order to export an application with selected introduced 

errors, the user then only selects the method bodies contain-

ing the required errors and the application is created in a 

selected folder. The exported application can be used as a 

part of the benchmark of automated test generation methods, 

as it contains known introduced errors and, inevitably, other 

errors already present in the application prior its import. 

So, the TAG is distantly similar to the Error seeder of the 

TbUIS (see Section III.A). However, unlike the Error seeder, 

the TAG is not designed for a single application. Multiple 

applications can be stored and virtually any Java application 

with source codes can be imported. There are no require-

ments for a specific technology,  such as Spring,  the applica- 
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Fig. 1 Scheme of the TAG data model 

tion must be only compilable by a standard Java compiler 

(currently version 11). The introduced errors are also not 

limited to a predefined set. Lastly, the Error seeder operates 

at the Java beans level (i.e., an entire bean is replaced with a 

faulty one), while the TAG operates at the method level (i.e., 

a method body is replaced with a faulty one). 

B. Data Model 

All the data utilized by the TAG are stored in a relational 

database using ORM via Hibernate. The scheme of the data 

model is depicted in Fig. 1. The database enables to save the 

entire structure of an application project including folder 

structure with various types of files (e.g., libraries, resources, 

documentation, or build scripts) and the package structure 

with classes, interfaces, and other source code artifacts. The 

files other than source code files are stored only as type, 

name, content, and parent folder. On the other hand, the fol-

ders representing package structure are also stored as packa-

ges and the contained source code files are parsed and stored 

as classes, interfaces, methods, and their bodies. The content 

of the class outside any method (i.e., typically attributes), so-

called class attributes section are stored as well. For each 

method, multiple bodies can be stored and, for each class, 

multiple class attributes sections can be stored. The test clas-

ses (or test cases in JUnit terminology) containing individual 

tests are parsed as well. However, each test (corresponding 

to a method of the test class) has only one body and each test 

class has only one class attributes section. The reason is that 

the introduction of errors into tests is not expected. 

Besides the structures of the imported applications, the 

database also contains all necessary code lists, such as access 

rights, modifiers, file and folder types, or error types. Some 

of them, for example the access rights and modifiers are 

expected to hold constant sets of values. To the others, such 

as file and folder types or error types, new values can be 

added as needed. The database also contains all the errors, 

which are introduced into the applications. 

C. Application Import 

For each application, its entire project can be imported 

including the folder structure, source codes, resources files, 

libraries, build scripts, and other files. Nevertheless, only the 

source codes are required. The contents of other files are 

only stored into the database, while the contents of source 

code files (i.e., .java files) are parsed down to the method 

body level, but not further. That means that the content of the 

body of a method is not parsed and is stored as a text seg-

ment. Similarly, a class attributes section (containing mainly 

attributes) is stored as a text segment. On the other hand, the 

headers of classes and methods are parsed including method 

parameters, return values, type parameters, and so on. Test 

classes are parsed and stored similarly to normal classes. 

During the import, the content of the selected folder with 

the imported application is explored and displayed as a tree 

to the user, who must mark the source code and tests 

subfolders. He or she can also choose the type of other 

folders or mark some not required folders as ignored (see 

Fig. 2a). Then, the import including the parsing of the source 

code files is performed automatically. There are no specific 

requirements for the folder structure, it is possible to import 

Eclipse or Maven/Gradle styles or customized structures. 

If there is a problem during parsing a source code file, the 

import is not stopped. Instead, the source code file is stored 

into the database as a general file with its entire content “as 

is” (similarly to, for example, a resource file). The import 

then resumes with the next source code file. This way, one 

(or multiple) file with a parsing error does not hinder the 

entire import. It is not possible to introduce errors into the 

files, whose parsing failed (unless the application is edited 

later directly using the GUI of the TAG), but the other 

correctly parsed files are not negatively affected. The parsing 

error can be caused by syntax errors or by using an unexpec-

ted construction, such as constructions added to newer 

versions of Java. Currently, the parser is set to Java 11. 

Once the application is imported, its folder and package 

structures are displayed as a tree (see Fig. 2b). It is possible 

to display the details of its individual items and add/edit/de-

lete them. Theoretically, it is possible to create the entire 

application by adding its individual items one by one (i.e., 

without the import), but this approach would be lengthy and 

error-prone and it is not recommended. The TAG is no Inte-

grated Development Environment (IDE), its editing capabili-

ties are intended only for little changes, which might be 

necessary during the introduction of the errors (see Secti-

on IV.D) or during other minor adjustments of the applica-

tion (e.g., correction of the failed parsing – see above). 
 

 

Fig. 2 Application import (a) and imported application structure (b) 
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D. Error Introduction 

The errors introduction is manual in the sense that the user 

must manually edit a method body or a class attributes 

section, to which he or she intends to insert the error. The 

added error should be also added to the list of errors. Each 

specific error has its type, name, description and correspond-

ding method body and/or class attributes section. This way, 

each method body and class attributes section can be de-

scribed by the errors it contains. This enables easy selection 

of intended method bodies and class attributes sections 

during the export of the application (see Section IV.E).  

Because, within a class, errors can be introduced into 

various bodies of the same or of various methods and also 

into various class attributes sections, it is possible that some 

of the method bodies would not be compatible with some of 

the class attributes sections. Hence, the information, which 

bodies are compatible with which class attributes sections, is 

stored and then utilized during export (see Section IV.E) 

The types of the errors can be selected from a list and the 

user can readily add new types. Currently, the list is largely 

empty, since the common and realistic error types determina-

tion is the part of our future work (see Section VII). 

E. Application Export 

Each application can be exported in multiple versions, 

with different errors or entirely free of artificially introduced 

errors. The errors present in the application during the im-

port (i.e., unwittingly introduced during application develop-

ment) will be of course present. Each version is represented 

by so-called configuration. The configuration is created by 

specifying, which method body shall be used for each me-

thod with multiple method bodies and which class attributes 

section shall be used for each class with multiple class attri-

butes sections. The stored information about the compatible 

method bodies and class attributes sections is used for check-

ing whether only compatible method bodies and class attri-

butes sections are used together. There can be multiple 

configurations per application. All available configurations 

are displayed as part of the application tree (see Fig. 2b). 

The version of the application corresponding to the confi-

guration can be exported to a selected folder. The export is 

automatic. The generation of the folder and package structu-

re is straightforward. The .java files are generated from 

the classes and their contents in folders corresponding to 

their packages. For this purpose, the user can specify several 

features of the code style, such as the usage of spaces or 

tabulators for the indentation. The other files are only 

created in corresponding folders and filled with their content 

stored in the database. 

The exported application can be directly used as a part of 

a benchmark. If its compilation is required, for example for 

the generation or execution of the tests by the benchmarked 

test generation methods, it can be performed using a standard 

build script, which is usually present. The contemporary 

prototype version of the TAG cannot perform the compilati-

on automatically, but it is part of our future work. It is curre-

ntly possible to import end export .class files with byte-

code. However, without automatic compilation, the exported 

.class files do not correspond to exported .java files if 

some errors were wittingly introduced using the TAG. Hen-

ce, the manual compilation after the export is recommended. 

V. BENCHMARK APPLICATIONS 

Concurrently with our work on the implementation of the 

TAG, we are working on our own benchmark for test genera-

tion methods. This work consists of two main branches – 

creation or selection of the applications used for the bench-

mark and selection of the artificially introduced errors into 

these applications. 

The selection of the errors is part of our future work (see 

Section VII). Regarding the benchmark applications, we 

decided to create new applications rather than using existing 

projects, similarly to the TbUIS (see Section III.A). The 

main reason is the consequent full control over these 

applications enabling us, among other things, to prepare and 

perform their very thorough testing.  

Besides the thorough testing, there were several other 

requirements for the applications:  

• Usage of relational database 

• Usage of ORM 

• Usage of web services 

• Usage of file input and output 

• Usage of command line interface (CLI) 

• Optionally usage of third party libraries 

• Optionally usage of simple GUI for debugging 

purposes and simple data input/output. 

Based on these requirements, the resulting applications 

should use various common technologies and there should be 

an opportunity to introduce errors of very different types 

(such as a database error versus a web service error). The 

GUI was not considered essential, since the test generating 

methods are usually not focused on GUI testing. It is also not 

considered necessary for all the resulting applications to 

meet all the requirements. 

Currently, there are two applications, which were develo-

ped by two of our bachelor students (see Acknowledgment 

section). The applications are two parts (frontend and back-

end) of a single system – a school agenda of an elementary 

or a high school. Both parts are described in Sections V.A 

and V.B. During the development of both applications, 

approximately half of the development time was devoted to 

the unit, integration, and functional testing to limit the num-

ber of errors unwittingly introduced during the development. 

Even then, the applications are expected to contain some 

errors. However, these errors are likely to be discovered du-

ring the usage of the applications as a part of the benchmark 

sooner or later. Once an unwittingly introduced error is 

discovered, it will be only documented and its discovery in 

the further usages of the benchmark will be observed. 
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A. Benchmark Application 1 – School Agenda Backend 

Benchmark application 1 (BA1 – School Agenda Back-

end) manages data of elementary or high school agenda 

including students, teachers, classrooms, absences, and so 

on. It is a realistic application in sense that it would be 

utilizable for a real school, but some aspects may be missing 

in its data model. Additionally, there is only a basic HTTP 

authentication for the access of the web service.  

The BA1 is a standard Java application with a layered 

architecture utilizing Spring Boot. The data are stored in a 

relational database using ORM via Hibernate. There is no 

GUI, the only interface of the application is the REST 

(Representational State Transfer) web service. The data 

transferred using the web service is in JSON format. Besides 

the Java Core API classes, the application utilizes several 

third-party libraries, such as Jackson, Hibernate, Spring boot, 

or JUnit among others.  

The source code of the application consists of 77 classes 

in 10 packages with a total length of 328 kB. The source co-

de of the unit and integration tests consists of 57 test classes 

with 655 tests with a total length of 448 kB. Functional 

testing consisting of 111 scenarios was performed manually. 

B. Benchmark Application 2 – School Agenda Frontend 

Benchmark application 2 (BA2 – School Agenda Front-

end) provides the user interface for the school agenda. It 

communicates with the BA1 using the REST web service. It 

provides the JavaFX GUI for manual management of the 

data and CLI for bulk data import and export.  

The BA2 is a standard Java application with a layered 

architecture. All the data are acquired from the BA1 REST 

web service, there is no direct access to the database. The 

data can be imported and exported from and into .json and 

.xml files. The application utilizes Jackson and JUnit 

among other libraries.  

The source code of the application consists of 141 classes 

in 44 packages with a total length of 489 kB. The source co-

de of the unit and integration tests consists of 38 test classes 

with 524 tests with a total length of 239 kB. Functional 

testing consisting of 437 scenarios was performed manually. 

VI. TESTS AND RESULTS 

The prototype implementation of the TAG was tested in 

order to verify its ability to import and parse and export the 

applications, which are intended for the benchmark. 

A. Testing Environment and Applications 

The tests were performed on a standard notebook. Its 

hardware consists of dual-core Intel i5-6200U at 2.30 GHz, 

8 GB of RAM, 250 GB SSD, and 500 GB HDD with 7 200 

RPM. All the imports and exports were performed using the 

500 GB HDD (not the 250 GB SSD). The installed software 

was Windows 7 SP1 64bit, and Java 11 (64 bit). 

Five applications were used for testing. Each application 

was represented by a single folder with the entire project. 

The applications were developed using various IDEs and 

build tools leading to various folder structures. Also, the 

applications were developed by four different authors 

leading to different Java code styles and different utilized 

Java versions. All these features increase the variability of 

the applications and hence improve the quality of testing. 

First two applications were the BA1 (see Section V.A) 

and the BA2 (see Section V.B). Second two applications 

were taken from a project focused on traffic assignment 

problem – the Dynamic Traffic Assignment (DTA) and 

Static Traffic Modeler (STM). The last application was the 

TAG itself. The features of the applications are summarized 

in Table I. The “Folder structure” describes the folder 

structure of the project. Three applications utilize a Maven/ 

Gradle-based structure while the two remaining utilize an 

Eclipse-based style. That does not mean that the same-based 

structures are identical, there are slight variations. The “Size 

to import” shows the total size of the folders and files, which 

are not ignored during the import. The “.java to import 

count” is the number of .java files contained in the 

imported folders and the “Others to import count” is the 

number of all other files contained in the imported folders. 

B. Tests Description 

The tests were performed the same way for each applica-

tion. In the TAG, the application import was started and the 

root folder of the application project was selected as the 

input folder. Then, the structure of the project was explored 

and displayed as a tree. The tester marked the source and test 

folders and also the ignored folders. The ignored folders 

were the project settings folders, build and output folders, 

and version control folders. The application was then 

automatically imported. No errors were introduced into the 

imported application. Rather, the imported application was 

exported to a different folder without any functional changes. 

Several parameters were observed – the number of folders 

and files, the number of packages and classes, the number of 

unsuccessfully parsed files (see Section IV.C), the import 

time, and the export time. Because of the time measurement, 

import and export of each application were performed four 

times. First time measurement was discarded, as it was 

significantly higher than the others, because the data from 

the disk was not present in the cache. Three other time 

measurements were averaged. Although only three measure-

ments do not offer significant precision, it is enough to get a 

good idea of how long the export and import approximately 

last, which is the main purpose of the time measurement. The 

other parameters did not change between attempts, since the 

import and export are both deterministic.  

TABLE I FEATURES OF THE APPLICATIONS USED FOR THE TESTING 

Feature BA1 BA2 DTA STM TAG 

Folder structure Maven/Gradle Eclipse 

Size to import [kB] 835 2 856 899 9 945 11 415 

.java to import count 134 179 78 305 62 

Others to import count 25 408 97 34 39 
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Since the introduction of errors, which is the purpose of 

the TAG, was not part of these tests, the exported application 

should be identical to its imported counterpart. To determine 

this, the exported application was compiled and executed 

and manual functional testing of randomly chosen functio-

nalities was performed. Moreover, all unit and aggregation 

tests present in the application were executed. Direct 

comparison of the imported and exported (i.e., generated) 

source code was not performed since there are non-

functional differences, such as different indentation, empty 

lines, methods order, and so on. 

C. Tests Results 

The results of the testing are summarized in Table II. It 

can be observed that the import and export times are quite 

similar for a single application, with the export time being 

slightly higher in all instances. The times are also quite low, 

under a second in four of five applications, and under 2.5 

seconds in the case of the STM. As such, the import and 

export times do not pose any problem for the TAG usage. 

The times seem to be influenced mainly by the number of 

parsed (and generated) .java files. 

The parsing of .java files during the import works very 

well. There were no parsing errors in two applications, 

namely the BA1 and DTA. There were 5 files (2.9%), which 

were not parsed correctly, for the BA2, 13 files (3.6%) for 

the STM, and 10 (7.6 %) for the TAG.  The parsing errors 

were caused by Java 14 record construction in the case of 

the BA2. In all other cases, the parsing error was caused by 

the usage of methods with type parameters (e.g., <T> void 

foo(T t)), which our parser currently does not support. 

This setback will be corrected as part of our future work (see 

Section VII). The unsuccessfully parsed files were stored as 

general files with their entire contents (see Section IV.C) and 

were correctly recreated similar to resource or library files 

during the export. The counts of these files were added to 

“Files count” row in Table II. After this adjustment, the 

numbers of actually imported files precisely correspond to 

the expected numbers of imported files (compare Table II 

“Files count” row and Table I “Others to import count” row). 

The testing of the exported applications as described in 

Section VI.B was performed for all applications successfully, 

no errors unwittingly introduced by the TAG were found. 

This indicates that even the unsuccessfully parsed .java 

files during the import do not pose a problem as long as their 

number is low enough. A high number of unsuccessfully par- 

TABLE II RESULTS OF THE APPLICATIONS EXPORT AND IMPORT 

Feature BA1 BA2 DTA STM TAG 

Packages count 10 44 5 24 8 

Classes count 134 174 84 363 132 

Folders count 27 183 41 50 21 

Files count 25 413 97 47 49 

Unsuccessfully 

parsed files count 
0 5 0 13 10 

Import time [ms] 688 725 717 2 231 582 

Export time [ms] 757 833 841 2 477 664 

sed files (e.g., 50 %) would significantly reduce the amount 

of source code, to which an error can be intentionally 

introduced. This, in turn, would reduce the usefulness of the 

application as a part of the benchmark.  

VII. CONCLUSION AND FUTURE WORK 

In this paper, we described the proposal for a benchmark 

of automated test generation methods consisting of realistic 

applications with artificially introduced errors. We focused 

primarily on the TAG tool, which enables the error introdu-

ction into imported applications and the export of multiple 

versions of multiple applications with various sets of 

introduced errors. The tests of the prototype implementation 

of the TAG were also described and its ability to import and 

export application was demonstrated using five applications. 

We also described first two applications, which are planned 

to be part of the benchmark. 

In our future work, we will continue to work on the 

implementation of the TAG. These works include updating 

the parser to include newer Java constructions and the 

methods with type parameters. We also plan to improve user 

experience by automatically analyzing the structure of the 

imported folder and presetting all the types of files and 

folders to the correct types. The automatic compilation of the 

exported applications will be added as well. 

We will also add common and realistic types of errors, 

which will be then introduced into the applications for their 

usage as the part of the benchmark. We plan to semi-

automatically process publicly available contents of bug 

tracking tools to determine the common types of errors in 

developed and maintained applications and their frequency 

of occurrence. Then, we will utilize the obtained information 

to introduce realistic errors into our benchmark applications 

and finish the benchmark of automated test generation 

methods. Both the resulting benchmark and the TAG applic-

ations are planned to be made public, once they are finished. 
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Abstract—Botnet attacks now pose a significant hazard to the
security and integrity of computer networks and information
systems. However, due to technological advancements and the
proliferation of malware, machine learning-based Intrusion De-
tection Systems (IDS) are incapable of protecting against such
cyberattacks. IDS cannot detect novel bots because the vast
majority of them are programmed systems. Keeping IDS up-
to-date with new malware varieties is, therefore, a crucial task.
In this paper, we employ Generative Adversarial Networks
(GANs) in which two neural networks compete and endeavor to
outperform each other, which will serve as self-training for IDS.
Our paper’s primary objective is to develop an IDS capable of
detecting novel malware with fewer attributes in real-time. To
accomplish this, we present a method for feature selection that
trains GAN models with a minimal subset of features so that the
Generator can generate similar false bots with fewer features
and the discriminator’s ability to identify fake data improves.
We used Pearson Correlation, the Wrapper method, and Mutual
Information to select the best training model characteristics. The
experimental evaluation suggests the GAN model in conjunction
with Mutual Information is superior at detecting novel malware.

Index Terms—Generative Adversarial Network, feature selec-
tion, Mutual Information, Wrapper Method, CNN

I. INTRODUCTION

CURRENTLY, there is a growing interest in cyber se-
curity globally. As technology advances, hackers face

new threats and opportunities for criminal activities. As more
people, devices, and programs are added to modern business,
as well as more data, the majority of which are sensitive
or confidential, the significance of cyber security will only
increase. This issue is exacerbated by the increase in the
quantity and sophistication of hackers’ attack methods. In its
2023 Cyber Security Report, the Check Point reflects on the
challenging year 2022, when cyberattacks peaked as a result
of the Russo-Ukrainian War [1]. A group of Ukrainian hackers
has been interfering with Russian web services as a form of
retaliation for Russia’s invasion of the country. Compared to
2021, cyberattacks worldwide increased by 38 percent by 2022
[3]. We must be aware of the most significant intrusions of the
previous year and what we learned from them as we approach
2023. [2]

Every business requires a secure digital infrastructure for
conducting transactions. To achieve this goal, network archi-
tects and researchers are continuously attempting to create
systems that provide impenetrable security for commercial
websites. To promote economic growth, prosperity, efficiency,
and security, governments must secure global digital infras-
tructure. With the rise of cyberattacks, machine learning and
data mining have become crucial tools for addressing these
problems. An anomalous network flow consists of outliers that
deviate from typical user traffic patterns. Machine learning
and data extraction enable more precise and rapid network
traffic detection. They captured the data, analyzed the network
flow, and classified the flows for detection purposes. However,
data can be abundant, leading to low levels of precision, high
computations, overfitting, and other issues. Only the correct
selection of features can capture the correct network trace
patterns. In other words, the essential characteristics of the
network packets must be chosen. Additionally, redundant or
irrelevant features must be eliminated.

We use generative adversarial networks (GANs) in this pa-
per to build an adversarial machine learning attack on machine
learning or deep learning-based intrusion detection systems
(IDSs) when the adversary is uninformed of the ML technique
used by the IDS. GANs are a type of generative model that
is built on generator networks with recognizable outputs. A
generator network and a network of discriminators compete
in an interactive environment similar to that of game theory.
The discriminator network’s goal is to distinguish between
samples from the original data and created data, whereas the
generator network’s goal is to build the best approximation of
the training data.

Our contribution is an inclusion-exclusion-based feature se-
lection integrated with Mutual Information (MI) for detecting
bots. The objective of the proposed generative adversarial
networks (GANs) model is to eliminate insignificant and
redundant features as well as improve accuracy in detecting
bots. We evaluated a number of feature selection strategies,
including Pearson correlation, the wrapper method, and Mu-
tual Information, to determine the optimal solution. Mutual
Information combined with the exclusion-inclusion method
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demonstrates the optimal solution. In addition, GAN was
used to generate false data and evaluate certain features with
Convolutional Neural Networks (CNN). The experimental re-
sults based on the dataset CSE-CIC-IDS2018 [18] and dataset
KDD-99 [16], demonstrate that the GAN model combined
with the mutual information selection performs exceptionally
well for IDS in detecting novel bots, with an accuracy of 85%
and 83%, respectively.

II. RELATED WORKS

An intrusion detection system (IDS) is a system that moni-
tors and analyzes data to detect any intrusion in the system or
network. As they detect network attacks, intrusion detection
systems (IDS) are currently one of the most crucial security
solutions. Numerous machine learning and deep learning-
based intrusion detection strategies have been proposed over
the years [5] [6]. However, the majority of these methods
have demonstrated significant false-positive rates and class
imbalance problems. Muhammad Usama et al. [8] proposed
a generative adversarial network (GAN)-based adversarial
machine learning (ML) attack capable of evading an ML-
based IDS. They extracted four crucial features necessary for a
successful intrusion attack. A GAN framework includes three
elements: a generator network, a discriminator network, and a
classifier. The IDS model is trained using a generative model
against known and unknown adversarial attacks. As evaluation
criteria for the evasion assault, they used accuracy, precision,
recall, and the F1 score. Among them, the Logistic Regression
algorithm had the highest accuracy at 86.64%.

Chuanlong Yin et al. [7] presented the concept of modified
GAN for creating false adversarial samples in order to improve
the network system’s performance in detecting bots. The name
of the modified model is BOT-GAN. It is a framework for
augmenting botnet detection models with generative adversar-
ial networks, thereby enhancing detection performance and
decreasing false positives. It retains the essential features
of the original model. However, this paradigm is inefficient
because it does not optimize network flow characteristics.
The primary objective of this work is to detect novel botnets
that are indifferent to network payloads and reduce the false-
positive rate. Similarly, Rizwan Hamid et al. [9] proposed
a technique called "Botshot" that generates plausible botnet
traffic data using GANs to enhance detection. Two GANs
(vanilla and conditional) are utilized to generate realistic botnet
traffic. Using the classifier two-sample test (C2ST) with a
10-fold cross validation, the effectiveness of the generator is
determined. In terms of average accuracy, precision, recall, and
F1 score across six distinct ML classifiers, they evaluated the
achieved results with benchmark oversampling techniques that
included additional botnet traffic data. The showed the using
the recall method, and the result was 98.65%. This system
will detect a greater number of novel bots, and performance
uncertainty will decrease. Francisco Villegas Alejandre et
al. [10] proposed a genetic algorithm (GA) and a machine
learning algorithm (C4.5), a novel technique for selecting
features to detect botnets in their command and control (C&C)

phase is presented. Their results demonstrated a reduction in
the number of features and an increase in the detection rate.
Giovanni Apruzzese et al. [11] proposed research in which
they re-trained and re-tested each classifier with feature sets
that do not contain the flow duration, sent bytes, received
bytes, or exchanged packets, as well as all derived features.
Multiple botnet detectors based on distinct machine learning
classifiers were utilized. The accuracy increased from 72%
to 75% by utilizing multilayer perceptrons and k-nearest
neighbors.

So, based on previous research, we can conclude that there
have been numerous studies on the performance improvement
of IDS with GAN or feature selection separately. However,
no work has proposed combining these two approaches for an
effective solution for feature selection to detect botnets.

III. DATASET

To evaluate our model, we used two datasets one is known
as KDD-99 and the CSE-CIC-IDS2018. KDD-99 has 42
features with binary class levels. The data are divided into
two classes: Anomaly (53.1%) and Normal (46.1%). The data
distribution of the KDD-99 is shown in Fig.1.

Fig. 1. Data Distribution of KDD-99 dataset

CSE-CIC-IDS2018 dataset contains 80 features for two
binary classes. One class is named BOT, whereas another is
named as benign. It is an imbalanced dataset. Benign data is
72.7% and Bot data is 27.3%. The data distribution of the
CSE-CIC-2018 is shown in Fig.2.
Typically, a network connection consists of two flows, one
for the uplink and the other for the downlink. Both the dataset
contained the combination of a pair of up-and-down link flows.
A short overview of some of the important features of both
datasets is given in Table.I and Table.II

IV. GENERATIVE ADVERSARIAL NETWORKS(GAN)

A generative adversarial network (GAN) is a well-known
machine learning model for approaching generative artificial
intelligence. In June 2014, Ian Goodfellow and his associates
first conceived of the idea [4]. When two neural networks
compete against one another in a GAN, a zero-sum game in
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Fig. 2. Data Distribution of CSE-CIC-2018 dataset

TABLE I
DESCRIPTION ABOUT SOME FEATURES OF CIC-IDS2018

Features Description
Dst Port Destination port address

Flow Duration

The time elapsed
between receiving the first

and last packets
in the flow

TotLen Fwd Pkts Total number of
forward packets

Fwd Pkt Len forward
packet length

Bwd Pkt Len Max Maximum backward
packet length

Flow Byts/s

Flow-Byte stands
for the number

of bytes transmit in
one flow per second

Flow IAT

IAT is the arrival time
difference between two packets.

Flow IAT Mean is the
average time gap between all sent

packets in the flow(18).

Fwd IAT Mean
The average time between

two packets sent in
the forward packets flow.

Fwd IAT Std

The standard deviation
of the time between two

packets sent in the
forward flow.

TABLE II
DESCRIPTION ABOUT SOME FEATURES OF KDD-99

Features Description

duration
The length

(number of seconds)
of the connection

service
The network service
on the destination,

e.g., http, telnet, etc.

flag The connection status
(normal or problem)

src bytes
Quantity of data bytes

transferred from
source to destination

dst bytes
Quantity of data

bytes from destination
to source

wrong fragment The amount of
“wrong” fragments

logged in
1 if successfully

logged in;
0 otherwise

is guest login

1 if the
If the login is a
"guest" login,

1; otherwise, 0.

count

Number of previous connections
to the same host as

the current connection in
the last two seconds

srv count

Number of connections
in the last two seconds

to the same service
as the current connection

which one agent’s gain is another agent’s loss occurs. The
GAN training procedure is iterative, with the generator and
discriminator networks trained in succession. The overview of
the GAN model is shown in Fig. 3. The generator G learns
to deceive the discriminator by transforming noise variables z
into samples G(z), whereas the discriminator D is trained to
maximize the probability of distinguishing between training
examples and G(z). Both D and G use the following expression
to maximize and minimize V (D, G) in an effort to enhance
their learning process.

minmaxV(D,G) =
E_x ∼ p_data(x)[logD(x)] + E_z ∼ p_z[1− logD(G(z))]

where V (D, G) = binary cross entropy function for binary
classification problems, Pdata(x) = real data and Pz(z) = noise
variable. [19]

V. DATA PREPROCESSING

The data must be processed prior to being fed into the
machine learning models. Regarding the CSE-CIC-IDS2018
dataset for data processing, we initially converted all string-
type data into numeric values. To accomplish this, we parsed
the object data type into date and time data types of the
timestamp feature. Subsequently, we converted the data and
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Fig. 3. Architecture of Generative Adversarial Networks

time data types to floats. Then, we normalized the binary label
classes to zero and one. Here, Benign is regarded as zero, and
Bot as one. (All samples of all features were also converted
between 0 and 1). First, we identified constant characteristics,
yielding a total of 12 constant characteristics. By eliminating
12 constant characteristics, we were left with 68 of 80 features.
Additionally, duplicate attributes were identified. Five pairs of
duplicate samples were identified. From each combination, the
second characteristic was eliminated. Thus, we selected 63 out
of the 68 features. In the final step of data preprocessing, we
searched for null values and obtained no results. Then, we cell-
transformed our dataset, which resulted in column names being
converted to numbers. By completing all of these procedures,
we have completed the preprocessing of our dataset. Our
dataset was cleansed, normalized, and preprocessed so that our
proposed models could be utilized effectively. Fig.4 depicts the
data preprocessing processes.

Fig. 4. Data Preprocessing

Second, the KDD-99 dataset contained a single constant
feature with no duplicates or missing values. Therefore, one
feature was eliminated from the original 42 features, leaving us
with 41 features. There were three categorical features in this
dataset that were converted to numeric values. Additionally,
we changed our class identifiers to 0 and 1. Here, 0 is an
anomaly and 1 is normal. Then, we normalized all the values
in the range 0 to 1 as a concluding step.

VI. METHODOLOGY

The objective of feature selection approaches in machine
learning is to identify the optimal set of characteristics that
permits the development of efficient models of studied phe-
nomena. To get efficient features we employed three differ-
ent feature selection methods–Correlation method, Wrapper
method, and Mutual information.

A. Correlation method

We used the Pearson feature selection correlation method
on our dataset CSE-CIC-IDS2018, to find the best-correlated
feature pairs among the 63 features [13]. We took the pairs

that had correlated values above 90%. The Pearson feature
selection correlation method was used to select the best-
correlated feature pairs, resulting in 38 features with 75%
discriminator accuracy. To calculate the Pearson correlation
coefficient, we take the covariance of the input feature X and
output feature Y and divide it by the product of the standard
deviation of the two features.

ρX, Y = σXY
σXσY

B. Wrapper method
The feature selection wrapper method was tested on the

dataset CSE-CIC-IDS2018 where firstly we did the forward
selection method, which works with a p_value. It started with
a null model and fitted it with each individual feature one
at a time, selecting the feature with the minimum p_value.
This process was repeated until the set of selected features
had a p_value of individual features less than the significance
level. However, 55 features were obtained from 63 using the
forward selection, which did not produce the desired feature
selection outcome [12]. Backward elimination was used to
remove insignificant features from the discriminator model,
resulting in 48 features out of 63 with the highest accuracy of
85%, almost the same as the initial accuracy. The same dataset
CSE-CIC-IDS2018 was used for this method[12].

C. Exclusion/Inclusion with Mutual_Information
In this research, we present a novel method for selecting

features that combine mutual information with feature exclu-
sion and inclusion depending on the accuracy generated by the
GAN model. The comprehensive overview of the suggested
model is shown in figure5. Algorithm1 of our model are
discussed below:

• In the CSE-CIC-IDS2018 dataset, we first applied mutual
information (MI). Mutual information basically estimates
the information about the amount of data one variable
relates to another [14]. This allowed us to select the top
30 features with the highest information dependencies.

• From 30 features we started working top 5 features in the
discriminator model which gave us 68% accuracy.

• We then included one-by-one features and checked if the
accuracy of the discriminator was increased and contin-
ued the inclusion-exclusion process until the accuracy
reached the initial accuracy with all 63 features, which
was 85%. As a result, we got 20 features with 85%
accuracy.

To verify the validity of our model, we used another binary
dataset, KDD-99. The final methodology was used for this
dataset. We estimated the mutual information of 41 features
of this dataset after data preprocessing. The initial accuracy
was 83% with 41 features. Then, using mutual information,
we selected the top 30 features and started working with
the top five features. Then, we included one-by-one features
and checked if the accuracy was increased and continued
the inclusion-exclusion process until the accuracy reached
the initial accuracy with all 41 features, which was 83%.
Consequently, we obtained 24 features with 83% accuracy.
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Algorithm 1 Feature Selection Algorithm for proposed
methodology
Require: Features
Ensure: Feature Set

Initial accuracy is calculated by all features;
2: FinalFeatureSet ← 5 features;

Accuracy am ← Top 5 feature Set;
4: Set N ← Top features for which accuracy am ≈ Initial

feature;
i=6;
while i=N features of Set do

6: Calculate accuracy ai;
if ai ← > am then

8: FinalFeatureSet ← add i feature;
else {}

10: excludeSet ← i feature;
end if

12: end while
FinalFeatureSet;

In our proposed algorithm Algorithm. 1 initial accuracy
with all the features was calculated in Initial accuracy . Then
FinalFeatureSet with the top 5 features, selected from mutual
information was declared. Accuracy am with these features
was calculated. In set N , the Top features with whom accuracy
reached equal to the initial accuracy were stored . One by one
feature was taken from this set and checked accuracy including
or excluding it in the FinalFeatureSet and then it was added
to FinalFeatureSet or excluded according to its performance.

D. Evaluating features using GAN

The Generator sub-model of GAN generated false novel
data that resembled the original data, which was then opti-
mized using feature selection and sent to the Discriminator
sub-model to evaluate the accuracy of each feature. Discrimi-
nator made use of the Convolutional Neural Network (CNN).
A CNN contains multiple layers, each of which learns to
recognize the various characteristics of input data. A filter or
kernel is applied to each data layer to generate an output that
is progressively more accurate and detailed [15] [19].

Fig. 5. Proposed Feature Selection Model

VII. RESULT ANALYSIS

Both datasets were evaluated with the proposed feature
selection model. As demonstrated in Table. III Mutual In-

formation Feature Selection in conjunction with exclusion
inclusion produces an optimal feature set with the utmost
accuracy, comparable to the initial accuracy of all feature
sets. The top five features selected by Mutual Information
for Dataset CSE-CIC-IDS2018 began with an accuracy of
68%. Using inclusion and exclusion, we subsequently obtained
15 additional features with an initial accuracy of 85%. The
same results were obtained for the KDD-99 dataset. The
best five features of this dataset had a 56% accuracy rate.
Using inclusion and exclusion, we subsequently obtained 19
additional features and attained an accuracy of 83%.

TABLE III
PERFORMANCE ANALYSIS WITH GAN

Dataset Number of
selected features

Accuracy before
feature selection

Accuracy after
feature selection

using
MI with
exclusion

& inclusion

CSE-CIC-IDS2018 20 from
total 63 85% 85%

KDD-99 24 from
total 41 83% 83%

Table IV displays the names of the features with the
highest accuracy after exclusion and inclusion with Mutual
Information.

A number of researches have been conducted to detect
botnets implementing GANs. TableV outlined the comparative
analysis of our model with other GAN-based models.

VIII. CONCLUSION AND FUTURE WORKS

As Internet usage increases, a growing number of threats
are posing increasingly severe information security prob-
lems. There have been works of feature selection in network
anomaly detection [22]. Despite their great potential, few IDS
employ a class of algorithms known as generative adversarial
networks. Therefore, we propose a GAN-based model capable
of detecting novel malware with fewer features and greater
accuracy. The maximum accuracy of the few previous studies
that used GAN and feature selection was 74% [5]. Using the
GAN and the Mutual Information Method, we achieved an
accuracy of 85%. In the subsequent phase of our work, we
intend to employ multiclass datasets in addition to binary-
labeled datasets.
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Abstract—The evolution of 5G technology has revolutionized

the communication landscape,  enabling faster speeds,  low la-

tency, and increased capacity. The integration of 5G technology

and the emergence of the 5G-enabled V2X communication net-

work are driving the transformation of the automotive indus-

try. Connected cars and the software-defined vehicle concept

enable  new  business  models  and  enhanced  safety  measures.

However, ensuring the security of the 5G-enabled V2X commu-

nication network is  crucial  to  mitigate  potential  attacks  and

protect the integrity of the ecosystem. To identify this potential

attack, we have proposed a novel deep learning-based attack

detection model (ADM) for detecting attack in 5G-enabled V2X

communication network. In this we have used correlation coef-

ficient as the feature selection method and used the deep learn-

ing-based stacked LSTM model for attack detection. The per-

formance metrices are detection rate, accuracy, precision and

F1-score.

Index Terms—5G,  V2X Communication Network,  Stacked

LSTM, ADM.

I. INTRODUCTION

HE AUTOMOTIVE industry is undergoing a profound

transformation, driven by the integration of 5G technol-

ogy and connected cars. 5G has become a pivotal component

in  revolutionizing  how automotive  OEMs (original  equip-

ment manufacturers)  design,  build,  and operate their  vehi-

cles, as well as how customers interact with them [1]. This

evolution is not limited to hardware advancements but ex-

tends to the software-defined vehicle concept, where a signif-

icant portion of a vehicle's functionalities are implemented

through software that can be updated or even upgraded over

time. This paradigm shift allows automotive OEMs to em-

brace new business  models,  such  as  subscription-based  or

on-demand "as-a-service" offerings, and opens up opportuni-

ties for monetization.

T

A key enabler of this transformative journey is the 5G-en-

abled Vehicle-to-everything (V2X) communication network.

V2X leverages the power of 5G to create a highly connected

ecosystem where vehicles can communicate not  only with

other vehicles but also with various entities, including infra-

structure, pedestrians, and smart city systems. This connec-

tivity enables the real-time exchange of critical information,

leading to enhanced road safety, improved traffic manage-

ment, and a more efficient use of resources. There are several

types of 5G-enabled V2X communication networks [2] that

relate to different aspects of V2X connectivity and some of

them are as follow:

• Vehicle-to-Vehicle (V2V): It enables direct communica-

tion between vehicles. This allows vehicles to share informa-

tion such as speed, position, acceleration, and braking, foster-

ing cooperative behaviour, enhancing safety on the road, and

also providing the necessary updates on collisions, etc.

• Vehicle-to-Infrastructure (V2I): V2I communication net-

works involve the exchange of information between vehicles

and  infrastructure  components  such  as  traffic  lights,  road

signs, and toll booths and receive real-time traffic updates,

traffic signal timing information, and road condition alerts,

optimizing traffic flow and improving overall efficiency.

•  Vehicle-to-Pedestrian (V2P):  V2P communication net-

works focus on the interaction between vehicles and pedestri-

ans. These networks allow vehicles to detect the presence of

pedestrians and provide warnings to both the driver and the

pedestrian,  reducing  the  risk  of  accidents  and  enhancing

pedestrian safety. 

•  Vehicle-to-Network  (V2N):  V2N  communication  net-

works involve the interaction between vehicles and the cellu-

lar network infrastructure. Vehicles can access cloud-based

services, download software updates, and leverage network

resources to enhance their functionalities and performance. 

•  Vehicle-to-Device  (V2D):  V2D  communication  net-

works encompass the connectivity between vehicles and ex-

ternal  devices,  such  as  smartphones,  wearables,  or  smart

home systems.

However, as with any connected system, the 5G-enabled

V2X communication network faces potential security threats

and attacks. V2X communication networks are susceptible

to various types of attacks due to their interconnected and

wireless nature.  Adversaries may exploit  vulnerabilities in

the  network  infrastructure,  software,  or  hardware  compo-

nents to launch attacks with malicious intent. Some common

attack on V2X communication networks include: Man-in-

the-Middle (MitM) attack, DoS, Distributed Denial of Ser-

vice  (DDoS),  Spoofing  attack,  etc  [3].  These  attacks  can

have severe consequences, including compromised vehicle

control, privacy breaches, and even physical harm to road

users.  Therefore,  it  is  imperative  to  address  the  security

challenges and implement effective prevention techniques to

ensure the integrity and reliability of the 5G-enabled V2X

communication network [4]. To handle these issues in this

To propose an attack detection model for enhancing the security of
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paper we have presented the novel ADM based on deep 

learning techniques which uses correlation coefficient-based 

feature selection method as its core and stacked Long Short-

Term Memory (LSTM) based attack detection model. The 

model is tested with newly release dataset.  

      The remaining portions of this paper are organised as 

follows: In Section II, we provide a brief overview of 

related work. In Section III, we discuss occurrences of 

attack on 5G enabled V2X communication network. In 

Section IV, we illustrated the architecture of the proposed 

attack detection model is described. In Section V, the 

effectiveness of the proposed detection model is evaluated 

using AIoT-SoL dataset. In section VI of the paper served as 

its conclusion. 

II. LITERATURE SURVEY 

      Many researchers have been interested in V2X 

communication network and 5G network security in the 

past, and many researchers are working on different parts of 

5G technology right now. Many studies on 5G network 

attack detection have been conducted. There are various 

feature selection and reduction methodologies discussed in 

the literature for attack detection. The author [5] proposed 

an IDS for connected vehicles for smart cities environment. 

In this Deep Belief Network is used as the dimension 

reduction method and uses Decision Tree as the classifier 

for attack detection model. The dataset used are NSL-KDD 

and NS-3 Network simulator for model evaluation. 

      The author [6] proposed the anomalous event detection 

for intelligent transportation systems. They proposed an 

LSTM-based Autoencoder. Here they have extracted the 

feature in two phase such as Feature extraction phase (FEP) 

and Statistical FEP and then train using the LSTM 

autoencoder. The dataset used are car hacking dataset and 

UNSW-NB15. The author [7] proposed an IDS for IoV. The 

hybrid deep learning method consist of LSTM and GRU 

(Gated Recurrent Unit) layers are developed. They 

combined the DDoS dataset which is the combination of 

CIC_DoS 2016, CIC_IDS 2017, and CSE-CIC_IDS 2018 

and make the binary label dataset consist of normal and 

attack labels. The car attack dataset is also used which 

shows higher performance. 

      The author [8] proposed an intrusion detection approach 

to early detect the cyber–physical attacks targeting Fast 

Charging Station (FCS) considering Vehicle-to-Grid (V2G) 

operation. In this discreate power samples data is used and 

use the Gini index for calculation of power mid-point and 

then use the DT for the detection of DoS attack. They create 

their own test environment with 3 DoS attack profile and 

generate data for 4 Scenario and the major feature is power 

which help in identification of attack on FCS. Author [9] 

work on in-vehicle network to proposed the IDS based on 

DCNN (Deep Convolution Neural Network) to protect CAN 

bus of the vehicle. The DCNN is built by removing the 

unwanted layer from the ResNet architecture and reducing 

the model complexity. The dataset is self-generated which 

consist of five types of DoS attack label. 

      The authors of [10] proposed tree-based ensemble 

intrusion detection using the stacking ensemble 

methodology. They used the selectkbest feature selection 

method and selected the top 20 significant features from 

NSLKDD and UNSW-NB15. The dataset consists of binary 

classes. The author [11] suggested a software-defined 

network with an IDS that is smart for the 5G network. 

Firstly, we performed feature importance to select the 

significance feature using random forest. Then we used k-

means clustering to divide the traffic into five clusters, i.e., 

normal and attacking clusters, and used Adaboost as a 

classifier. For the evaluation, they used the KDD Cup 1999 

dataset. There are many cases discussed by different 

researchers [12] that the KDDCup1999 is biased towards 

eliminating redundancies, which helps all of them achieve 

higher accuracy. 

III. OCCURANCE OF ATTACK OVER THE 5G-ENABLED V2X 

COMMUNICATION NETWORK SCENRIO 

      The 5G-enabled V2X communication network is a 

promising technology that has the potential to revolutionize 

automobile industry and many other services. The transition 

to 5G technology brings both opportunities and challenges. 

With increased bandwidth, lower latency, and improved 

connectivity, 5G enables faster and more efficient 

communication between vehicles and the surrounding 

infrastructure. To protect the integrity, privacy, and security 

of the v2X communication ecosystems, new security issues 

are also raised that must be resolved. 

      5G-enabled V2X communication networks are 

vulnerable to a variety of attacks. These attacks can be 

carried out by malicious individuals or organizations, and 

they can have a significant impact on the safety and security 

of vehicles and infrastructure. Some of the most common 

attacks that can be carried out on 5G-enabled V2X 

communication networks include [13]: 

• Denial of Service (DoS) and Distributed Denial of 
Service (DDoS) Attack: These attacks aim to disrupt 
the availability and performance of the V2X network 
by overwhelming it with a flood of illegitimate 
requests or malicious traffic. By overloading the 
network resources or specific V2X components, 
attackers can prevent legitimate communication and 
potentially cause safety risks on the road. 

• Man-in-the-Middle (MitM) Attack: In this type of 
attack, an unauthorized entity intercepts and alters 
the communication between two legitimate parties. 
In the context of a 5G-enabled V2X network, an 
attacker could position themselves between a vehicle 
and another vehicle, infrastructure, or device, and 
manipulate the information being exchanged. This 
could lead to unauthorized access, data tampering, or 
the injection of malicious commands. 

• Spoofing Attacks: In a spoofing attack, an attacker 
impersonates a legitimate entity or device to deceive 
other participants in the V2X network. This could 
involve forging the identity of a vehicle, an 
infrastructure unit, or even a traffic management 
system, leading to unauthorized access or the 
manipulation of information. For example, an 
attacker could send false traffic information or alter 
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the location of a vehicle, causing confusion or 
accidents. 

• Eavesdropping Attacks: As V2X communication 
transmits sensitive information, such as location data 
or personal details, eavesdropping attacks pose a 
significant threat. Attackers may attempt to intercept 
and capture this information to gain insights into 
driver behaviour, track vehicle movements, or 
conduct targeted attacks based on the obtained data. 

• Malware and Code Injection: Attackers could 
develop and deploy malware specifically designed to 
exploit vulnerabilities in the software or firmware of 
V2X components. Once compromised, the attacker 
can take control of these devices, potentially 
enabling unauthorised access, data theft, or further 
network exploitation. 

• Sybil Attacks: It occurs when an attacker generates 
multiple fake identities or vehicles in the V2X 
network, effectively multiplying their influence and 
capabilities. This can lead to malicious activities 
such as flooding the network with false information, 

manipulating traffic patterns, or disrupting the 
overall operation of the system. 

• Physical Attacks: In addition to cyber threats, 
physical attacks on the infrastructure supporting the 
5G-enabled V2X network could also disrupt its 
functionality. For example, an attacker could 
physically damage communication equipment, 
power sources, or sensor arrays, leading to 
communication failures, misdirection, or safety 
hazards. 

IV. PROPOSED METHODOLOGY 

      In this section, Fig. 2 shows a detailed description of the 

proposed framework. It is also showing a detailed 

description of an attack detection model (ADM) for V2X 

communication network environment with 5G-enabled 

network. This ADM used the correlation-based feature 

selection for removal of highly correlated features which 

will help in improving the performance and reducing the 

computational cost. The phases and the functional 

component of this framework include data pre-processing of 

Fig. 1. Working architecture of proposed framework for an ADM for 5G-enabled V2X communication network using the Stacked LSTM 
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incoming V2X communication network traffic and used 

correlation coefficient-based feature selection method. Then 

the selected features are used optimal feature set to train the 

deep learning based Stacked LSTM-based attack 

classification model to identify the attack in a 5G-enabled 

V2X communication network. Each phase of the proposed 

model contributes significantly to the improvement of the 

overall performance. Following is a concise description of 

each phase of the proposed work: 

A. Data Preprocessing Phase 

      This section describes in detail the data preparation steps 

for the proposed ADM. Due to the fact that V2X 

communication network traffic is generated by various 

smart sensors and smart vehicles in the 5G-enabled V2X 

communication environment, it includes both categorical 

and numeric values. It is necessary to pre-process this traffic 

in order to design an effective and robust ADM. Following 

is a brief summary of the discussion: 

1)  Checking Missing Values: The incoming network 

traffic data is missing a few values. These missing values 

should be handled correctly, as they will affect the model's 

overall performance. There are numerous methods for 

dealing with missing values. In the proposed detection 

system, missing values are substituted with the mean of the 

specific characteristics present in the dataset. Imputing these 

values will improve the quality of the data and increase the 

classifier's predictive ability. 

2) Feature Mapping: The 5G-enabled V2X 

communication network traffic may frequently include 

various categorical variables. Some components of the ML 

and DL model are incompatible with categorical variables. 

As a solution, one must convert these categorical values to 

numeric values, we have used one-hot encoder techniques. 

This method will make the dataset sparser and increase the 

number of features to match the number of distinct 

categorical values present in each categorical feature.  

3) Feature Normalization: It is observed in the network 

traffic data that attributes have drastically different scales, 

which will result in slow data-driven learning. By 

comparing the characteristics of each data point, a number 

of machine learning algorithms attempt to discover patterns 

hidden in the data. Different scales can result in increased 

processing and resource consumption. MinMaxScaler 

normalization techniques are employed in the proposed 

attack-detection model in order to discover hidden patterns, 

reduce training time, and enhance convergence. The 

MinMaxScaler techniques transform all dataset values by 

scaling each feature to a given range, in this case, 0 to 1. 

The following formula, as shown in equation 1, is utilized.   

                                               (1) 

Where fi is the feature to scaled down, fmin is the minimum 

value and fmax is the maximun value for a particular feature 

present in the dataset and fn  is the new value. 

B. Feature Selection Phase 

Feature selection is the process of identifying and selecting 

the best subset of features from a dataset. For a machine 

learning and deep learning model to function well and have 

a quicker predictive power, these features are essential. 

Since the V2X communication network traffic contains a 

variety and a very large number of features, processing this 

data would require a significant amount of power and time if 

all features were used. The issue is resolved by using feature 

selection techniques to decrease the power and time without 

significantly affecting the classifier's predictive ability. 

Processing time and testing are also reliable, and feature 

selection aids in reducing the size of the training dataset. 

Numerous studies were compared and showed that data with 

repetitive and irrelevant features had an adverse effect on 

the accuracy of the learning model. 

Correlation Coefficient: In next step correlation coefficient-

based feature selection techniques is used. Most of the 

incoming V2X communication network traffic contains 

different features which are irrelevant and have same pattern 

of values. The independent features which are uncorrelated 

with the target attribute are the best candidate to be 

removed. In addition, if two independent features are highly 

correlated with each other than using both of them will not 

increase the performance but will make detection model 

more complex and will increase the computation time. 

Therefore, the proposed model removes all the features from 

the raw dataset and provides a simpler model for easy and 

efficient detection of attacks. In this model, PCC (Pearson 

Correlation Coefficient) is used. It works on the principle 

that tries to calculate the linear dependencies of two 

features. If the features are independent, then PCC value 

will be 0 and if features are dependent then the PCC value 

will be ± 1. So, it tries to calculate the covariance of the two 

features divided by the product of their standard deviation, 

the representation is given in equation 2.  

                                          (2) 

where p is PCC, f ϵ {F1, F2, F3, F4, … ,Fn}, t target variable, 

cov is the covariance between the features f and t and σf , σf 

is the standard deviation of features and target variable. 

The covariance between the features and the target is 

computed using equation 3, standard deviation σf , σt  can be 

calculated using equation 4. and the mean µ f , µ t of feature 

and target is calculated in equation 5. 

 

         (3) 

        (4) 

(5) 

Where k ϵ (f,t) for feature and target, N is the total number 

of values present in each feature, var(σk
2) is the variance and 

vali is the values for the corresponding features in the 

dataset.  

Above all the equation are used as a function to rank and to 

obtain the optimal feature set. 

C. Attack Detection using Deep Learning Techniques 

      The proposed V2X communication network AMD uses 

the deep learning based Stacked LSTM techniques. It is the 
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type of recurrent neural network (RNN) that has multiple 

LSTM layers which allows the model to learn increasingly 

complex pattern and representation. The advantages of using 

a Stacked LSTM model are that improved the performance 

and can able to handle complex data and pattern. Second it 

learns multiple level of abstraction from input data which 

lead to better feature representation and improved detection 

power and has more efficient than training than CNN and 

other deep learning method. The Stacked LSTM are less 

prone to overfitting than other deep learning architectures 

because of their ability to learn multiple levels of abstraction 

from the input data. 

      In the proposed deep learning architecture, we have used 

the combination of LSTM and Dropout layers. Four LSTM 

layers are configured to return sequences, meaning they pass 

their outputs to then next LSTM layers. The input shape of 

the first LSTM layer is specified based on the shape of the 

training data. Each LSTM layer consists of 64 units, which 

represent the number of hidden units or memory cells in the 

layer. After each LSTM layer, a dropout layer is added. 

Dropout is a regularization technique that randomly sets a 

fraction of the input units to zero during training, preventing 

overfitting by reducing interdependencies between neurons. 

Following the LSTM layers, two dense layers are added. 

Dense layers are fully connected layers where each neuron 

is connected to every neuron in the previous layer. The first 

dense layer has 32 units and uses the ReLU activation 

function, which introduces non-linearity into the model. A 

dropout layer is added after the first dense layer to further 

prevent overfitting. The second dense layer has 16 units 

with the ReLU activation function. Finally, a dense layer 

with five units and the softmax activation function are 

added. The softmax function converts the model's outputs 

into probabilities, indicating the likelihood of each class. 

The model is trained using the categorical cross-entropy loss 

function, which is suitable for multi-class classification 

problems. The model is compiled with the Adam optimizer, 

which is an efficient optimizer for gradient-based 

optimization algorithms. During training, the model's 

performance is evaluated using accuracy as a metric. 

V. EXPERIMENT RESULT 

This section presents a brief discussion about the AIoT-SoL 

dataset used with the proposed work. The proposed 

experiment is conducted using the Python programming 

language, and the system configuration is described in Table 

I. 

TABLE I.  SYSTEM CONFIGRATION DESCRIPTION 

System Configuration 

Processor Intel(R) Xeon(R) CPU E3-1240v6 @ 

3.70GHZ 

RAM 16 GB 

GPU NVIDIA Quadro P1000 4 GB 

Operating System Window 10 

Programming Language Python 3.9.12 

A. Dataset Description 

      AIoT-SoL Dataset: For constructing the proposed attack 

detection model, we have used the AIoT-SoL dataset. The 

authors [14] created this new dataset because they noticed 

that the existing data does not more closely relate to web- 

and IoT-specific attacks. However, they have released the 

AIoT-SoL dataset, which contains a greater variety of attack 

types than others but does not include botnet attacks because 

they are available in the existing dataset. Some of the attack 

types may overlap with the existing ones, but they crafted a 

more realistic and comprehensive attack scenario for data 

generation. The dataset is generated from the testbed, which 

consists of various IoT devices, vulnerable applications as 

victim machines, MQTT components, and different software 

to connect the testbed. They generated both benign and 

attack traffic. The attack traffic consists of 16 types of 

attacks, which are discussed in Table II. These 16 attacks 

are classified into 4 categories: web, denial of service, 

network, and web IoT Message Protocol attacks. They have 

used CIC FlowMeter [14] for extracting features from the 

pcap file and generating them into the csv file 

TABLE II.  THE AIOT-SOL DASET ATTACK TYPE CATEGORIZATION 

Binary 

Categories 

Categorical 

Categories 

Sub-

Categorical 

Categories 

Instance 

Benign Benign Benign 2403450 

 

 

 

 

 

 

 

 

 

Anomaly 

 

Denial of 

Service 

Attack 

SSL 

Regression 

Attack 

10454 

SYN Flood 

Attack 

1000000 

SSDP 

Flood 

Attack 

970418 

 

Network 

Attack 

ARP MITM 

Attack 

2307 

Network 

Logan 

Bruteforce 

44915 

Network 

Scanning 

105417 

 

 

 

 

Web attack 

Cross- site 

Request 

Forgery 

5117 

Cross-site 

Scripting 

2676 

XML 

External 

Entity 

47459 

Open 

Redirect 

1237 

Directory 

Traversal 

4998 
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Server-side 

Request 

Forgery 

1756 

Command 

Injection 

12894 

SQL 

Injection 

16046 

Web 

Directory 

Bruteforce 

23031 

Web IoT 

Message 

Protocol 

Attack 

MQTT 

Bruteforce 

482558 

 

The AIoT-SoL dataset is publicly available at GitHub [16]. 

The size of the dataset is 1.82 GB in a csv file, and it 

consists of 85 attributes and 5134728 instances, with 

2403450 benign instances and 2731278 attack instances. 

The label attributes consist of 5 different types of categories, 

such as Benign, DoS Attack, Network Attack, Web Attack 

and Web IoT Message Protocol Attack.  

 

In the proposed work, we have only considered categorical 

category data because for sub-categorical dataset is 

imbalance in nature. So, we try to evaluate our proposed 

attack detection model on a five categorical data 

respectively. We have not chosen binary categories as more 

work has been done on binary attack detection. 

B. Description of Evaluation Metrics 

The most commonly used evaluation metrics for attack 

detection are accuracy, precision, detection rate, and F1-

Score For computing these metrics, various parameters are 

required and used, which are given as follows: 

• True Positive (TP): It calculates the number of 

attack instances in the MassiveIoT network traffic 

that are correctly classified as attacks by the 

detection model. 

• True Negative (TN): It calculates the number of 

benign instances in the MassiveIoT network traffic 

that are correctly classified as benign by the 

detection model.  

• False Positive (FP): It calculates the number of 

benign instances in the MassiveIoT network traffic 

that are incorrectly classified as attacks by the 

detection model. 

• False Negative (FN): It calculates the number of 

attack instances in the MassiveIoT network traffic 

that are incorrectly classified as benign by the 

detection model. 

From the above discussed parameter, we can evaluate the 

detection model through various metrics. These metrics are 

discussed below: 

Accuracy: It calculates the ratio of correctly classified 

instances by the detection model to the total number of 

instances present in the test set. It takes both into account 

when calculating the accuracy of the model. 

 

                 (7) 

Precision: It calculates the number of attack activities 

detected by the detection model divided by the total number 

of instances detected as attacks by the detection model. 

 

                                       (8) 

Detection Rate: It calculates the number of attack activities 

detected by the detection model divided by the total number 

of activities present in the test set and is also known as 

recall. 

 

                        (9) 

F1-Score: It calculates the weighted average of precision 

and recall. It is primarily used when the class distribution is 

imbalanced and is more useful than accuracy as it takes 

decision-making into account. 

 

         (10) 

C. Result Analysis 

For performance evaluation of the Stacked LSTM classifier, 

we split the AIoT-SoL into two parts in the ratio of 70:30 

which is known as 70 for training and 30 for testing. Again, 

we use the 70 percent training data and spit it into the ratio 

of 80: 20 for generating the validation set for deep learning 

model training. The size of training data contains 2846748 

rows, validation data contain711688 rows and testing data 

contain 1525044 rows. In Table III we have shown the 

performance evaluation of proposed work with validation 

and testing set. In Table IV we have shown the class-wise 

detection rate, precision, and F1-Score of validation and 

testing set. In Table V we have shown the comparison of 

proposed work with other existing work. Figures 2 and 3 

represent the training and validation loss and accuracy for 

Stacked LSTM model. In Figs. 4 and 5 we have shown the 

confusion matrix of testing set and validation set. Our 

proposed model work well and have a good detection rate to 

detect the attack. 

TABLE III.  PERFORMANCE OF PROPSED WORK WITH AIOT-SOL 

VALIDATION SET AND TESTING SET DATA           

Evaluation 

Set 

Accuracy Precision Detection 

Rate 

F1-Score 

Validation  99.8 99.1 99.1 99.1 

Testing  99.8 99.2 99.2 99.1 
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Fig. 2. Training and validation loss of the Stacked LSTM model 

 

 
Fig. 3. Training and validation accuracy of the Stacked LSTM model 

 

TABLE IV.  PERFORMANCE OF PROPSED WORK WITH TESTING SET 

CLASS-WISE PRECISON, DETECTION RATE AND F1-SCORE 

Evaluation 

set 

Attack Precision Detection 

rate 

F1-Score 

Testing 

set 

0 99.83 1.00 99.91 

1 99.51 96.80 98.14 

2 99.94 99.90 99.92 

3 97.19 99.25 98.20 

4 99.90 99.64 99.76 

Validation 

set 

0 99.83 1.00 99.91 

1 99.51 96.70 98.08 

2 99.94 99.89 99.91 

3 96.79 99.32 98.03 

4 99.80 99.61 99.70 

 

 
Fig. 4. Confusion matrix of testing set 

 

 
Fig. 5. Confusion matrix of validation set 

TABLE V.  PERFORMANCE COMPARISION OF PROPSED WORK WITH 

OTHER EXISTING WORK 

Author Model Dataset Feature 

selection 

Target 

label 

Detection 

Rate 

proposed Stacked 

LSTM 

AIoT-

SoL 

Yes 5 99.2 

[5] DBN and 

DT, RF, 

NSL-

KDD 

Yes 5 96 

[6] Autoencoder 

LSTM 

UNSW-

NB15 

N.A. 9 97 

[17] Stacking 

Ensemble  

CIC-

IDS2017 

Yes 7 99.05 

 

VI. CONCLUSION 

This paper proposes a novel ADM for 5G-enabled V2X 

communication network using DL techniques for smart 

vehicles. A feature selection method is used to find the 

optimal feature, which is the core of the proposed ADM. 

The proposed framework works at different stages. In the 

first stage, various pre-processing methods are used to 

convert the categorical values to numerical form and to 

scale the network traffic within a specific range. In the 

second stage, feature selection is applied, which consists of 

correlation coefficient-based feature selection methods to 

get the optimal feature set. Now we get the optimal feature 

set, which is used as the reduced feature set from the 

original data. In the last stage, Stacked LSTM-Based DL 

techniques are deployed as a detection tool that enables 

quick and effective decision-making in massively connected 

V2X communication networks in order to analyze large 
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amounts of data and ensure a secure and reliable V2X 

environment. The performance of the proposed novel ADS 

framework is compared and evaluated with some of the 

recent state-of-the-art frameworks using the recently 

published AIoT-SoL dataset. The proposed framework 

outperforms the current state-of-the-art detection framework 

in terms of detection rate, accuracy, precision, and F1 

scores, according to extensive result analysis. We intend to 

expand the suggested framework in the future by utilizing 

large real-time 5G-V2X Communication network data. 

 

ABBREVIATIONS 

ADM Attack Detection Model 

5G Fifth Generation 

V2X Vehicle-to-everything 

LSTM Long Short-Term Memory 

IDS Intrusion Detection System 

IoV Internet of Vehicles 

CNN Convolutional Neural Network 

DT Decision Tree 

V2S Vehicle-to-Satellite 

V2C Vehicle-to-Cloud 

V2I Vehicle-to-Infrastructure 

V2SH Vehicle-to-Smart Home  

V2V Vehicle-to-Vehicle 

V2IoT Vehicle-to-IoT 

V2N Vehicle-to-Network 

V2P Vehicle-to-Person 

V2UAV Vehicle-to-UAV 

UAV Unmanned Aerial Vehicle 

IoT Internet of Thing 

CAN Controller Area Network 
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Abstract—In this paper the Parallelized Population-based
Multi-Heuristic System controlled by the Reinforcement Learn-
ing based strategy is proposed to solve the Multi-Skill Resource
Constrained Scheduling Problem with Hierarchical Skills, de-
noted as MS-RCPSP. It is an extension of the classical RCPSP
where some given pool of skills has been assigned to the resources.
The MS-RCPSP as well as the RCPSP belong to the class of
strongly NP-hard optimization problems. To solve the MS-RCPSP
the approach consisting of evolving a population of solutions
and using a set of several heuristic algorithms controlled by the
reinforcement learning strategy, and executed in parallel, has
been proposed. To implement the system and take advantage of
the speed-up offered by the parallel computations the Apache
Spark platform has been used. The system has been tested
experimentally using benchmark problem instances from the
iMOPSE dataset with the makespan as the optimization criterion.
The proposed approach produces good quality solutions often
outperforming the existing approaches.

I. INTRODUCTION

RESOURCE MANAGEMENT plays an important role in
different domains. It involves planning, scheduling, and

allocating various resources such as machines, technology,
money, people, or teams to a project. In a majority of or-
ganizations, the task of determining some schedules occurs
regularly, often daily. Deciding on schedules requires the
allocation of resources which, usually, are limited and not
freely available. In project management, there are three basic
types of constraints imposed on the availability of resources.
These are time, cost, and scope constraints. Therefore, effec-
tively utilizing scarce resources is important for the success
of any project. Extensive research in project management
has led to the proposal of different models and methods
aimed at optimizing resource utilization to achieve project
goals. Among several possible project management problem
formulations the best known and intensively researched is the
Resource Constrained Project Scheduling Problem (RCPSP)
and its numerous extensions. In recent years a high amount
of papers have reported on various methods of solving the
RCPSP and its variants. Extensive reviews of this research

effort can be found in [5], [6]. Among possible RCPSP
extensions focusing on the use of human resources is the idea
of considering problems where to complete a project various
skills on the part of human resources are needed. The idea of
considering the multi-skill resource-constrained problems has
been motivated by the practical needs of projects where staff
with different skills is required and needs to be scheduled and
assigned. In the MS-RCPSP human resources are considered
each possessing a particular set of skills, which can be applied
to these activities in the project that require such skills. The
primary Multi-Skill Resource Constrained Project Scheduling
Problem (MSRCPSP) with skillsets has been introduced in
[24] and next considered, for example in [3], [17], [1]. The
most recent classification for the MSRCPSP and its extensions
can be found in [27]. One of such extension is MSRCPSP with
hierarchical skills proposed in [2] and commonly denoted in
the literature as MS-RCPSP. It is based on both the classical
RCPSP and the Multi-Purpose Machine Model Problem to
find a schedule that optimizes a performance criterion like,
for example the project duration i.e. makespan.

Both, the MSRCPSP and MS-RCPSP as the generalizations
of RCPSP belong to the class of strongly NP-hard optimization
problems [4]. Hence, most of the approaches in the literature
consider applying metaheuristic algorithms. Example success-
ful approaches include Ant Colony Optimization [20], Greedy
Randomized Adaptive Search Procedure [21], [22] Teach-
ing–learning–based optimization algorithm [28], Differential
Evolution and Greedy Algorithm [22], Genetic Programming
[16], Genetic Programming Hyper-Heuristic [16]. In [19]
the bicriteria MS-RCPSP optimization variant was proposed
including project duration and cost. In [23] a new benchmark
dataset was made available for public use. The approaches
proposed and made available in [19], [23] involved a Greedy
Algorithm that optimizes schedule duration and a Greedy
guided search controlled by a Genetic Algorithm, for mini-
mizing schedule duration and cost [23]. The Decomposition-
Based Multi-Objective Genetic Programming Hyper-Heuristic
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has been proposed in [29].
Heuristic and meta-heuristic approaches have been impor-

tant and intensively expanding area of research and develop-
ment for many years. With the emergence of advanced tech-
nologies, the multi-heuristics and hyper-heuristics are com-
monly used in various fields, including optimization problems,
search algorithms, scheduling, routing, and more generally
various artificial intelligence applications. They often involve
selecting, combining, or switching between different heuristics
based on certain conditions, problem characteristics, or perfor-
mance metrics. They are also used in solving project schedul-
ing problems [15], [18], [25], [29]. The idea behind a multi-
heuristic approach is that different heuristics may be more
effective or efficient in different parts of a problem solution
space. By employing a combination of heuristics, the approach
can exploit their complementary strengths and mitigate their
individual weaknesses. This can lead to improved problem-
solving performance, such as faster convergence to a solution,
better quality solutions, or increased robustness to different
problem instances.

Multi-heuristic approaches can be more efficient using par-
allel computations which are commonly used in optimisa-
tion. They provide significant advantages in terms of speed,
scalability, solution space exploration, and handling complex
problem structures. By leveraging multiple processing units or
distributed computing resources, parallel algorithms can effi-
ciently solve optimization problems, leading to an improved
performance, faster convergence, and better quality solutions.
One of the tools for parallel computing is Apache Spark.
Apache Spark is an open-source framework for processing
big data in parallel across clusters or cloud architectures.
Spark’s core data structure is called Resilient Distributed
Datasets (RDDs), which improves the performance of iterative
algorithms and data mining tools. The platform automati-
cally handles program distribution and data splitting. Spark’s
scheduler optimizes operations using data locality and lazy
evaluation.

In this paper a Parallelized Population based Multi-Heuristic
(PPMHRL) for solving MS-RCPSP is proposed, implemented
and validated. The approach belongs to the population-based
metaheuristics class. It is based on using four types of opti-
mization heuristic algorithms controlled by a strategy based on
Reinforcement Learning technique. The heuristic algorithms
include three types of local search algorithms, the path relink-
ing algorithm and exact solution based heuristic. To implement
this approach the Scala language, Apache Spark framework
and RDD collections have been used. The proposed approach
has been tested experimentally using benchmark instances
from the iMOPSE [30] library. The makespan minimization
has been used as the optimization criterion.

The paper is constructed as follows: Section II contains the
formulation of the MS-RCPSP problem. Section III provides a
description of the proposed Multi-Heuristic Population Based
Approach with Reinforcement Learning for solving instances
of the MS-RCPSP. The section contains also a description of
the optimization heuristic algorithms used: local search and

path relinking. In section IV the computational experiment
carried out has been described, including parameter settings
experiment plan, experiment results, and comparisons of re-
sults with some other approaches. Finally, Section V contains
conclusions and suggestions for future research.

II. PROBLEM FORMULATION

In the paper, we consider the project management problem
where activities to be executed require skills, and the available
multi-skilled resources possess these skills.

The considered Multi-Skill Resource-Constrained Project
Scheduling Problem with hierarchical skills can be described
using classification scheme proposed in [7] for scheduling
problems. An extension of this classification scheme that
allows the representation of multi-skilled resource-constrained
project scheduling problems and their extensions was proposed
in [27] recently. The considered problem class is denoted as
ms, 1, H, TR, F lex|cpm, 1|Cmax, C.

In the MS-RCPSP problem the set of n activities (tasks) and
m renewable resource types are considered. Each activity has
to be processed without interruption to complete the project.
The duration of activity aj , j = 1, . . . , n is denoted by dj .
The types of resources represent human staff with different
skills. Every resource rk, k = 1. . . . ,m possesses a subset of
skills Qk from the skill pool Q defined in a project and the
salary paid for performed work as hourly rate (cost) ck. In a
given period of time, only one resource can be assigned to a
given activity.

Each activity requires a set of skills to be executed denoted
as Qj , but not every resource can be applied to its realization.
Each resource skill is labelled with familiarity level, that is
the resource rk is capable of performing the activity aj only
if rk disposes skill required by aj at the same or higher level.

There are precedence relations of the finish-start type with
a zero parameter value (i.e. FS = 0) defined between the
activities in the project. In other words activity aj precedes
activity ai if ai cannot start until aj has been completed. Sj

(Pj) is the set of successors (predecessors) of activity ai, j =
1, . . . , n.

The objective is to find a schedule S of the project activities
finishing times [fi, . . . , fn], where the resource and prece-
dence constraints are satisfied, such that the schedule duration
(makespan) MS(S) = sn is minimized.

Since the MS-RCPSP is a generalization of the RCPSP, it
belongs to the class of the strongly NP-hard problems [4],
[19].

More detailed description and formal definition of the MS-
RCPSP can be found in [2], [19], [23].

III. PARALLELIZED POPULATION-BASED
MULTI-HEURISTIC SYSTEM WITH RL FOR MS-RCPSP

A. Apache Spark based Implementation

To implement the proposed system Scala language and
Apache Spark environment have been used. Apache Spark is
an open-source framework designed for processing big data in
parallel across clusters or cloud architectures. It prioritizes ease
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of use and leverages data locality to optimize computations
while maintaining the required fault tolerance. Apache Spark
is currently one of the most popular and fastest distributed
computing frameworks, and it stands-out as the largest open-
source project in data processing.

The architecture of Spark involves a master node and mul-
tiple worker nodes. The master node handles task scheduling,
resource allocation, and error management, while the worker
nodes perform parallel processing of Map and Reduce tasks.
The platform automatically handles program distribution and
data splitting for the users.

The core data structure in Spark is called Resilient Dis-
tributed Datasets (RDDs). RDD collections enhance dis-
tributed, parallel computation of iterative algorithms and in-
teractive data mining tools. RDDs enable using parallel data
structures and parallel computing.

Spark’s scheduler efficiently executes operations specified
by RDDs, exploiting data locality to avoid producing unnec-
essary data copies between nodes. RDDs are so called lazy
structures evaluated, meaning the operations are performed
only when the result is requested. This allows to increase
the efficiency of parallel computing. Spark’s built-in constraint
solver can optimize the transformation graph by eliminating
certain operations. RDDs also enable efficient fault tolerance
by tracking the history of transformations rather than dupli-
cating data between nodes.

The proposed Parallelized Population-based Multi-Heuristic
system controlled by Reinforcemant Learning (RL) strategy
is denoted as PPMHRL. The PPMHRL uses the parallel
computing capabilities of Spark in order to solve MS-RCPSP
problem instances stored in a population. In this approach
to use the Spark capabilities efficiently its build-in paral-
lelization mechanism has been used. To solve the MS-RCPSP
the population of solutions, optimization heuristic algorithms
and control strategy have been proposed and implemented.
Individuals from the population of solutions are improved
by optimization heuristic algorithms controlled by the RL
strategy. The proposed optimisation heuristic algorithms are
described in the following subsection.

B. Optimization Heuristic Algorithms Solving MS-RCPSP

To solve the MS-RCPSP with makespan minimalization the
heuristic algorithms coded in Scala language have been used.
The algorithms proposed in [12] have been improved and
adjusted to the new system. Hence, five kinds of optimization
heuristic algorithms are used:

• LSAm - Local Search Algorithm based on activities
moving,

• LSAe - Local Search Algorithm based on activities
exchanging,

• LSAc - Local Search Algorithm based on one point
crossover operation,

• PRA - Path Relinking Algorithm based on activities
moving,

• EPTA - Exact Precedence Tree Algorithm.

All proposed algorithms search for feasible solutions only
and feasible solutions only are stored in the population.

The above mentioned LSA is a simple local search algorithm
which finds the local optimum by moving (LSAm) activities or
exchanging (LSAe) pairs of activities in the solution schedule.
Simultaneously, the necessary change of assigned resources is
checked and performed. In one iteration all possible moves or
exchanges are checked and the best one is carried out. The
best solution found is remembered. The only parameter of
these algorithms is:

• maxItLSAm - the maximum number of iterations without
improvement for activities moving,

• maxItLSAe - the maximum number of iterations without
improvement for activities exchanging.

The LSAc is LSA based on one-point crossover operator
applied to the pair of solutions. The crossover operation can
be applied in each crossing point. Hence for project with n
activities maximum n − 2 crossing points can be checked.
Because for some projects it may be too time consuming
the algorithm stops after fixed number of iteration without
improvement. The best solution found is remembered. The
only parameter of this algorithm is:

• maxItLSAc - the maximum number of iterations without
improvement.

The PRA is a path-relinking algorithm where for a pair
of solutions from the population a path between them is
constructed. Next, the best of the feasible solutions from the
path is selected. To construct the path of solutions the activities
are moved to other possible places in the schedule. All possible
moves are checked. Only feasible solutions are accepted. The
best solution found is remembered. The algorithm has no
parameters.

The EPTA is an exact precedence tree algorithm based on
the concept of finding an optimum solution by enumeration
for a partition of the schedule consisting of some activities.
The implementation proposed for RCPSP [9] has been adopted
for solving MS-RCSP by adjusting constraints for multi hi-
erarchical skill levels. An exact solution for a part of the
schedule beginning from activity on chosen position is found.
The activity position is chosen randomly without repetition.
The best solution found is remembered. The algorithm has
two parameters:

• maxItEPTA - the maximum number of iterations with-
out improvement,

• nPartEPTA - the size of schedule partition for which
the exact solution is found.

C. Architecture of the PPMHRL System

The Parallelized Population-based Multi-Heuristic system
controlled by Reinforcement Learning strategy (PPMHRL)
searches for solutions of MS-RCPSP using a set of improve-
ment heuristic algorithms. The initial population of solutions
(individuals) is generated using random priority rule and serial
forward SGS (Schedule Generation Scheme). An individual
is represented by the sequence of activities with resources
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assigned. To generate a solution from the sequence, the serial
forward SGS is used. Individuals from the population are, at
the following computation stages, improved by optimization
heuristic algorithms described in section III-B. The behaviour
of the system is controlled by the strategy. The control strategy
defines parameters and methods for the whole system and is
based on Reinforcement Learning.

The set of used priority rules includes ones known for
RCPSP and proposed for MS-RCPSP [13], [14], [15], [12]:

• SPT - Shortest Processing Time first,
• LPT - Longest Processing Time first,
• EST - Earliest Start Time first,
• EFT - Earliest Finish Time first,
• LST - Latest Start Time last,
• LFT - Latest Finish Time last,
• HLSR - Highest Level of Skill Required first - activities

are sorted by the level of skill required and SPT, which
means that activities with the same level are sorted
according to SPT,

• LLSR - Lowest Level of Skill required last,
• MRS - Most Required Skills first - for each skill in the

project the sum of durations of activities which need this
skill is calculated, next the activities are sorted by the
duration of required skill and LPT,

• LRS - Least Required Skills last - for each skill in the
project the sum of durations of activities which need this
skill is calculated, next the activities are sorted by the
duration of required skill and LPT.

To implement the approach in Spark two main RDD collec-
tions are used, one to store individuals in the population and
the second one to store tuples. Each tuple contains a solutions
and the algorithm that has been assigned to improve them.
For selecting solutions and assigning algorithms to them the
control strategy is responsible. The system state is stored and
used by the control strategy to manage effectively the process
of searching for the best solution. The general schema of the
proposed approach can be seen in Fig. 1.

The Reinforcement Learning (RL) based cooperation strat-
egy to control agents was proposed in [10], [11] for RCPSP
and next partly adopted in the approach of solving MS-
RCPSP by Asynchronous Team (A-Team) of agents in Multi-
Agent System (ATMAS) described in [12]. In the approach
proposed in this paper the concept of the RL based strategy
has been used to control the execution of optimization heuristic
algorithms using RDD collections in Spark environment. To
describe the approach in a more detailed manner the following
notation is used:

• P - population of |P | solutions (individuals),
• S - solution,
• nSGS - number of SGS procedure calls,
• maxSGS - maximum number of SGS procedure calls,
• angDiv - average diversity in the population P ,
• minAvgDiv - minimum average diversity in P ,
• nSnew - number of newly generated solutions,
• pRA - percent of solution to be removed from population

Fig. 1. Proposed PPMHRL system architecture schema

P , it is equal to the percent of the new ones to generate
and add

• selMet - selection method used to select the individuals
to improve from P ,

• genMet - method generating new individuals,
• merMet - method merging two populations,
• f(S) - fitness function.
Additionally to control the system, two probability measures

have been used:
• pmg - probability of selecting the method mg ∈ Mg to

generate a new individual,
• pma - probability of selecting the optimisation algorithm

ma ∈ Ma used to improve individuals in P .
To generate new individuals we have proposed the following

four possible methods:
• mgr - randomly,
• mgrp - randomly using random priority rule,
• mgb - random changes of the best individual in P ,
• mgw - random changes of the worst individual in P .
For each method the weight wmg is calculated, where mg ∈

Mg, Mg = {mgr,mgrp,mgb,mgw}. The wmgr and wmgrp

are increased when the population average diversity decreases
and they are decreased in the opposite case. The wmgb and
wmgw are decreased where the population average diversity
increases and they are increased in the opposite case.

There are five optimization heuristic algorithms
described above. For each of them the weight
wma is calculated, where ma ∈ Ma, Ma =
{maLSAm,maLSAe,maLSAc,maPRA,maEPTA}.
The wma is increased if the optimization agent received
the improved solution and is decreased if this not the case.
Additionally, the weights for maLSAc and maPRA are
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increased where the average diversity of the population
decreases and they are decreased in the opposite case.
The weights for maLSAm, maLSAe and maEPTA are
increased where the average diversity of the population
increases and they are decreased in the opposite case.

The probabilities of selecting the method are calculated as
following:

pmg =
wmg∑

mg∈M wmg
, pma =

wma∑
ma∈M wma

.

The parameters settings and the resulting probabilities allow
to control the system behaviour and balance the exploration
and exploitation processes. The pma is used in selMet for
selecting the optimization algorithm for individuals from the
population that are subject to an intended improvement. The
method is showed as Algorithm 1.

Algorithm 1 selMet(P )

generate RDD collection
2: arrange the solutions in P in random order

for all solutions in P do
4: as = ∅

copy to as one or two consecutive solutions from P
6: if |as| == 1 then

select ma from {maLSAm,maLSAe,maEPTA}
with the probability pmaLSAm, pmaLSAm and
pmaEPTA, respectively

8: else
select ma from {maLSAc,maPRA} with the prob-
ability pmaLSAc and pmaPRA, respectively

10: end if
add the tuple (as, ma) to RDD

12: end for
return RDD

The pmg is used in merMet method to merge the old
population with the new one created in improvement stage by
RDD transformation. The pseudocode of the merMet method
is presented as Algorithm 2.

It can be noticed that, as a result, the better solutions
received from optimization algorithms replace the worse ones
in the population. Moreover, the new solutions are generated
in each stage with the calculated probability according to
genMet presented as Algorithm 3.

All decreasing–increasing operations are performed follow-
ing the proposed control strategy. As the stopping criterion
the average diversity in the population avgDiv(P ) and the
maximal number of SGS procedure calls are used.

IV. COMPUTATIONAL EXPERIMENT

A. Problem instances

To evaluate the effectiveness of the proposed approach
the computational experiment has been carried out using the
benchmark instances of MS-RCPSP accessible as a part of
Intelligent Multi Objective Project Scheduling Environment
(iMOPSE) [30]. The test set includes 36 instances representing

Algorithm 2 merMet(P, Pn, pRA)
for each solution Sn in Pn do

2: if Sn is obtained from Sk in P then
if f(Sn) < f(Sk)) then

4: add Sn to P
end if

6: end if
if Sn is obtained from Sk1 and Sk2 in P then

8: if f(Sn) < Sk1 or f(Sn) < Sk2 then
add Sn to P

10: end if
end if

12: end for
remove from P the worst pRA · |P | solutions

14: add to P the pRA · |P | of new solutions generated by
genMet
return P

Algorithm 3 genMet(P, pRA,Mg)

generate empty RDD collection
2: for each mg in Mg do

generate pRA · |P | · pmg solutions using mg method
and add them to RDD

4: end for
return RDD

projects consisting from 78 to 200 activities. The file names of
the instances are in the form n_m_pr_st.def, where n means
the number of activities, m the number of resources, pr the
number of precedence relations and st the number of skill
types. The detailed descriptions and benchmark data analyses
can be found in [19], [23].

B. Settings

The computational experiment has been carried out using
Intel Core i7 Quad Core CPU 2.6 GHz, 16 GB RAM. The
PPMHRL is coded in Scala using Apache Spark environment.
In the experiment the following values of parameters have
been used:

• Population P of 30 and 50 solutions,
• 5 optimization heuristic algorithms: LSAm, LSAe, LSAc,
PRA, EPTA using the following parameters:

– maxiItLSAm = 20,
– maxItLSAe = 20,
– maxItLSAc = 10,
– maxItEPTA = 10,
– nPartEPTA = 3,

• maxSGS = 100000 - maximal number of SGS proce-
dure calls,

• minAvgDiv = 0.01 - minimal average diversity in the
population,

• pRA = 10% - given initial value is decreased when the
avgDiv has increased and increased in the opposite case.

EWA RATAJCZAK-ROPEL, PIOTR JĘDRZEJOWICZ: PARALLELIZED POPULATION-BASED MULTI-HEURISTIC SYSTEM WITH REINFORCEMENT LEARNING 241



TABLE I
PERFORMANCE OF THE PROPOSED PPMHRL SYSTEM IN TERMS OF SCHEDULE DURATION (MAKESPAN).

ATMAS(|P | = 50) PPMHRL(|P | = 30) PPMHRL(|P | = 50)

Instance Best AV G STD Best AV G STD Best AV G STD

100_5_20_9_D3 392 394 1.67 393 394.8 1.47 388 392.4 2.94
100_5_22_15 484 484.2 0.4 485 485.4 0.49 484 484.6 0.49
100_5_46_15 529 530 1.55 529 530.6 1.02 528 529.2 0.75
100_5_48_9 491 491.4 0.49 492 492.2 0.4 490 491 0.63
100_5_64_15 482 483 0.89 482 482.2 0.75 481 482.8 0.98
100_5_64_9 475 475.2 0.4 475 475.6 0.8 474 474.8 0.75
100_10_26_15 237 238.2 1.17 234 237.6 2.73 234 238.4 2.58
100_10_27_9_D2 216 225.6 6.47 216 225 6.42 207 220.4 9.97
100_10_47_9 257 257.2 0.4 253 255.2 1.72 252 254 2.28
100_10_48_15 245 246.6 0.8 244 244.2 0.4 244 245.4 0.8
100_10_64_9 245 250 3.9 243 246.2 4.07 244 247.2 2.32
100_10_65_15 247 247.4 0.8 244 246.2 2.04 244 245.6 1.62
100_20_22_15 136 136 0 130 133.2 2.32 131 133.2 1.83
100_20_23_9_D1 174 174.6 0.8 172 174 1.41 174 174.6 0.8
100_20_46_15 164 164 0 164 164 0 161 162.8 0.98
100_20_47_9 132 133.4 1.36 127 132.6 3.01 124 128 3.41
100_20_65_15 240 240 0 240 240 0 220 224.8 3.19
100_20_65_9 140 140.8 0.75 140 134 3.35 124 129.2 5.31
200_10_128_15 464 464 0 461 462.6 1.02 460 462.6 1.74
200_10_135_9_D6 710 733.6 13.4 642 687.6 38.61 550 603.2 45.27
200_10_50_15 487 487.8 0.75 485 486.4 1.74 484 487 1.9
200_10_50_9 488 489.6 1.96 490 491 1.1 488 490.8 1.72
200_10_84_9 514 514.8 0.75 507 512.2 3.19 509 511.2 2.04
200_10_85_15 476 477.8 1.33 475 477.6 2.06 477 479 1.1
200_20_145_15 245 246 1.1 245 246.6 1.5 244 246 1.79
200_20_150_9_D5 900 900 0 910 948.2 20.72 900 900 0
200_20_54_15 268 269.6 1.02 263 268.4 2.8 258 262.6 3.77
200_20_55_9 252 257.6 3.07 251 258 4.29 247 256.6 5.82
200_20_97_15 336 336 0 336 336 0 336 336 0
200_20_97_9 251 251.8 0.75 242 246.6 4.03 242 245.6 3.72
200_40_130_9_D4 513 513 0 513 513 0 513 513 0
200_40_133_15 151 156.2 3.71 149 154.8 3.87 135 143.8 8.7
200_40_45_15 164 164 0 164 164 0 160 162.4 1.36
200_40_45_9 150 161 9.65 154 160.6 4.84 144 152.8 5.15
200_40_90_9 150 158.6 6.18 148 158 7.69 135 148.2 9.54
200_40_91_15 138 147.4 5.75 138 144.8 4.66 132 143.2 9.37

Average 331.8 334.5 2 328.8 333.6 3.7 322.7 327.8 4

Computations are stopped when the average diversity in the
population is less then minAvgDev or the number of SGS
procedure calls is grater than maxSGS.

C. Results

During the experiment the following characteristics of the
computational results have been calculated and recorded: best
schedule duration (makespan) (Best), average schedule du-
ration (AV G) and standard deviation (STD). Each problem
instance has been solved 10 times and the results have been
averaged over these solutions.

The computational experiment results for proposed Par-
allelized Population-based Multi-Heuristic system controlled
by Reinforcement Learning strategy (PPMHRL) have been

obtained for population size including 30 and 50 individuals
are presented in Table I.

The results obtained by PPMHRL are good and promising.
The results for the population with 50 individuals are better
than for the population with 30 ones. The average Best result
is better by an average of 1.9%, the AV G by 1.7%, and
simultaneously the STD is slightly lower. Results for both
considered population sizes outperform the earlier approaches
based on A-Team Multi-Agent Algorithm [12] but in this
approach the optimization heuristic algorithms have been
modified and one additional optimization algorithm has been
used.

Comparison of the obtained results with the results known
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TABLE II
COMPARISON WITH THE RESULTS KNOWN FROM THE LITERATURE IN TERMS OF SCHEDULE DURATION (MAKESPAN).

GRASP DEGR GP-HH PPMHRL(|P | = 50)

Instance Best AV G STD Best AV G STD Best AV G STD Best AV G STD

100_5_20_9_D3 401 402 0.6 392 393.2 0.92 387 387 0 388 392.4 2.94
100_5_22_15 503 504 1.2 484 484.5 0.53 484 484 0 484 484.6 0.49
100_5_46_15 552 556 3.9 529 529 0 528 528 0 528 529.2 0.75
100_5_48_9 510 510 0.3 490 490.1 0.32 490 490 0 490 491 0.63
100_5_64_15 501 502 1.2 481 483 0.82 481 481 0 481 482.8 0.98
100_5_64_9 494 494 0.2 474 474.9 0.32 474 474 0 474 474.8 0.75
100_10_26_15 251 258 7.1 234 235 1.05 233 233 0 234 238.4 2.58
100_10_27_9_D2 221 223 1.6 215 220.3 2.5 207 207.9 0.5 207 220.4 9.97
100_10_47_9 263 264 0.9 255 256.4 0.7 252 252.2 0.4 252 254 2.28
100_10_48_15 256 257 1.2 244 245 0.67 243 243.7 0.5 244 245.4 0.8
100_10_64_9 255 257 2.1 243 245.8 1.32 241 242.2 0.6 244 247.2 2.32
100_10_65_15 256 260 3.8 244 245.3 1.16 243 243.9 0.3 244 245.6 1.62
100_20_22_15 134 137 3.7 130 130.7 0.67 126 126.5 0.5 131 133.2 1.83
100_20_23_9_D1 172 172 0 172 172 0 172 172 0 174 174.6 0.8
100_20_46_15 170 174 3.9 164 164 0 161 161 0 161 162.8 0.98
100_20_47_9 133 140 6.8 125 127.5 3.31 123 123 0 124 128 3.41
100_20_65_15 213 213 0.1 240 240 0 205 205 0 220 224.8 3.19
100_20_65_9 135 135 0.4 126 129.1 2.73 123 123.8 0.4 124 129.2 5.31
200_10_128_15 491 496 5.2 461 463.1 0.88 460 460.9 0.5 460 462.6 1.74
200_10_135_9_D6 584 617 20.3 608 694.8 67.9 534 534 0 550 603.2 45.27
200_10_50_15 524 528 3.8 487 487.9 0.74 484 484 0 484 487 1.9
200_10_50_9 506 508 1.9 485 487.8 1.62 484 484 0 488 490.8 1.72
200_10_84_9 526 527 0.8 507 509.3 2.11 505 505.8 0.4 509 511.2 2.04
200_10_85_15 496 498 1.7 475 478 1.56 473 473.7 0.5 477 479 1.1
200_20_145_15 262 271 8.5 237 238.5 0.71 236 237.1 0.5 244 246 1.79
200_20_150_9_D5 900 913 13.6 900 906.9 11.82 900 900 0 900 900 0
200_20_54_15 304 308 3.7 258 261 1.89 258 258.3 0.5 258 262.6 3.77
200_20_55_9 257 258 0.6 249 257.8 10.37 246 246.8 0.4 247 256.6 5.82
200_20_97_15 347 347 0 336 336 0 336 336 0 336 336 0
200_20_97_9 253 256 3.8 241 247.6 8.93 241 241.4 0.5 242 245.6 3.72
200_40_130_9_D4 513 513 0 513 513 0 513 513 0 513 513 0
200_40_133_15 163 170 6.5 141 151.4 8.26 135 136.8 1 135 143.8 8.7
200_40_45_15 164 164 0.3 164 164 0 159 159 0 160 162.4 1.36
200_40_45_9 144 147 3.2 153 182.5 17.83 137 138 0.4 144 152.8 5.15
200_40_90_9 148 153 4.9 148 181.3 22.07 134 135.1 0.5 135 148.2 9.54
200_40_91_15 153 159 5.7 136 144.8 9.44 130 131.6 1.1 132 143.2 9.37

Average 337.6 341.4 3.4 326.1 332.5 5.1 320.5 320.9 0.3 322.7 327.8 4

from the literature are presented in Table II. It can be no-
ticed that the results produced by the proposed approach are
comparable with the results from several recently published
papers. Among several algorithms proposed for solving MS-
RCPSP instances, one seems outstanding and outperforms all
others including the proposed one. It is also a population-
based algorithm with the search for the best solution enhanced
by a hyper-heuristic proposed in [24]. The best makespan
value for the GP-HH algorithm is better on average by 0.7%
as compared with our approach. It should be noted that the
difference in performance between the proposed approach and
the GP-HH one gets smaller or even nonexisting as the number
of activities increases.

V. CONCLUSION

Results of the computational experiment show that the
proposed Parallelized Population-based Multi-Heuristic Sys-
tem control by Reinforcement Learning strategy (PPMHRL)
is an efficient and competitive tool for solving MS-RCPSP
instances. The obtained results are comparable with solutions
presented in the literature.

We believe that there is still room for further improvement
of the proposed approach. Future research will focus on find-
ing more effective methods for tuning optimization algorithms
parameters. The use of reinforcement learning techniques
could be further refined by finding better rules for controlling
the number of iterations, population merging, and generating

EWA RATAJCZAK-ROPEL, PIOTR JĘDRZEJOWICZ: PARALLELIZED POPULATION-BASED MULTI-HEURISTIC SYSTEM WITH REINFORCEMENT LEARNING 243



new individuals. Another performance improvement can be
expected from running the solution procedure on a powerful
computer cluster that can easily handle a bigger population
of individuals and thus profit from the scale and synergy of
interactions between optimization agents. It would also be
worthwhile to investigate using different types and numbers
of optimization algorithms.
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heuristic solutions for Multi–Skill Resource–Constrained Project Schedul-
ing Problem”, in M. Ganzha, L. Maciaszek, M. Paprzycki (eds) Pro-
ceedings of the 2013 Federated Conference on Computer Science and
Information Systems FedCSIS, IEEE, 2013, pp. 159–166, ISBN 978-1-
4673-4471-5

[19] P. B. Myszkowski, M. E. Skowroński and K. Sikora, “A new benchmark
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Abstract—The paper comments on two main issues. First,
on a model for estimating the carbon price using multi-year
market data. And second, on the consideration of two approaches
to feature set exploitation. On the one hand, two ensemble
machine-learning models with randomly selected feature sets are
employed. On the other hand, a hybrid feature selection strategy
follows domain expertise on which features should be explored.
This minimizes the number of feature set combinations to be
tested. The additional information for the predictions was the
data from other commodity contracts, which could be easily
introduced into the collection, as too many of them do not
necessarily improve the estimates. The results of the experiments
are promising: for the model based on SVR, the MAPE obtained
was 2.09% and 5.6% for the following day and week price
forecasts, respectively.

I. INTRODUCTION

THE European Union Emissions Trading Scheme
(EU ETS) was established in 2005 to promote the cost-

effective and economically efficient reduction of greenhouse
gas emissions. According to the International Energy Agency,
global CO2 emissions reached record highs in 2021 (over
EUR 60 per ton) and the price is still volatile. The costs of
European Union Allowance (EUA) is increasing, not only
for the environment but also for the European economy.
For this reason, understanding the problem of carbon price
volatility and being able to predict it has become essential for
profitable business decisions in companies that emit CO2 and
are obliged to buy carbon credits, as well as in companies
that are considering switching to renewable energy sources.
The literature analysis shows the breadth of the scope of the
topic and the potential correlation of EUA price volatility
with many factors [1], [11]. Therefore, there is a need to
identify a carbon price prediction model using determinants
that have a particular impact on the EUA price forecasting in
a dynamically changing environment.

The article is a continuation of the recent research presented
by the authors in [16]. This paper describes the day-ahead
carbon price prediction based on a wide range of fuel and
energy indicators traded on the Intercontinental Exchange
market. In the proposed approach, by combining the Principal
Component Analysis (PCA) method and various methods of
supervised machine learning, the possibilities of prediction in
the period of rapid price increases are shown. The PCA method

This work was supported by National Science Centre, Poland funds awarded
to Katarzyna Rudnik under grant no. 2021/05/X/ST6/01693.

reduced the number of variables from 37 to 4, which were
inputs for predictive models, so it reduced the complexity of
models but did not improve the prediction errors [16].

Following these considerations, in this paper we propose
a hybrid approach for feature selection and identification
of the carbon price prediction model. In this approach, we
combine a wrapper and an embedded method using differ-
ent supervised machine learning methods and different time
horizons of EUA price forecasting. We attempted to employ
the wrapper methods, which would potentially increase the
predictive power of the model, and alternatively tested the
embedded approach, which allows for automatic reduction of
the feature space. However, after some initial testing for the
described forecasting case, we combined both approaches and
supplemented them with domain expertise on which features
are valuable, thus helping to reduce the number of feature set
combinations.

II. LITERATURE REVIEW

For the purpose of testing the considered feature selection
approaches, we decided to run some real data experiments.
This has been performed for the field of European Carbon
Emission Allowance Futures (EUA) price forecasting, and
machine learning methodology has been exploited for the
required estimation generation.

Different approaches to EUA price forecasting can be found
in the literature. According to [27], carbon price forecasting
models can be divided into the following types of models:
econometric prediction model, artificial intelligence algorithms
and combined prediction model.

An approach proposed in [3] employed a non-parametric
method to estimate carbon prices and found that the method
could reduce the prediction error by about 15% compared
to linear autoregression models. In [10] a hybrid model
combining the Generalized Autoregressive Conditional Het-
eroskedasticity (GARCH) model and a long-term memory
network was presented, while in [1] the authors proposed the
GARCH models and the k-nearest neighbor models. There
are many approaches to EUA price prediction using machine
learning methods. In [28], the authors proposed a novel
paradigm of multiscale nonlinear ensemble learning, involving
empirical mode decomposition and a least squares support
vector machine with a kernel function prototype. An extreme
learning machine optimized by the Kidney algorithm with
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a coefficient of proportionality and cooperation is proposed
in [9].

Due to the non-linearity and non-stationarity of EUA prices,
the authors in [22] developed a system consisting of an ana-
lytical module and a forecasting module. There are relatively
few publications that use determinant analysis in EUA price
prediction models. In [11], a theoretical model was developed
and presented that combines the energy sector (crude oil,
natural gas, coal, electricity prices, and the share of fossil fuels
in electricity generation), economic activity, and the market
for CO2 emission allowances. In [1], the authors suggested
that Brent oil, coal, and electricity can be used to forecast
the volatility of coal futures. In this paper, our research fills
the gap in the related literature, where we take into account
a wider range of data from the fuel and energy sector in
order to perform feature selection and identify the EUA price
prediction model in the short term. The short term prediction is
especially important for traders and other market participants
who, when buying EUA prices on a regular basis, follow price
trends to buy EUAs at the cheapest price [15]. Prediction over
a longer period of time can be useful in making strategic
decisions for market participants and carbon-based companies.
However, due to the nonstationary, nonlinear, and irregular
EUA price, it is a particularly difficult issue that requires a
more sophisticated approach to analysis. It seems that the
solution in this respect could be models using the enoising
procedure [5] and deep learning [4]. This will be the subject
of further research.

III. METHODOLOGY

Fig. 1 presents a general overview of the applied research
methodology that has been followed in this paper. We initially
collected and prepared the data, which is discussed in section
IV. As a result, we obtained time series for the EUA price
and 16 factors related to the contracts for fuel and energy
products (current values and values of the last change), which
gives a total of 33 market-driven features. Since the data
acquisition for the analyzed case could be costly, we tested
several ways of feature selection that could lead to finding
those that are really necessary and contribute to the final model
performance. On the one hand, we used ensemble machine
learning models with randomly selected feature sets. Providing
the model with many features at the beginning, hoping that for
some models this would be beneficial for the final result [14],
[24]. Such a process was automated using so-called ensemble
learning models, such as random forests or extra trees, which
are reported by many to work well for datasets with many
features [18]. These models could return even better estimates,
outperforming Support Vector Machine based prediction [8].
And on the other hand, we used selected machine learning
models and iteratively added successive model features, which
were selected by an expert. For this part of the experiments
aimed at investigating the importance of the features, as
it has been advised [7], we applied linear models, support
vector machines with linear kernel and simple linear regression
models with additional regularization.

Fig. 1. The experiment evaluation procedure.

All the planned experiments were conducted under a rec-
ommended cross-validation regime [26], which allows for
credible performance analysis. To evaluate the tested models,
we employed several widely adopted metrics in the following
experiments: the coefficient of determination (denoted as R2),
which is commonly used to compare the performance of dif-
ferent models [19], [21], the mean square error (MSE) or its’
square root [20], the mean absolute percentage error (MAPE)
[21] which should provide a good intuition on the relative
scale average model’s prediction error. For each tested model
and each generated price prediction pi,pred and the actual
reference prices pi,ref we checked the statistics according to
the formulas:

MAPE =
1

n

∑

i

∣∣pi,ref − pi,pred
pi,ref

∣∣ (1)

R2 = 1−
∑

i (pi,ref − pi,pred)
2

∑
i (pi,ref − pi)2

(2)

Finally, it is worth mentioning the software packages we
used. We used the Scikit-learn framework [13] to de-
velop the necessary machine learning models and to perform
all the planned experiments. For the visualization of the
results and the representation of the features, we used the
Matplotlib library [2] and the Seaborn package [25],
all in the Python 3.10 environment.

IV. MARKET DATA COLLECTION AND TRANSFORMATION

The research was carried out upon data collection that
gathers daily carbon futures of the EU ETS from the Inter-
continental Exchange market over a long period of time. The
analyzed delivery date is December of the same year (for trade
dates from January to October) and December of the next year
(for trade dates from November to December). The data set
comes from the Fixed Income Trading Analytics web portal [6]
(accessed on 8 August 2022). To be specific it spans from
2013-10-22 to 2020-12-16. For all working days on which
transactions were quoted during this period, we put a total
number of 1842 rows into our data set in a standardized format.
Missing data were replaced with the average factor prices for
the last three days.

For the purpose of the EUA price modeling, we supple-
mented the collection with more than a dozen of additional
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factors. We acquired data reflecting other fuel and energy
factors from the Intercontinental Exchange, for the same time
period as the target that could potentially provide useful
information. Finally, the main series - f1: “EUA Future” that
shows the previous value of the modeled EUA prices, has been
concatenated with the following series [6]:

• f2: “AFR-Richards Bay Coal Future”,
• f3: “ATW-Rotterdam Coal Future”,
• f4: “M-UK Natural Gas NBP Future”,
• f5: “N-New York Harbor Unleaded Gasoline Future”,
• f6: “NCF-Newcastle Coal Future”,
• f7: “O-New York Harbor Heating Oil Future”,
• f8: “T-West Texas Intermediate Light Sweet Crude F.”,
• f9: “UBL-UK Power Baseload Future (Gregorian)”,
• f10: “G-Gasoil Future (Low Sulphur Gasoil Futures from

February 2015 contract month)”,
• f11: “DPB-Dutch Power Base Load Futures”,
• f12: “TFM-Dutch TTF Natural Gas Base Load Futures”,
• f13: “B-Brent Crude Future”,
• f14: “CRF-CFR South China Coal Futures”,
• f15: “BPB-Belgian Power Base Load Futures”,
• f16: “GER-German GASPOOL Futures”,
• f17: “GNM-German NCG Futures”.

The above factors are related to the contracts for fuel and
energy products such as natural gas (f4, f12, f16, f17), coal
(f2, f3, f6, f14), power (f9, f11, f15), crude (f8, f13), heating
oil (f7), unleaded gasoline (f5) and gasoil (f10).

Besides the above-mentioned basic values of all commodi-
ties (f1 ... f17), the collection has been supplemented with the
values of the last change of all these indices. These derivative
values denote as follows: f18 for the last change in f1, f19 for
f2, ..., and f34 reflects the last change in f17.

V. EXPERIMENTS

In order to provide reliable and low error forecasts, we con-
ducted several experiments, starting with ensemble machine
learning models and ending with linear models, operating on
narrowed sets of covariates.

When modeling the prices of such commodities, in addition
to the required highest possible performance, the narrowed
data set in the sense of a smaller number of necessary
collection features would be an advantage, and thus these
experiments were focused on reducing the model inputs.

A. Experiments with ensemble models

Since the ensemble machine learning models are often
reported to handle complex datasets successively [23], we
tested their performance against investigated price collection.
To estimate EUA prices using 34 market-driven features, we
first utilized the random forest and extra trees algorithms.

We have trained models for various forecast horizons, for
the next day’s price, over the next several days’ data, and up to
ten days in advance each time. We expected lower performance
for a longer forecast perspective but wanted to check the exact
increase in the estimation error to get at least an approximation

TABLE I
THE STATISTICS FOR RANDOM FOREST (RF) AND EXTRA TREES (ET)
ALGORITHMS FOR 10 FORECAST PERSPECTIVES. WE INDICATE IF THE

METRIC SHOULD BE MINIMIZED(↓) OR MAXIMIZED(↑).

Model MAPE (↓) for various forecast perspectives
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10

ET 10.64 10.94 11.54 11.49 12.83 13.24 13.93 14.65 14.36 13.78
RF 3.920 5.595 6.889 9.852 10.83 11.77 12.33 13.09 13.31 13.91

R2 (↑) for various forecast perspectives
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10

ET -0.049 -0.033 -0.160 -0.090 -0.393 -0.533 -0.456 -0.800 -0.567 -0.453
RF 0.928 0.854 0.782 0.567 0.475 0.372 0.324 0.250 0.232 0.164

of how the model would perform for such several days-long
predictions.

It is worth noting, that during the cross-validation training
runs, we allowed both models to select the best-performing
configuration for the number of estimators used. The models
of lowest errors in this experiment were most often configured
for the maximum number of 25 estimators (although they may
have used as many as 500).

The results for this investigation are provided in Table I.
We have denoted the resulting metrics (MAPE and R2) for
the forecasts for the following 10 days (d1, d2, ..., d10).

We tested two various ensemble algorithms because they
approach feature selection differently, hoping that one of them
would manage to find a profitable subset of columns and return
good forecasts. It is clear from Table I that random forest
performed better in this round of experiments. However, the
measured errors for these forecasts were not impressive. The
mean absolute percentage error for the next day’s forecast was
3.9%, and it was lower than 10% only up to the fourth day
in advance. The coefficient of determination was less than 0.5
for the random forest models from the fifth day on. And for
the extra trees based algorithms, all models have negative R2

indicating very poor performance. The better results of the
random forest were probably related to the applied sample
bootstrapping applied, but still, both of those architectures left
room for improvement for other models.

B. Expert assisted feature selection experiment

Since the experiment with the automated approach to feature
selection resulted in a rather disappointing forecasting perfor-
mance we decided to test another one. For this experiment
instead of testing models against all feature combinations, we
trained models on the feature subsets that were recommended
by another research. We tested 5 different setups.

The first one was based on prices only, and the second one
utilized mainly price derivatives. And other subsequent subsets
(S3, S4, and S5) that used specifically indicated features. The
sets S1 and S2 could be rephrased as simply working on all
prices or working on all price derivatives. The latter three sets
reflect the top-ranked features reported in the study [16], but
to provide a deeper understanding of which features are really
beneficial for final estimation, we tested the top five, top ten,
and best fifteen features from that ranking to build S3, S4,
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Fig. 2. A comparison of the results: (a) MAPE for two model architectures and (b) R2 for various feature subsets.

and S5 respectively. The detailed configuration of these subsets
was as follows:

• Set 1, utilized all current prices, so the set denotes: S1 ∈
{f1, f2, ..., f17},

• Set 2, consisted of the current EUA price value (f1) and
all features reflecting changes in the investigated prices,
thus: S2 ∈ {f1, f18, f19, ..., f34},

• Set 3 was built on the top 5 recommended features, thus:
S3 ∈ {f1, f11, f15, f14, f9, f6},

• Set 4 was built on the top 10 recommended features, thus:
S4 ∈ {f1, f11, f15, f14, f9, f6, f3, f2, f4, f5, f16},

• and lastly Set 5, which gathers the top 10
recommended features, with another 5, totaling
the following 15 features: S5 ∈ {f1, f11, f15, f14,
f9, f6, f3, f2, f4, f5, f16, f17, f12, f10, f8, f7},

In Fig. 2 we have plotted the results of the models trained on
these 5 feature subsets. We used two various model architec-
tures. The linear model was supported with L2 regularization
(known also as ridge regression), and the Support Vector
Machine for regression with a linear kernel-based model
(SVR) was also has been regularized. The comparison of
the results is shown in the upper part of Fig. 2(a), and both
approaches are also compared in detail in Table II. As can be
seen, the models using the SVR architecture produced slightly
lower errors for all subsets tested and for almost all forecast
perspectives.

But the main reason for this experiment was related to the
feature subsets. As we found out, in most cases the second and
third subsets returned the lowest errors. This is clearly visible
in the right part of Fig. 2, where the blue and green boxes
represent the better coefficient of determination for all of the
tested forecasting perspectives. The difference in performance
for models based on S2 and S3 is so small that it requires
another look at the results Table II. When using the R2 as the
decision criterion, the better choice would be the third subset,
which has the best R2 for 9 out of 10 forecast perspectives.

C. Features close-up

The interesting fact regarding the best-performing variant
of the tested models is that it is based on the smallest subset
of features. The subset S3 consists of only 6 features. We
took a closer look at the contribution of these features to
the final prediction. We compared two tested variants of the
linear models we trained and depicted the feature importance

TABLE II
THE RESULTS FOR VARIOUS FEATURE SUBSETS AND FOR THE FOLLOWING

DAYS’ FORECASTS. THE BEST RESULTS ARE BOLDFACED AND WE
INDICATE IF THE METRIC SHOULD BE MINIMIZED (↓) OR MAXIMIZED (↑).

Model Set MAPE (↓) for various forecast horizons
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10

Linear S1 2.329 3.489 4.577 5.415 6.323 7.101 7.774 8.365 9.010 9.656
S2 2.227 3.080 3.785 4.424 4.935 5.414 5.924 6.417 6.883 7.224
S3 2.142 3.067 3.874 4.522 5.213 5.777 6.313 6.828 7.394 7.960
S4 2.203 3.246 4.229 5.080 6.032 6.853 7.536 8.123 8.790 9.475
S5 2.373 3.466 4.476 5.343 6.288 7.111 7.763 8.375 9.079 9.817

SVR S1 2.166 3.320 3.988 4.560 5.459 5.890 6.216 6.849 7.442 8.092
S2 2.085 2.937 3.642 4.211 4.768 5.236 5.668 6.189 6.580 6.919
S3 2.086 2.974 3.650 4.187 4.709 5.300 5.787 6.182 6.573 7.047
S4 2.132 3.226 3.853 4.419 5.269 5.783 6.116 7.054 7.457 8.047
S5 2.192 3.197 3.962 4.567 5.513 5.834 6.407 7.068 7.529 7.774

R2 (↑) for various forecast perspectives
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10

Linear S1 0.968 0.933 0.888 0.847 0.792 0.741 0.697 0.664 0.627 0.586
S2 0.968 0.944 0.915 0.887 0.862 0.837 0.814 0.790 0.762 0.740
S3 0.972 0.947 0.919 0.892 0.861 0.833 0.809 0.783 0.753 0.721
S4 0.971 0.942 0.906 0.869 0.817 0.766 0.727 0.692 0.653 0.608
S5 0.967 0.935 0.897 0.857 0.805 0.755 0.716 0.679 0.639 0.592

SVR S1 0.971 0.939 0.913 0.887 0.845 0.822 0.802 0.767 0.743 0.702
S2 0.973 0.949 0.921 0.896 0.870 0.847 0.825 0.796 0.777 0.757
S3 0.973 0.949 0.923 0.899 0.872 0.847 0.825 0.807 0.783 0.755
S4 0.972 0.941 0.917 0.890 0.852 0.822 0.796 0.758 0.705 0.694
S5 0.971 0.943 0.913 0.885 0.834 0.816 0.791 0.748 0.720 0.709

Fig. 3. The feature importance comparison for different forecast perspectives:
(a) for SVR, and (b) for the linear model with L2 regularization.

for both approaches (see Fig. 3). For the slightly better
SVR models, the features appear to be dynamic over time
dimension. Besides the most important first feature (the last
denoted EUA price), other SVR features (Fig. 3a) radically
change their values for the next day’s forecasts. The linear
model utilizes the features in a more stable manner, and only
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Fig. 4. The feature importance for linear SVR models and: (a) subset S2,
and (b) subset S3. The first feature was omitted to improve chart readability.

for the last one (f6) does the feature importance change by
more than a few percent.

A closer look at the feature importance of the other feature
set reveals an even more dynamic character for the set S2 (see
Fig. 4). The first feature for both sets was omitted because its
importance is very dominant and would reduce the readability
of the graph. The comparison of the two best-performing
models using set S2 and set S3 which is presented there shows
that the SVR-based model differs from variant to variant (when
comparing variants for d1, d2, and the following).

The above analysis indicate that the most important are fac-
tors from two groups of individual products: power and coal.
In particular, when using the SVR-based model, the current
prices of the following futures have the greatest influence on
the short-term forecast: “NCF-Newcastle Coal Future”, "DPB-
Dutch Power Base Load Futures", "CRF-CFR South China
Coal Future". It can also be seen that as the forecast horizon
increases (from d1 to d10), the importance of these factors also
increases. This proves that EUA price is the most sensitive to
changes caused by energy markets. EUA price will largely
reflect the demand for a given type of fuel in this sector. If
all factors are used in the SVR-based model in the form of
their last change, it is difficult to clearly rank the importance
of individual factors. Their importance depends on the horizon
of the forecast. In the case of the day-ahead forecast d1, the
importance of the "B-Brent Crude Future" price change is
emphasized, for d7 - "GNM-German NCG Futures", and for
d9 - "CRF-CFR South China Coal Futures". However, it is
noticeable that in the case of a forecast 9 days in advance, the
significance of most of the analyzed factors increases.

VI. CONCLUSION

As reported for the presented experiments, expertise-based
feature selection could lead to better model results in some
situations. For the analyzed case of EUA prices, it resulted
in a lower prediction error than a more automated approach
that was based on ensemble machine learning models. Such
a piece of expert advice on which features to focus on could
save a lot of time that would otherwise be spent experimenting
with a potentially large number of different feature sets.

The apparent limitation of such an approach might be a
lack of information about which covariates to focus on during
modeling. This should not usually be a real concern when
training a price prediction model for a relatively popular asset.

Further work should hit the time series based forecasting
techniques, which would possibly lead to the ultimate perfor-
mance improvement. These could be, reported to be effective
for price modeling NBEATSx [12] or Temporal Convolutional
Networks [17]. However, as these methods can be more time
consuming, the precisely selected feature set as commented
by this paper should be considered a strong asset.
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Abstract—The use of assistive technologies and social inclusion
is becoming increasingly important in both traditional education
and active learning methodologies. In innovative education, tech-
nologies can play a crucial role in teaching people with disabilities
(PWD), offering new perspectives in learning. In this context, this
work is specifically aimed at individuals with visual impairments,
specifically those with total loss of vision, whether congenital or
acquired, or even for individuals interested in learning Braille.

The learning needs in this case are based on sensory per-
ception, such as touch, taste, smell, and hearing. Therefore, the
objective of this study is to present a cloud-based architecture
that integrates a tactile reading device and Braille display, which
is simple, low-cost, and uses a lightweight messaging protocol
like the Message Queuing Telemetry Transport (MQTT), widely
used in Internet of Things (IoT) architectures.

In this architecture, the entire process of converting text into
Braille occurs in the cloud. The used device has voice com-
mands issued, received, and processed through an Application
Programming Interface (API), commonly known as API, which
performs the conversion of text to Braille. Then, the device
prepares to display the points in high or low relief in a Braille
cell, representing each character of the text. In this way, the
visually impaired person can read the character through touch
sensitivity.

This architecture could provide a practical and accessible
solution for learning Braille and for reading by visually impaired
individuals, enabling greater inclusion and active participation in
the educational process.

I. INTRODUCTION

THE Information and Communication Technologies (ICT)
have become consolidated through the processes of glob-

alization, bringing significant changes and characteristics to
the perspective of consumerism that permeate digital and
social media. ICTs are present in our daily lives, with many
of these technologies already integrated into humanity. We use
them often without even realizing the level of evolution we
have reached, constantly seeking to create, improve, or correct
processes and connections, sending or receiving data, a subject
for the next topic. Kenski (2007) states that “technologies are
as old as the human species.” Hence, it is essential to reflect on
the relationship between education and technology. About the
formation of human society with technology [. . . ] [1]. This
excessive connectivity allows devices to also communicate,

interact, and work together to achieve a specific objective or
make decisions, as in Internet of Things (IoT) sensor networks.
Consequently, with the development process, many devices,
tools, and computational systems become increasingly capable
of being ubiquitous, with dynamic and virtual connections that
define the characteristics of Cloud Computing [2].

In this case, how to obtain a basic and low-cost architecture
that allows conversion to the Braille system and obtain an
interpretable output?

According to the research by [3], one of the highest rates
among disabilities – visual, auditory, motor, and mental or
intellectual – is visual impairment, with 20.1% in the age
range between 15 and 64 years. This rate represents all
individuals who declared having some level of difficulty in
seeing. However, this study will be inclined to favor people
with total loss of vision, but educators and people with sight
interested in learning Braille can also benefit.

This study is organized as follows: firstly, aspects related to
people with disabilities (PWDs) are discussed, with a specific
focus on visual impairment. In addition, topics such as the
Internet of Things, MQTT protocol, cloud computing, 3D
modeling, maker culture, as well as their implications in the
project using Arduino to compose the device, are addressed.

Subsequently, the processes of the research methodology
adopted in this study are presented. Then, the proposed
architecture is exposed, highlighting its main elements and
operation. The results obtained from the application of this
architecture are then discussed.

The final considerations of the study are presented, address-
ing the main insights, conclusions, and possible directions for
future work. Finally, the bibliographic references that under-
pinned and substantiated the study are listed. This structure
ensures a comprehensive and systematic approach to the topic,
providing a detailed and well-founded analysis of the project
at hand.

II. METHODOLOGY

According to the statements by [4], the methodology based
on systematic mapping involves planning research with the
intention of mapping all literature of empirical and non-
empirical studies in a specific thematic area that can be
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submitted to accounting, selection, qualification, and finally,
data extraction to not only answer the main question but also
derived questions. In the following sequence, the authors relate
systematic mapping to five process steps in the following
order: defining research questions; Conducting Primary Stud-
ies Research; Screening articles based on inclusion/exclusion
criteria; article classification; data extraction and aggregation.

In this chapter, the processes used to return the results,
designated through a systematic mapping conducted between
September 2021 and December 2021, are gathered.

A. Internet of Things

For [5], IoT is defined as: “[. . . ] a system of cooperation
between connected smart devices.” These devices can be
anything, as long as they can connect to the internet, with
the purpose of sending and receiving data using the cloud
and protocols to compose an “ecosystem.” Defining actions,
displaying data, performing tasks. It is with this intention that
IoT fits into the architecture of this project. Having a terminal
that can receive data, process it, and display it in a way that
the user can interpret is the idea we need to “display” the
conversion of points into Braille, that is, high and low-relief
points so that the user can learn or “read” what is being
“displayed.”

B. Cloud Computing

The proposal of cloud computing enables exploring services
and obtaining availability, mobility, flexibility, security, shar-
ing, and low infrastructure cost, as reported by [6].

[7] addresses how the infrastructure facilitates the scalabil-
ity of these resources, and maintenance can be outsourced.
“[. . . ] Resources such as processing and storage can be con-
tracted/reserved according to demand.” [7].

C. Modeling, 3D Printing, and Maker Culture

3D printing has proven to be a revolutionary technology that
has positively impacted the lives of its users. By offering the
possibility of building prototypes and customized objects to
meet specific needs, either individually or in collaboration with
others, it has opened new creative and practical perspectives
[8].

The journey of 3D printing began in 1980 with Chuck
Hull, a pioneer in creating stereolithography technology. This
process uses laser heating of liquid elements that solidify to
form the desired object. The construction with a 3D printer
occurs by adding fragments, layer by layer, until the object is
completed [8].

Among the various technologies available for building 3D
objects, the use of plastic filament stands out, where the
filament is melted and injected at specific positions to construct
the object in the printer. The general process of creating 3D
parts can be summarized in two steps: software modeling and
printing of the developed piece.

Currently, there are various accessible software options for
3D modeling, with AutoDesk® Tinkercad being an example
recommended for beginners due to its usability and free

availability. In this type of modeling, the approach is based on
adding and modifying positive and negative three-dimensional
shapes, generating or “destroying” content in the physical
world [8].

In the context of this project, 3D modeling and printing are
fundamental to creating a final product, even if it is a proto-
type, with a more appealing presentation. The combination of
modeling and 3D printing technology allows the development
of a case structure to protect wires, microcontrollers, and used
parts, as well as to build the parts that make up the mechanics
of the Braille relief points, for example.

The modernization of the market and accessibility to new
technological products, such as the 3D printer, have driven the
maker culture. This movement encompasses people who seek
to learn concepts from various areas, such as design, carpentry,
and technology, through practical experiences. The maker cul-
ture encourages individuals to build new products, disassemble
objects to understand their manufacturing processes, and thus
satisfy their creative and functional needs [8].

An important aspect of the maker movement is the promo-
tion of creative learning through experiences in maker spaces,
where people create prototypes and develop new products that
meet their specific needs or those of a certain audience [8].

In the context of product prototyping in the maker culture,
we can understand that Arduino is a technology widely used to
build prototypes for electronic and computational devices. It is
important to note that the Arduino technology was developed
for rapid prototyping of products for computational physics. In
the development of the Arduino technology, we must be clear
that it is characterized by three aspects: 1. A software: which
is a platform for program development. 2. A legal aspect:
which consists of using the technology without worrying
about copyright issues. 3. A hardware: boards with electronic
components. There are different types of boards when it comes
to hardware, just as there are different software options for
product development [8].

In summary, 3D printing has played a significant role in
promoting creativity and people’s ability to materialize their
ideas and needs. The emerging maker culture strengthens
this movement, driving creative learning and encouraging the
development of personalized and innovative solutions. With
technology constantly evolving, we can expect 3D printing to
continue to have a positive impact on society, empowering
people to turn their ideas into reality.

D. Braille System

In order to understand how the conversion process will
be performed and displayed on the Braille display, we need
to comprehend the Braille system itself. [9] explain that the
formation of a three-by-two (3 rows and 2 columns) matrix
of raised dots constitutes a Braille cell, as shown in Figure
1. Different combinations of raised or non-raised dots form
representations of letters, numbers, and symbols for tactile
mapping. Furthermore, when Braille cells are arranged side
by side, they form words [9]. The Braille alphabet can be
seen in Figure 2.
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Figure 1. Braille Cell – Representation of the letter A – Authors (2021)

Figure 2. Braille Alphabet – Authors (2021)

E. Structural Concept

The work by [10] aims to transform the inclusion of visually
impaired individuals in social discussion forums where trans-
mission is done through speech. With the availability of three
main components – Voice to Text, Text to Braille, and Text to
Voice - and the ability to save, listen, and delete, according to
the presented architecture, the stored file can be converted to
Braille and printed.

The study conducted by [9] discusses available technolo-
gies that assist visually impaired individuals, ranging from
smartphones to tactile Braille input devices and applications.
However, the authors note that despite existing innovations,
some tutors still use boards with raised or indented points to
provide access to the Braille code, requiring more time to teach
each student individually and specialized tutor training. [9]
propose mass teaching of the Braille code, making the teaching
process flexible, fast, and easy to use. The Microcontroller-
based Actuator and Cortex-M4 with an Embedded System, the
Braille Cell, is a project that allows the tutor to teach multiple
students at once.

F. Discussion about the Works

For a better understanding, we have classified subsections
that direct the data extracted from each selected study and
their respective authors.

1) Architectures and Applicability: According to [10], the
application is aimed at tutors/presenters who assist visually

impaired individuals in their forums. This system contains
the following main functionalities: it recognizes speech and
converts it to text during execution, and displays the text on
the screen. Once the text is shown on the screen, the user may
be able to save the text, listen to the text, review the text, or
they can convert this text to Braille. If the text is converted to
Braille, the user can print it, as shown in Figures 3 and 4.

Figure 3. Architecture – Voice o Braille - [10]

Figure 4. Architecture – Proposal – Authors - 2021

[9] mentions the usage of their project: The teacher will
hold the student’s hand and guide their finger on the matrix of
raised dots. With the help of instructions and tactile interface,
the student gradually learns the Braille code for the alphabet.
Therefore, a single tutor can only teach one student at a time,
and the tutor needs specialized training to teach Braille codes.
This teaching method consumes a considerable amount of time
when teaching a group of students, as each student needs to be
taught individually. Hence, a concept of mass teaching system
is proposed in this article to minimize the time required for
teaching. This system has wireless features to avoid the use
of cables so that students are not restricted to sitting in any
specific position and at a particular distance. The tutor can type
the character on the touchscreen keyboard, and this character
is wirelessly transmitted to the entire student panel.
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In the work of [10], beforehand, their proposal introduces
the possibility of storage but not sharing of these Braille
notations. Another aspect is that although it allows saving and
listening to the saved text, we did not identify the possibility
of editing or correcting the stored notations in MongoDB; if
there is an error, the only available option is deletion. Another
storage possibility, to adapt a modeling based on the studies
of [10], could be tested in relation to the studies of [6],
which report on low-latency and flexible cloud storage due
to serverless architecture.

III. ARCHITECTURE PROPOSAL

In the work of [11], the development of an affordable Braille
cell for the local context is discussed. In the initial iterations,
the control system kept the solenoids active indefinitely to
represent the Braille letters, but this caused excessive energy
dissipation in the form of heat, resulting in high energy
consumption and risk of damage. To solve this problem, the
solenoids were programmed to be activated for only four
seconds, allowing the interpretation of symbols and keeping
them inactive for the remaining time.

The project faced difficulties in choosing the solenoids, as
options with desirable characteristics were scarce in Mexico.
In future iterations, hardware components that allow the minia-
turization of the Braille cell and reduce energy consumption
are analyzed.

In conclusion, the study demonstrated that it is possible to
create an affordable Braille cell for the local context. The next
steps involve reducing the size of the prototype and conduct-
ing tests with users to validate its usability, usefulness, and
effectiveness. The work was partially funded by the Human-
Computer Interaction Laboratory (IHCLab) of the School of
Telematics at the University of Colima, Mexico. There was no
need for ethical review for this research.

The study by [12] developed an assistive technology called
PINDOTS, with a low-cost and easy-to-use Braille device
for students with visual impairment and special education
teachers. The technology consists of a six-dot Braille cell and
six buttons for basic notation writing. A mobile application
was created for teachers, allowing them to send exercises to
the Braille device through a wireless connection. The device
is capable of spelling three-letter words and has the option to
emboss and record Braille dots. To improve the technology,
they suggest increasing the number of spelled letters, adding
contractions, including numbers, and testing with different
types of visual impairments.

The studies by [10] and their architecture are very promis-
ing. The architecture of this work provides a vision that guides
the structure of the Voice o Braille project, applying some
differentials, such as:

Output: Developing a Braille display with the idea of
[9], to read characters on Arduino and use it as an output
terminal, provides more cost-effectiveness compared to the
Braille printer in the author’s architecture [10]. As protection
for the device, a box, as well as the tactile points, can be 3D
printed.

Cloud: Brokers for MQTT publish/subscribe, as well as
storage and execution tools for the conversion API, are de-
ployed in the cloud.

The first two works were included after the research and
during the experiment, and it is important to cite them as a
way to complement the content and add knowledge.

The next steps contextualize and specify how the third-party
libraries found and tested in the architecture can assist in each
process of the architecture.

The architecture will provide instructions through voice
commands, where an “assistant” will speak the process and
request commands for decision-making. The user will respond
with the desired command to continue the flow. The conversion
from voice to text will be done using the SpeechRecognition
module [13] in version 3.8.1. The gTTS library [14] in version
2.3.0 will perform the text-to-speech conversion, with the help
of the PyAudio library [15] in version 0.2.12. A Python API
in version 3.9 will manage a text file with the extension
“.txt”, enabling resuming the file later to continue, asking the
assistant to “read” the text in the file, and also allowing the user
to edit parts of the text or delete it. Among these functions, it
will also be possible to use the command “convert” to convert
the text into a format that will be interpreted by the Braille
display device. The API was tested and executed locally using
Flask [16], where the results were verified as shown in Figures
5 and 6.

Figure 5. Architecture – API: text conversion screen – authors - 2022

In turn, this Braille display device will be structured with
Arduino, specifically an ESP32, servomotors, pushbuttons,
among other components for simulation. The display will
“show” only one character at a time, and the control to
move to the next character can be managed by buttons on
the Braille display. For this purpose, we tested platforms like
Tinkercad1, where we did not obtain availability for the ESP32

1https://www.tinkercad.com/dashboard
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Figure 6. Architecture – API: converted text – authors - 2022

or simulation functionalities with internet communication due
to security reasons.

IV. PRELIMINARY RESULTS

We obtained satisfactory results for initial tests with the
Wokwi platform2, where we managed to structure the device
with the necessary components. However, some delays were
noticed while using the libraries for both speech-to-text and
text-to-speech conversions.

During the execution of pre-defined voice texts from the
“assistant,” if the audio was being generated for the first time,
there was a longer delay for the “assistant to speak.” This delay
occurs because the strings or phrases mentioned to the user
are directly executed in the functions of the libraries used. To
overcome this problem, it is possible to store these audios after
the first execution, as they are reusable, and play them each
time they are called. However, this requires sufficient storage
space for these files.

For voice capture from the user, even with the noise
reduction applied in the library, some words could not be
identified, or the capture was not successful. The words or
phrases stored in text files on the server can be converted
later and sent in JSON format over the internet to a broker,
which can be published by Mosquitto3. The communication
was tested through local simulation and the functionalities
provided by the Wokwi platform.

One problem encountered regarding the return message in
MQTT is that, since the API prepares a JSON with the text of
the file requested by the user, we do not know the size of the
text that will be converted. As a result, MQTT does not support

2https://docs.wokwi.com/pt-BR/
3https://mosquitto.org/

sending messages above 268,435,455 bytes, approximately
260 MB. Therefore, a solution to use MQTT would be to
limit the number of characters stored in each text file. The
JSON is sent and received by the Arduino simulator, which
handles the message received via MQTT and manages each
character, separating them into sets of pins that will move the
servomotors representing each Braille dot, as shown in Figure
7.

Figure 7. Architecture – Arduino ESP32 Simulator – authors - 2022

Figure 8. Mosquitto - version 2.0.15 starting

For communication between the server and the Braille dis-
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Figure 9. Architecture – API: send JSON data as a message MQTT to ESP32
simulator – authors - 2022

play, the Wokwi platform, link to the project in development4,
allowed local simulation and the use of available features, such
as the use of the Mosquitto broker5 (Figure 8) for MQTT
communication. However, a problem was identified regarding
the size of the message in MQTT since the API prepares
a JSON (JavaScript Object Notation) (Figure 9 and Figure
6), which composes a data structure with the text of the
file requested by the user, whose size can exceed the limit
supported by MQTT. To solve this issue, we plan to limit the
number of characters stored in each text file, ensuring that the
messages stay within the supported limit.

The word or phrase is converted to Braille into a structure
that will allow future work in various aspects. The database
where the letters, numbers, and characters are converted
through their respective representations is provided by a ss-
braille.csv file6 available on the Kaggle platform7. The file has
been carefully updated to meet the Braille conversion needs,
such as starting with uppercase letters, as well as words for
writing in Brazilian Portuguese, e.g., c and ç. An example
below shows the structure and types of conversion for the
word “test”, sent by the API to the display via MQTT. The
hexadecimal or hex represents the characters in hexadecimal
according to

the ASCII table8. The ascii represents the characters ac-
cording to the ASCII table9. The binary sends a set of 6 bits
between 0 and 1 for each character of the word, which can
be represented by 0 (zero) when the dot is down and 1 when
it is raised. The dots represent a set of 6 numbers from 1
to 6 that indicate which dot will be raised. For example, if
the set includes "12," dots 1 and 2 will be raised, while the
numbers "345," absent from the set, represent the dots down.

4https://wokwi.com/projects/348875560981627476
5https://mosquitto.org/
6https://www.kaggle.com/datasets/josimarsts/ssbraille?select=ssbraille.csv
7https://www.kaggle.com/
8https://www.ascii-code.com/
9https://www.ascii-code.com/

The unicode represents each character in their respective
Braille dots used for display. Regarding display, the article
is directed towards an architectural solution that can benefit
visually impaired individuals as well as educators and inter-
ested parties. So, in addition to enabling communication with
the API through voice commands, the architecture provides an
interface for conversion. The research project aims to integrate
Cloud architecture and the MQTT protocol with IoT Arduino
devices, along with the use of Braille for information display.
The primary focus is not on commercializing the results but
rather on promoting accessibility and inclusion for visually
impaired individuals in the context of the Internet of Things.
The purpose is to develop a technological solution that allows
visually impaired individuals to interact more independently
with IoT devices and services, providing them with access to
relevant information and improving their quality of life. The
research aims to contribute to the advancement of knowledge
and offer a practical application that benefits society, especially
those with special accessibility needs.

In the scenario where Arduino is simulated through Wokwi,
the processing of the MQTT message return is handled by the
Arduino simulator itself. It takes care of each character present
in the received text and then separates them into groups of pins
that, in turn, are responsible for controlling the servomotors.
These servomotors represent the dots in a Braille cell, as
shown in Figure 7.

Despite the challenges faced, the Wokwi platform provides
a solid foundation for testing and adjusting the “Voice o
Braille” project, allowing the visualization and simulation
of the system’s operation before implementing it in a real
environment. This approach is essential to identify and solve
problems, as well as to improve user interaction, ensuring that
the final solution is efficient and effective in including visually
impaired individuals in social and educational forums.

V. CONSIDERATIONS

This work presents an architectural proposal to promote
Braille literacy for visually impaired individuals. The archi-
tecture uses the MQTT protocol for communication between
devices and enables interaction through both visual and tac-
tile interfaces, with voice commands. The system is cloud-
based, facilitating scalability and remote access. The Braille
display device is structured with Arduino and components,
and manufacturing is done with a 3D printer. The cloud
implementation allows for data sharing and storage, with the
possibility of future improvements, such as a specific converter
for Brazilian Portuguese. The proposal aims to promote social
and educational inclusion, democratizing access to knowledge
and making education more accessible and equitable.

VI. CONCLUSION

The research presented an architecture that can benefit
Braille literacy for visually impaired individuals. The related
works on the context of the Braille system are recent, and
there are still many discoveries that can be made regarding the
developed studies. During the research, the study by Santiago
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and Bengtson (2020) presented a proposal for a Braille display
that contextualizes the main idea of the architecture proposed
in this work. However, the authors used a system installed
on physical machines and suggested, as future work, the
expansion of new possibilities for communication and data
sending to the display.

The current project aims to offer MQTT solutions for a
Braille display, following the Braille System’s standards. This
implementation is performed through a specific API developed
for this architecture. The API’s source code is available
on GitHub, allowing other programmers to collaborate and
improve the project. In addition, the architecture allows for the
creation of other converters according to the specific needs of
each project.

The central objective is to provide an MQTT solution for
the Braille display that is compatible with Braille System
standards, thus ensuring an appropriate experience for users
who depend on this reading method. By making the source
code available on GitHub, the project becomes open and col-
laborative, encouraging the participation of other programmers
who can contribute with new ideas and improvements.

Another crucial point is the flexibility offered by the archi-
tecture, allowing other converters to be implemented according
to the specific needs of each project. This makes the solution
more versatile and adaptable to different contexts and specific
requirements.

In conclusion, the proposed architecture seeks to meet the
demands of MQTT communication for the Braille display,
following the guidelines of the Braille System and promoting
collaboration from the developers’ community to continuously
improve the project. By implementing new converters accord-
ing to each case’s specific needs, it is hoped that the solution
can be widely applicable in different scenarios and contribute
to a more inclusive and accessible experience for visually
impaired individuals.

Although the MQTT protocol presented limitations regard-
ing the message size, it can still be used as long as it does
not exceed this limit. The proposed architecture needs to be
analyzed, and depending on its usage, the cloud implementa-
tion may vary. However, as cloud computing favors scalability,
it is possible to start with free or basic plans and expand
as needed. As an additional benefit, the architecture allows
tutors/teachers to dispense the need for prior knowledge in
Braille and can enable the massive use of exercises for various
students, instead of individualized classes, even if the teacher
is not familiar with the Braille system. The architecture will
enable visual and tactile interaction through the device and
voice commands. An implementation of a specific converter
in Braille for words in Brazilian Portuguese can be added
to the architecture, considering that some letters and accents
make the conversion particular in this country. A performance
comparison between other protocols, in addition to MQTT, is
also considered, following the same architecture suggested in
this project to solve the issue of the message size limit/JSON
sending. This comparative study would evaluate the perfor-
mance of these two protocols in terms of message transmission

efficiency and data processing in IoT applications, considering
the message/JSON size restriction. This could provide valuable
insights for selecting the most suitable protocol in specific
scenarios, considering each application’s performance and data
transmission capacity requirements. The implementation codes
will be improved and made available later.
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Abstract—Transforming multidimensional data into a one-
dimensional sequence using space-filling curves, such as the
Hilbert curve, has been studied extensively in many papers.
This work provides a systematic presentation of the construction
of an arbitrarily accurate multidimensional space-filling curve
approximation which is a generalization of the Sierpiński space-
filling curve. At the same time, according to the space-filling curve
construction, we present a simple algorithm for determining one
of the counter-images on a unit interval of a data point lying in
a multidimensional cube. The computational complexity of the
algorithm depends linearly on the dimension of the cube. The
paper contains numerical algorithms for local generation of the
curve approximation and determination of the quasi-inverse of
a data point used to transform multidimensional data into the
one-dimensional form.

I. INTRODUCTION

THE space-filling curve (SFC) is defined as a continuous
mapping converting a unit interval [0, 1] onto the d-

dimensional unit cube (Id = [0, 1]× . . .× [0, 1], d ≤ ∞) [27],
[2]. This means that the space-filling curve passes at least
once through each point of the Id cube. This allows many
multidimensional computational problems to be considered
as one-dimensional problems without losing the essential
properties of the original problems.

Space-filling curves were first described by G. Peano in
1890 [25], and then by D. Hilbert [12], and W. Sierpiński [30].

In the 1930s, space-filling curves, which are measure
preserving, have been used in the theory of integration in
multidimensional spaces [27], [18].

The applications of space-filling curves are pretty broad,
though in many cases, they are limited to two-dimensional
curves. We can mention as examples: image processing [24],
image compression [22], image encryption [4], image malware
classification [23], MRI image sampling [29], the crypto-
graphic transformation scheme for spatial query processing
[13], encryption technology for data privacy-preserving [16],
raster tool path generation for layered manufacturing [14],
among many others. Nair et al. [21] used the Hilbert space-
filling curve to explore the space of the robot and detect
obstacles.

The Sierpiński space-filling curve was applied to solve
discrete optimization problems [41]. In particular, Bartholdi
and Platzman [3], [26] applied the Sierpiński curve to find an
approximate, near optimal solutions of the planar traveling
salesman problem with Euclidean distances. An important
property of a space-filling curve is the preservation of proxim-
ity by the points from [0, 1]d transposed to [0, 1]. This property
means that points lying close to each other on the curve are
also close in the multidimensional space. Points far apart on a
curve can be close to each other in the multidimensional space.
In order to estimate the actual distance of a pair of points in
[0, 1]d, say (x, y) one should have determined all 2∗2d points
on the unit interval whose images are respectively x and y.
Hence the idea of using space-filling curves to find nearest
neighbors of subsequent point from multi-dimensional space.

Multidimensional space-filling curves are also used in
global optimization algorithms [31],[32], [33] and their ap-
plications, e.g. in experimental design [35]. Lawder et al. [15]
discuss multidimensional indexing for database management
systems based on space-filling curves.

On the other hand, the space-filling-based transformations
retain essential statistical information. For example, it is
proved that the Bayes risk is invariant under these transfor-
mations for every distribution with a bounded support [38].

Sampling of multidimensional space using one-dimensional
equidistributed sequences transformed by a multi-dimensional
space-filling curve was developed in [40], [11]. Data-
dependent space-filling curves for non-uniform grid were
proposed by[34],[43].

The Hilbert space-filling curve was used in parallel codes
for numerical simulations [5], and the Sierpiński curve helped
to streamline finite element calculations [1]. and for load-
balancing in distributed computing [17].

The algorithms in which space-filling curves were used to
reduce the dimension of data and then to analyze them con-
cerned, among others, the determination of the box-counting
fractal dimension [39], the classification of multidimensional
data [38] and the data clustering [19], [42].

It is known, that the continuous mapping Fd : I1 → Id
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can not be one-to-one [27], [3], [26]. The geometric points of
intersection of the curve with itself correspond to many points
of the unit interval. Thus, from the viewpoint of such possible
applications, it is crucial to find t ∈ I1 such that Fd(t) = x
for given x ∈ Id, i.e., to provide a quasi-inverse of Fd(t).

This paper provides a fast and relatively simple algorithm
for computing the approximate quasi-inverse for any dimen-
sion d. Naturally, this is intrinsic to the definition of the space-
filling curve generation. One can transform each element of
the multidimensional data set using quasi-inverse separately
and at any moment. It does not require the construction of
the entire space-filling curve. Such transformation allows us
to have a linear order of data in higher dimensions. Since the
curve is a closed curve, the resulting order is cyclical.

The outline of the paper is as follows. Section 2 introduces
the main ideas of constructing the d-dimensional Sierpiński
space-filling curve generalization. Section 3 contains two algo-
rithms. Algorithm 1. implements the construction of the nodal
point of the d-dimensional Sierpiński curve, i.e., it transforms
the selected data point from the unit interval onto the d-
dimensional unit cube. Algorithm 2 implements the quasi-
inverse mapping connected to the generalized Sierpiński curve,
i.e., it allows us to obtain a one from 2d positions on the
unit interval of a given point from the d-dimensional hyper-
cube. The example of using the algorithm to transform 4-
dimensional Iris data into unit interval is given at the end
of the section. The last section summarizes the contents of the
paper.

II. THE METHOD OF CONSTRUCTING THE D-DIMENSIONAL
SPACE-FILLING CURVE.

The method of constructing the d-dimensional space-filling
curve can be related to the sequential division of the filled
multidimensional space into elementary areas, usually mul-
tidimensional sub-cubes of the same shape and the same
volume [20].

Next, a one-to-one correspondence is established between
the 2dk elementary intervals Uk of the length 2−dk and
between the (2d)k sub-cubes Ck of size 2−k × 2−k . . .× 2−k

(k = 1, 2, 3, · · · ). The correspondence is such that any two
adjacent sub-intervals correspond to two adjacent sub-cubes
and moreover, 2d sub-intervals Uk+1 (of the length 2−d(k+1))
which constitute a sub-interval Uk correspond to the 2d sub-
cubes Ck+1 associated with the corresponding sub-cube Ck.
In this correspondence, adjacent sub-cubes of any level of
division k are related to adjacent subintervals of the same
degree of partition in the unit cube [20], [18], [27]. In this
way, one can define the classical space-filling curves such as
the Peano, Hilbert, and Sierpi´nski.

Define the family W of 2d mappings wi : R
d → Rd, i =

0, . . . , 2d − 1 of the following form:

wi(x1, x2, . . . , xd) =





1
2 − ( 12 − β1,i)x1
1
2 − ( 12 − β2,i)x2

· · ·
1
2 − ( 12 − βd,i)xd

(1)

where βj,i ∈ {0, 1}, j = 1, 2, . . . , d, i = 0, 1, . . . , 2d − 1.
For βj,i = 0 we get the transformation of the form 1

2 − 1
2xj

and for βj,i = 1 we get 1
2 +

1
2xj . Mappings wi are indexed in

such a way that vectors Bd
i = (β1,i, β2,i, . . . , βd,i)

T determine
wi uniquely.
Bd

i forms a list of d–dimensional vectors containing only
0 and 1, where each pair of the adjacent vectors differs at
exactly one position. In geometric terms, such a list of vectors
describes a closed (Hamiltonian) path through all vertices of
d-dimensional unit cube (Id = [0, 1]× [0, 1]× . . .× [0, 1]).

Among the many different possibilities, we limit ourselves
here to the order defined by the classical, reflective (reflected)
binary Gray code (see, e.g., [9]). d + 1–dimensional code is
formed from the d–dimensional one as follows:

Bd+1
0 , . . . , Bd+1

2d−1
= (Bd

0 , 0), . . . , (B
d
2d−1, 0)

and the reverse order added

(Bd
2d−1, 1), . . . , (B

d
0 , 1)

For example, for d = 3 we obtain a closed sequence of the
vertices of the 3 dimensional unit cube in the following form
closely related to the sequence of mappings (w0, w1, . . . , w7)
and w8 = w0:

(000), (001), (011), (010), (110), (111), (101), (100), (000).

Define a number sequence bk, k = 1, . . . such that:
b1 = 1 , bk = 2k−1 − bk−1 + 1, k = 2, 3, . . .
In this way, we obtain a fast-growing sequence of the

positive integers (1, 2, 3, 6, 11, 22, . . .), index sequences that
specify the position of vertex (1, . . . , 1) in the sequence (and
the corresponding mappings) scanning the vertices of Id.

Furthermore, it is easy to verify that:
Property 1: bd →∞ as d→∞, but 2−dbd ranges from 1

2
to 1

3 as d ranges from 2 to infinity.
The number bd is equal to the smallest distance between two

of the most distanced vertices of the cube: vertex (1, 1, . . . , 1)
and vertex (0, 0, . . . , 0) and as a consequence

Bd
2d−bd

= (1, 1, . . . , 1).

w2d−bd maps vertex (1, 1, . . . , 1)T to the same vertex
(1, 1, . . . , 1)T .

The mappings wi show how the unit cube is split onto 2d

smallest sub-cubes (of size 2−1,2−2 . . .) . Successive repe-
tition of such partitions produces a sequence of (2d)k sub-
cubes, which were obtained by consecutive mappings with
indices differing by one, i.e., defined by repeated sequences
of numbers s = (0, 1, 2, . . . 2d − 1, 2d), where 0 and 2d

symbolize two parts of the same sub-cube (associated with the
vertex corresponding to the starting point node (0, . . . , 0) of
the current sub-cube). At each subsequent split, the sequence
(0, 1, 2, . . . , 2d − 1, 2d) is replaced in the following way:

0→ (2d − bd, . . . , 2
d − 1, 2d),

1→ (0, 1, 2, . . . , 2d − 1, 2d),

. . .
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2d − 1→ (0, 1, 2, . . . , 2d − 1, 2d),

2d → (0, 1, . . . , 2d − bd − 1, 2d − bd).

Notably, a space-filling curve is defined as a limit of the uni-
formly convergent space-filling curve approximations formed
by line segments with ending points in adjacent sub-cubes. The
approximations could differ, but the limit curve depends only
on Uk and Ck structures [18], [27]. In our case, the endpoints
lie on the chosen vertices of the subsequent sub-cubes. They
have been chosen, so their positions do not change in subse-
quent iterations (for the next k). The next approximating curve
is created by adding successive points without changing the
location of the previous ones. It is worth emphasizing here that
the refinement of the curve approximation takes place locally,
separately in each sub-interval and the corresponding sub-
cube. Refining the curve approximation in one of its fragments
(a given sub-cube) does not affect refining the curve in its
other fragment. The first partition of the unit interval consists
of 2d + 1 sub-intervals with all intervals of the length 1/2d.
The only exceptions were the first and last intervals, which are
bd/2

2d and (2d − bd)/2
2d (together add up to 1/2d). These

two shorter sub-intervals correspond to the sub-cube with the
vertex (0, . . . , 0), where the conventional beginning and end
of the curve locate. The position of a point inside a particular
sub-cube Ck indicates the sub-interval Uk where its counter-
images find.

Transformations 1 are repeated without changing the scale
of the cube, because the coordinates in subsequent divisions
(in smaller and smaller scales) are each time scaled to the size
of the unit cube by inverse transformations:

xi =

{
1− 2xi, ifxi < 1/2,
2xi − 1, ifxi ≥ 1/2,

i = 1, . . . , d. (2)

Another possibility is to assume that 1 − 2xi is performed
when xi ≤ 1/2 and complementarily, transformation 2xi − 1
is performed for xi > 1/2. Thus, the point with a finite
binary expansion of all its coordinates can be connected
to one of 2d adjacent sub-cubes. Each such combination
of partitions (for every coordinate, we can have partition
[0, 1/2), [1/2, 1] or [0, 1/2], (1/2, 1]) is enough to determine
successive approximations of the quasi-inverse of the space-
curve (see Algorithm 2), because the scaling of the length of
the respective subintervals (by multiplying by 2−di, i ≤ k)
is independent of the orientation of the currently considered
sub-cube of side size 2−i. Let’s note that each point of the
cube Id is within 2−kd/2−1 distance from one of the vertices
of the approximating curve.

Usually, the 2-D Sierpiński curve is defined as a correspon-
dence between intervals and triangles. We will here rely on
the construction of the 2-D Siepiński curve, which basis on a
quadruple partition of a square (see Fig. 1), i.e., squares of side
size 2−k, where k is the number of the subsequent divisions
of the unit square. As in proposed in this paper approach, the
bd/2

2d and (2d − bd)/2
2d intervals correspond to partitioning

the cube onto two triangles in two dimensional space. When d

is larger, the division of the multi-cube is more complicated,
and the ratio of the volumes of the two parts depends on d.

The other version of the Sierpiński space-filling curve
generalization can be obtained by changing the direction of
passing the cube vertices in the sub-cubes obtained as a result
of the wi transformation with the odd index i.

Fig. 1: Approximations of the Sierpiński space-filling curve in
2-D.

Fig. 2: Modification of the Sierpiński space-filling curve in
2-D.

Fig. 3: Approximation of the Hilbert space-filling curve on the
plane.

As a consequence, in the two-dimensional case, we obtain
the agreement with the original Sierpiński curve (Fig. 1 in
contrast to the 2-D space-filling curve roughly visualized in
Fig. 2. Fig. 3 shows an approximation of the Hilbert curve.
The Hilbert curve uses the same vertex order in the elementary
cube as in the case of the Sierpiński curve [6], however, it does
not form a closed cycle as in our case.

A. Properties of the proposed family of the space-filling curves

The previously defined sequence of approximating curves
is uniformly convergent to the space-filling curve [20], [18].

The presented here generalization of the Sierpiński SFC
treated as the map Fd : I1 → Id, has the following properties:

a) Fd(t) is a measure preserving map of I1 onto Id,
b) mapping Fd forms closed curve, i.e. Fd(0) = Fd(1),
c) Fd(t) is a Hölder continuous mapping of order 1/d , in

the following sense

∥ Fd (t1)− Fd (t2) ∥ ≤ 2(d+ 3)1/2 (∆ (t1, t2))
1
d , (3)
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Fig. 4: Approximation of the proposed 3-D Sierpiński space-
filling curve with 512 nodal points.

where ∆(t1, t2) = min {| t1 − t2 |, 1− | t1 − t2 |} for
t1, t2 ∈ [0, 1]is a metric on a circle, while ∥ · ∥ denotes
the Euclidean norm in Rd. The constant 2(d + 3)1/2 (in
property c) is an upperbound. The same bound is valid for the
multidimensional Hilbert curve [37], [11]. Furthermore, it is
known that for the 2-D Sierpiński curve, the smallest possible
constant equals 2 [26] or is close to 61/2 for the 2-D Hilbert
curve [10], [37].

III. THE NUMERICAL ALGORITHMS

The first algorithm (Algorithm 1)approximates the points
of the d-dimensional Sierpiński curve using the entered points
from the unit interval. More precisely, it computes the image
of any point t ∈ [0, 1] in [0, 1]d. The algorithm requires
a number of iterations depending on the level of the curve
approximation k, and the accuracy of the approximation of
each coordinate point is 2−k. The computational complexity
of the algorithm is O(kd). Figure 4 depicts an approximation
of the 3-D Sierpiński space-filling curve.

The second algorithm ( Algorithm 2) transforms a mul-
tivariate data point into a unit interval. The algorithm is
iterative, and gives an approximation of the quasi-inverse of
the d-dimensional Sierpiński curve, depending on the level
of approximation, say k. The accuracy of determining the
position on a unit interval of an image x ∈ [0, 1]d is 2−dk.
The computational complexity of the algorithm is O(kd).

In the case of two dimensions, the algorithms provide the
curve (and its quasi-inverse) depicted on Fig. 1 b). A slight
modification of the algorithms in places marked ⋆ allows us
to obtain approximations of the original Sierpiński curve and
its quasi-inverses.

The Fig. 5 illustrates the application of the transformation
multivariate data on the example of Iris data [8], which

Data: d, k, t, (t ∈ [0, 1])
Result: x ∈ [0, 1]d

x← (1, 1, . . . , 1) ;
bd ← 1;
for i← 1 to d− 1 do

bd ← 2i − bd + 1 ;
end
cd← bd ∗ 2−d ;
KM ← [ ];
for j ← 1 to k do

km← ⌊t ∗ 2d − 1 + cd⌋+ 1 ;
(⋆)t← t ∗ 2d + cd− km ;
if km == 2d then

km← 0 ;
end
append km to KM ;

end
for j ← 1 to k do

km← KM [k − j + 1] ;
B ← [ ];
while i < d+ 1 do

be← 1;
if km < 2d−i then

be← 0;
end
append be to B ;
km← km− be ∗ 2d−i;
if be == 1 then

km← 2d−i − km− 1 ;
end
i← i+ 1;

end
for i← 1 to d do

xd−i+1 ← 1/2− (1/2−B[i])xd−i+1;
end

end
modification for d = 2:
(⋆)t← (cd+ km− 1 + t)/2d by
if km is odd then

t← (−cd+ km+ 1− t)/2d ;
else

t← (cd+ km− 1 + t)/2d ;
end

Algorithm 1: Mapping of t ∈ [0, 1] into a point x ∈ [0, 1]d

contains 150 measurements (4 dimensional) of three different
species of irises: Iris Setosa , Iris Versicolour, and Iris Vir-
ginica. It is easy to see that the Iris Setosa forms a separate
cluster in the unit interval and only a small fraction of Iris Vir-
ginica is mixed with Iris Versicolor. Computations performed
to generate Fig. 4 and Fig. 5 were made in Matematica 11.3
on the Intel(R) Core(TM) i7-6500U CPU, 2.50GHz.

Calculation of the transformation of a single point from
a space with dimension d = 4 and accuracy 2−k, k = 10
required approx. 0.000625 s. With the same accuracy and d =
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Data: d, k, (x1, x2, . . . , xd), ( x ∈ [0, 1]d)
Result: t ∈ [0, 1]
bd ← 1;
for i← 1 to d− 1 do

bd ← 2i − bd + 1 ;
end
cd← bd ∗ 2−d, t← 1− cd, KM ← [ ], B ← [ ];
for j ← 1 to k do

for i← 1 to d do
if xi < 0.5 then

be← 0, xi ← 1− 2 ∗ xi, append be to B ;
else

if xi ≥ 0.5 then
be← 1, xi ← 2 ∗ xi − 1, append be to
B ;

end
end
ww ← 0, km← 0 ;
for i← 1 to d do

if be+ ww == 1 then
km← km+ 2d−i ;

end
ww ← |be− ww|;

end
end
if km == 2d then

km← 0 ;
end
append km to KM ;

end
for j ← 1 to k do

km← KM [k − j + 1] ;
(⋆)t← (cd+ km− 1 + t)/2d ;
if t < 0 then

t← 1 + t ;
end

end
modification for d = 2:
(⋆)t← t ∗ 2d + cd− km by
t← t ∗ 2d + cd− km ;
if km is odd then

t← 1− t ;
end
Algorithm 2: Mapping of x ∈ [0, 1]d into t ∈ [0, 1]

2 the execution time was shortened twice.

IV. CONCLUDING COMMENTS

We present a simple algorithm for computing a transfor-
mation of multidimensional data points onto the unit interval
using the proposed a Sierpiński type space-filling curve gen-
eralization. Specific ideas regarding the generalization of the
Sierpiński curve were considered in the author’s monograph
[37], but the algorithms presented in this work are new and
have not been published anywhere.

20 40 60 80 100 120 140
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Fig. 5: Three species of the 4-dimensional Iris data: Iris Setosa
(blue), Iris Versicolour (yellow), and Iris Virginica (green)-
150 data points - after dimensionality reduction.

It is known that there is a close relationship between
topological dimension d of the Id cube and the maximum
value of the Hölder’s exponent of a space-filling curve. The
value of 1/d is the maximum value. There is no d-dimensional
space-filling curve with an exponent greater than 1/d [18].
Hölder’s inequality results in an important property of space-
filling based transformations, which is to ensure the proximity
of data points whose counter-images are closely located on a
unit interval. Multi-dimensional Sierpiński curves are another
tool for analyzing multidimensional data.
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Abstract—The application of virtual reality (VR) for building
training systems has grown in popularity across diverse fields.
This trend is particularly prevalent in Industry 4.0, where many
real-world training scenarios can be expensive or pose potential
dangers to trainees. The most important aspect of professional
training is domain-specific knowledge, which can be expressed
using the semantic web approach. This approach facilitates
complex queries and reasoning against the representation of
training scenarios, which can be useful for educational purposes.
However, current methods and tools for creating VR training
systems do not utilize semantic knowledge representation, making
it difficult for domain experts without IT expertise to create,
modify, and manage training scenarios. To address this issue,
we propose an ontology-based representation and a method of
modeling VR training scenarios. We demonstrate our approach
by modeling VR training scenarios for Industry 4.0 in the field of
the production of household equipment. The domain knowledge
used represents training activities, potential errors, and equip-
ment failures in a way comprehensible to domain experts.

I. INTRODUCTION

COMPARED to traditional training methods, VR training
systems offer significant advantages. First, training in

VR is more engaging and attractive to users compared to
paper, audio, or video materials. Second, virtual training
eliminates the need for physical infrastructure or dangerous
equipment, reducing the risk posed to users. Moreover, it
liberates companies from acquiring expensive or unavailable
devices, especially in Industry 4.0 environments where produc-
tion devices cannot be suspended. Finally, VR training can be
carried out to a certain degree without the need for instructors.
This makes it simpler to organize, more cost-effective, more
efficient, and more flexible compared to conventional training
methods.

However, creating effective VR training environments with
behavior-rich scenes and objects requires expertise in program-
ming and 3D modeling, as well as domain knowledge to pre-
pare practical and meaningful training scenarios in a specific
domain. As a result, the development process often involves
collaboration between IT specialists and domain experts, who
typically have limited knowledge of IT. This collaboration can
make the development of VR training environments complex,
time-consuming, and costly. Therefore, the availability of user-
friendly tools for domain experts to design VR training with
domain knowledge is crucial in reducing the required time and
effort and promoting the use of VR in training.

The semantic web is a leading method for representing
domain knowledge, providing a range of standards for con-

veying content in a manner understandable to humans and
processable by software. Ontologies are the primary form of
content representation in the semantic web, formulated using
the Resource Description Framework (RDF), the Resource De-
scription Framework Schema (RDFS), and the Web Ontology
Language (OWL). RDF establishes a data model, whereas
RDFS and OWL expand RDF terminology allowing to build
ontologies. The semantic web standards rely on description
logic, which enables the representation of concepts, roles, and
individuals. Such representations can be subject to reasoning,
leading to the inference of implicit knowledge based on
explicit knowledge and precise queries, including highly com-
plex conditions. This is highly beneficial for content creation
and management by users across various domains.

To date, the semantic web has primarily been used for the
representation of 3D content, including its geometry, structure,
and presentation, which is insufficient for managing complex
VR training, with its users, tasks, and equipment, as well as
possible problems and errors. User-friendly tools are needed
for domain experts to design VR training with domain knowl-
edge, making the development of training environments less
complicated, less time-consuming, and more cost-effective.

In this paper, we present a new method for creating VR
training scenarios that utilize the semantic web. Our approach
includes two primary components: an ontology-based rep-
resentation of domain knowledge in training scenarios and
a user-friendly semantic scenario editor. The ontology-based
representation covers various elements such as users, tasks,
equipment, and potential problems or errors that may arise
during training scenarios. Using the semantic scenario editor,
domain experts can easily design scenarios through an intu-
itive visual interface. This method allows for domain-specific
descriptions of training scenarios and scenes using well-known
semantic web standards. Furthermore, the process of selecting
and combining appropriate objects for training scenarios, as
well as verifying modeling results, can be completed using
well-recognized activities on description logics such as in-
stance checking, query answering, and consistency checking
against the used ontologies.

The project discussed in this paper focuses on developing
a VR training system for the production of household appli-
ances. Hence, all examples and discussions are centered on
this application domain. However, the proposed approach can
be adapted for other domains if the relevant objects and actions
are identified and semantically described.
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The remainder of the paper is structured as follows: Section
II provides an overview of the current state of VR training
environments and existing approaches to semantic modeling
of VR content. Section III outlines the proposed approach,
while Section IV explains the ontology-based representation
of training scenarios. The semantic scenario editor, which
utilizes this representation, is discussed in Section V. Section
VI presents an example of VR training. Section VI-F provides
a discussion of the results. Finally, Section VII concludes the
paper and indicates possible future research.

II. RELATED WORK

Up until now, little attention has been given to the utilization
of ontologies in virtual reality training and education by the
research community. A study by [1] proposed ontologies for
creating VR training at various levels of abstraction, includ-
ing high, medium, and low. The high-level ontology defines
entities that represent physical and non-physical objects that
may occur, such as avatars, tools, vehicles, roles, animals, and
events that could happen in VR environments. The medium-
level ontology builds on the high-level ontology by providing
a classification of avatars, tools, vehicles, roles, and animals
with more concrete entities. The low-level ontology describes
entities that are specific to a particular VR environment.

A medical diagnosis system has been described in [2]. It
leverages an ontology-based approach to represent medical
knowledge, where separate ontologies are utilized to illustrate
patients’ physical and mental states. An avatar, which commu-
nicates with patients through voice, employs these ontologies.
To make diagnoses, the system employs probabilistic reason-
ing with a Bayesian network.

Numerous studies have focused on representing 3D content
through ontology-based approaches, which involve a range of
geometrical, structural, spatial, and presentational elements.
An extensive evaluation of these methods has been provided
in [3], and a summary of the existing techniques can be found
in Table I. Among the methods, four aim to address low-level
abstraction that is specific to graphics, while six approaches
support high-level abstraction that is either general or specific
to a domain. Furthermore, three of these methods can be
employed with different domain ontologies.

TABLE I: Comparison of semantic 3D content modeling
methods

Approach
Level of Abstraction

Low (3D graphics) High (application domain)
De Troyer et al. [4] ✓ general
Gutiérrez et al. [5] ✓ humanoids
Kalogerakis et al. [6] ✓ -
Spagnuolo et al. [7] - humanoids
Floriani et al. [8] ✓ -
Kapahnke et al. [9] - general
Albrecht et al. [10] - interior design
Latoschik et al. [11] - general
Drap et al. [12] - archaeology
Trellet et al. [13] - molecules
Perez-Gallardo et al. [14] ✓ -

Another example of a knowledge-based 3D design method
has been described in [15]. The paper presents a collaborative

method for the interactive development of aircraft cabin sys-
tems in VR based on preliminary design data. The knowledge
is stored in an ontology which is linked with design rules and
external parameters, which can generate missing information
needed for the design of cabin systems. The design rules are
based on requirements, safety regulations as well as expert
knowledge for design interpretation that has been collected
and formalized. The data is stored in an XML file that can be
used to generate a 3D virtual cabin mockup in which users
have the possibility to interact with cabin modules and system
components via controllers. This VR model enables interaction
with complex product data sets by visualizing metadata and
analysis results along with the cabin geometry, making it even
better comprehensible and processable for humans. It allows
the design to be evaluated and optimized at a low cost before
the concepts are validated in a real prototype.

Another example of ontologies for VR is the OntoPhaco
project presented in [16]. The goal of the OntoPhaco project
was to develop a new approach to the evaluation and de-
sign of ontologies in ophthalmology, specifically for cataract
surgery training. The authors propose a solution on how
to design a proper domain model to support VR training
in ophthalmology, which includes the OntoPhaco ontology,
built using OntoUML based on UML. They also introduce
systematic verification and validation processes that include
theoretical and hypothetical evaluation of the system and the
use of feedback from domain experts to verify and revise the
ontology for VR training. The conducted evaluation shows,
that OntoPhaco has the potential to improve the learning
experience of students and facilitate the development of VR
training in the future.

There is also an example of ontology-based, general-
purpose and Industry 4.0-ready architecture to use with sys-
tems supporting factory workers that use mixed reality [17].
In the paper, authors describe a general ontology, that is
capable of structuring knowledge to enable interoperability and
standardization between such systems. The approach enables
data findability and reusability. The proposed architecture was
implemented and validated in two case studies in the manufac-
turing sector: scheduled maintenance and alarm management,
and customer order management.

III. OVERVIEW OF THE APPROACH

The review presented in Section II shows that universal,
cross-domain methods and tools for creating interactive VR
training scenarios are still missing. The existing ontologies
for VR are limited to either 3D-specific features that focus
on the properties of static 3D content or domain-specific
features that focus on a single application domain. There is
a lack of domain-independent conceptualization of actions
and interactions, which can be utilized by non-technical users
to create VR environments with minimal assistance from
programmers and graphics designers. Solutions that focus on
3D content behavior, like [18], are broad in scope and do not
provide the specific concepts and roles required for training
scenarios.
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The main contribution of this paper is a solution to the
problem mentioned above: an approach to semantic represen-
tation and modeling of VR training scenarios. The approach
is illustrated in Fig. 1 and consists of two key elements: the
ontology-based representation of training scenarios and the
semantic scenario editor. The ontology-based representation
comprises resources based on semantic web standards such
as RDF, RDFS, and OWL, which cover training scenarios,
scenes, and objects in terms of both their semantics and
visualization. The central component of the representation is
the scenario ontology, consisting of a TBox and an RBox,
which includes concepts (classes) and roles (properties) asso-
ciated with training scenarios, scenes, infrastructure objects,
and equipment. Since the classes and properties are general,
the ontology can be utilized in various application domains.

Semantic Scenario Editor

1 to n link data flow
specific to an
application

common to different
applications

Training Manager

Scenario Descriptor
(ABox)

Scenario Ontology
(TBox+RBox)

Virtual Object

3D Object
Model

Object Descriptor
(ABox)

Virtual Scene

Scene Descriptor
(ABox)

Scene 3D
Content

Virtual Equipment

3D Equipment
Model

Equipment Descriptor
(ABox)

Semantic Repository
(triplestore)

3D Repository

Scenario Editor
Server

(Spring web
services)

Scenario Editor
Client

(.NET XAML)

Ontology-Based Representation of Training Scenarios

Fig. 1: Overview of knowledge-based representation and mod-
eling of VR training scenarios.

Based on the scenario ontology, four kinds of descriptors
are created: scenario descriptors, scene descriptors, object
descriptors, and equipment descriptors. Each descriptor is an
ABox that represents individuals linked to a specific scenario,
scene, object, or piece of equipment, respectively. These
individuals are characterized using classes and properties
defined in the scenario ontology. Furthermore, every descriptor
associated with a scene, an object, or a piece of equipment
is connected to relevant synthetic content, which consists
of hierarchical, interconnected and reusable 3D components,
2D graphics, as well as scripts that implement animations
and interactions. The scenario ontology and descriptors are
comprehensively described in Section IV. The creation of
synthetic 3D content for scenes, objects, and equipment is
achievable through the use of our scene editor and the Unity
game engine, but it is beyond the scope of this paper [19].

The scenario ontology and descriptors are stored in a
Semantic Repository, which is a triplestore, whereas the 3D
content of scenes and objects is stored in the Content Repos-
itory, which is a relational database.

The Semantic Scenario Editor is a client-server application
comprising a client and a server. The client is a desktop
application designed utilizing .NET, with a GUI described in
the XAML language, while the server is a Java-based appli-
cation that provides RESTful web services developed using
the Spring library. The client offers a user-friendly interface
that enables a Training Manager to create and modify training
scenarios by utilizing the scenario ontology, descriptors, and

3D content stored in the repositories. The editor is described
in detail in Section V.

IV. SEMANTIC REPRESENTATION OF VR TRAINING
SCENARIOS

The proposed semantic representation of VR training sce-
narios is based on an ontology and uses domain-specific
classes and properties, which are comprehensible to domain
experts. The representation comprises two primary compo-
nents: the scenario ontology which is common to different
domains and applications, and descriptors that are domain-
specific and built on top of the ontology.

Fig. 2: Classes and properties of the scenario ontology.

The classes and properties that constitute the ontology are
illustrated in Figure 2. They can be categorized into four
distinct groups:

a) Training Objects: Training objects are the primary
elements of every VR training scenario, e.g., forklifts, pallet
trucks, and batteries. A virtual object is a tuple of an object
descriptor, which semantically represents the physical object
used in the training, and a 3D model, which visually represents
the physical object. An object descriptor is an assertional box
that describes individuals related to the physical training object
using classes and properties specified in the scenario ontology.
In an object descriptor, the physical object is represented
by an individual of the Object class. An object individual
comprises individuals of the Element class. Hence, it forms
a hierarchy. Objects’ elements have possible states. Elements’
states can be changed during VR training. There are two types
of elements: interactive element and dependent element. The
state of an interactive element is changed by a trainee, whereas
the state of a dependent element is changed as a consequence
of a change of the state of an interactive element. Every
object, element, and state has a name, description, and image
intelligible to domain experts.

b) Virtual Equipment: Virtual equipment represents ei-
ther work equipment, e.g., a toolkit from which users can
select tools needed to complete the scenario, or protective
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equipment, e.g., helmets and gloves. A virtual piece of equip-
ment is a pair of an equipment descriptor, which semantically
represents the physical equipment, and a 3D model, which
visually represents the physical equipment. An equipment
descriptor is an assertional box that represents individuals
related to the equipment using classes and properties specified
in the scenario ontology. In an equipment descriptor, a piece
of equipment is represented by an individual of a sub-class of
the Equipment class. Different sub-classes of equipment may
be specified depending on the particular domain of training.
Every piece of equipment has a name and description, which
are understandable to domain experts.

c) Training Scenes: Each VR training scenario is de-
signed for a specific VR training scene, which comprises a
scene descriptor and synthetic 3D content. The scene descrip-
tor represents individuals related to the training scene using the
classes and properties from the scenario ontology. A training
scene is an individual of the Scene class, which includes
individual objects of the Object class. Likewise, the synthetic
content of the virtual scene includes the 3D models of the
virtual objects. Every scene has a name and a description,
which are understandable to domain experts.

In practical VR training applications, multiple virtual sce-
narios may be designed for slightly different virtual scenes,
such as two factories with different placement of battery
charging points. As a result, a scene may be a super-scene to
other scenes, and each scene may inherit from another scene.
The scene descriptors describe which objects are included
or excluded in a scene or its sub-scenes, and every scene
includes an object that is either included directly in the scene
or included in its super-scene but not excluded in any scene
on the inheritance path to the super-scene.

V. TRAINING SCENARIO EDITOR

A. Architecture

The Semantic Scenario Editor is composed of a client-
server system consisting of two main parts: the Scenario
Editor Server and the Scenario Editor Client. The Scenario
Editor Server is a Java-based program with RESTful web
services using the Spring library, which accesses the Semantic
Repository and the Content Repository. The system offers four
services. The Scene Service allows for the selection of scenes
that can be used to create training scenarios. Every scene can
have a different set of available objects. The Object Service
provides objects, their elements, and their respective states.
The Equipment Service provides the available equipment for
training in the application domain, which is common to all
potential training scenarios. The Workflow Service provides
information about the workflow of scenarios. The workflow
consists of steps, which are divided into activities. Each
activity consists of several actions as well as possible problems
and errors. Such a structure allows for an easier understanding
and editing of the scenario workflow. The Semantic Repository
is supported by the Apache Fuseki server, which enables
semantic reasoning and query processing.

The Scenario Editor Client is a user-friendly visual tool that
training managers use. It is based on Windows Presentation
Foundation. The main purpose of the tool is to permit the
specification of training scenarios. The client displays scenario
attributes and their possible values in different fields of visual
forms (see Fig. 3). The attributes are accessed from and saved
to the Semantic Repository via the Scenario Editor Server. The
forms are presented in a simple layout that includes attribute
names, text boxes, and drop-down lists where the manager
can enter the necessary information. The drop-down lists show
values obtained from the scenario ontology.

The general information includes the scenario title and
the type of work, which may be either warehouse work or
manufacturing press work. The manager also specifies whether
the scenario is elementary, complementary, regular, verifying,
or ad hoc. Finally, the manager selects the necessary pieces
of protective equipment to complete the scenario from the list
of all available equipment.

Fig. 3: General information about a scenario.

In addition to providing general information, the author
also specifies a scenario’s workflow, which includes steps,
activities, and actions that trainees must perform. In each
scenario, there must be at least one step that contains at least
one activity, which in turn contains at least one action (see
Section IV). Actions are linked to interactive and dependent
objects’ elements, as well as potential issues and errors that
may arise during the action.

In the Scenario Editor, the workflow of each scenario is
presented in the form of a tree, which is a widely used
and easy-to-understand method for displaying hierarchical
data (see Fig. 4). The tree includes scenario steps, activities,
actions, problems, errors, and objects, which are represented
by distinct icons. The editing manager can expand and collapse
the list of sub-items for each item in the tree. In addition,
there are optional sub-items for grouping actions, errors, and
problems in activity and problem items. Using the toolbar and
context menu, the author can visually add, modify, and delete
items in the tree. Moreover, the order of the steps, activities,
and actions can be changed by dragging and dropping.
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Fig. 4: Tree view of a scenario’s workflow.

VI. EXAMPLE VR TRAINING SCENARIO

A. General information

We have implemented a prototype of a VR training system
based on the semantic training scenario representation using
the Unity game engine. To permit the completion of the
training scenario without using the hardware controllers, the
Oculus Integration plug-in has been utilized together with
supplementary plug-ins. Thanks to the advanced capabilities
of the equipment, which allows for direct tracking of users’
hands, prospective trainees are not required to learn how to
operate VR controllers. Instead, they can interact with objects
in the virtual environment directly using their own hands,
which increases the level of immersion.

The system has been developed utilizing resources provided
by Amica S.A., which is one of the largest producers of
household equipment in Poland. These resources consist of
in-depth information regarding the training process for the
designated workstation, as well as comprehensive information
regarding the relevant equipment. These resources became a
base for creating scenes and objects used in training scenarios
regarding the operation and maintenance of electric carts,
forklifts and industrial presses. The elements of the scene
are described by scenario descriptors, scene objects, and
equipment descriptors. The main goal of the system is to teach
the trainee, how to use industrial equipment safely.

B. Training scenario

In order to show the functionality of the system, we have
created an example scenario that uses the developed semantic
representation. The scenario has been formulated to illustrate
knowledge about the procedure of replacing a depleted bat-
tery inside an electric cart. Trainees can visually inspect the
condition of the cart, as per the official documentation of the
real-life training session, and are also capable of operating the
cart, provided that the battery is functional and all connections
are properly established. All components have been designed
and programmed to accurately replicate the simulated reality,
including such factors as cable physics, electrical plug con-
nections, battery charge level and depletion during operation,
as well as a realistic electric cart driving system that permits

trainees to execute the battery replacement procedure at any
designated workstation.

The workflow for this scenario has been developed in
collaboration with domain experts to enable a realistic training
experience for trainees. The scenario has been created in
accordance with the provided guidelines, and block diagrams
have been used to illustrate the training process. Functionality
facilitating the monitoring of trainees’ progress during train-
ing, as well as the provision of pertinent feedback regarding
positive or negative training outcomes has been incorporated.

C. Training scene

The virtual scene in which the training scenario takes place
has been constructed using materials furnished by the company
as well as photographs obtained during a site visit to the
production hall (Fig. 5). Adequate lighting has been selected
to accurately simulate the conditions present in the authentic
production hall. Since the training scenario is conducted in
only a small section of the hall, rendering is optimized for
performance by limiting the display to the sector of the
production hall utilized during the training, i.e., the section of
the hall containing batteries and chargers, enabling charging
and replacement of batteries in electric carts.

Fig. 5: Production hall in the scenario

D. Virtual objects

In industrial VR training scenarios, virtual objects repre-
senting real equipment are key to construction of accurate
representation of a real-life training exercise. For the scenario,
a number of 3D models have been developed specifically for
this purpose, utilizing photographs obtained during the site
visit to the production hall. The most critical virtual objects
include the electric cart, battery, plugs, and charging stations
(Fig. 6-9). These objects, in combination with the main player
object representing the trainee, are employed to construct an
environment that enables the execution of the scenario.

E. Scenario steps

By utilizing the aforementioned semantic representations
of Objects, Steps, Actions, and the description of the scene,
the initial training scenario has been created. The primary
objective of the trainee is to replace a nearly depleted battery
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Fig. 6: Electric cart

Fig. 7: Battery for the electric cart

inside the electric cart with a new one from the charging
station. The training scenario consists of the following steps:

1) Perform a visual inspection of the electric cart (Fig. 10).
2) Start the cart by ensuring that the battery is connected

and locked and then use the electronic card to initiate
the power-up sequence (Fig. 11).

3) Drive the cart into the correct position alongside the
charging station (Fig. 12).

4) Replace the nearly depleted battery with a fully charged
one (Fig. 13).

5) Connect the new battery unit to the cart and ensure that
the blockade is properly in place (Fig. 14).

6) Conduct a visual and manual inspection to verify that
the new battery unit is correctly installed and that the
cart is in good working condition.

7) Drive the cart away from the charging station to finish
the scenario.

At the beginning of the scenario, the trainee is situated
in front of the cart and must either physically move into
the correct position or use the appropriate hand gesture to
teleport themselves into the desired position within the cart.
The subsequent step is to verify that the cart is in good
condition. The cart may appear fully functional or exhibit
visual cues indicating its malfunction. This is achievable by
adjusting various settings, which enable the virtual objects
to exhibit signs of damage or malfunction. Once the visual
inspection is completed, the next objective is to activate the
vehicle. This step is fairly intricate and may prove challenging
for inexperienced trainees, however, this is a deliberate design
decision, as the scenario is intended to provide trainees with
a safe and controlled environment for practice.

Activating the electric cart involves several Steps. Initially,
the trainee must verify that the battery is properly connected

Fig. 8: Plugs of the electric cart

Fig. 9: Charging station for the battery

and securely locked inside the cart. Subsequently, an electronic
card is utilized to initiate the vehicle’s power-up sequence. If
the battery is not appropriately connected and/or locked, a
message will be displayed in the console log, indicating an
Error. If this situation arises, the trainee may opt to either
restart the scenario by pressing the "R" key on the keyboard
or attempt to correctly connect and lock the battery and then
reattempt to activate the vehicle. Once the trainee completes
this process, the electric cart is primed for operation.

With the activation of the cart and the trainee correctly using
the steering wheel with both hands, the electric cart can be
driven. A refined driving model supports precise control of
the cart, paralleling the real-world scenario. Additionally, the
employment of hand tracking elevates the immersive nature of
the driving experience.

The subsequent objective entails driving the cart into the ap-
propriate position, allowing for the replacement of the battery
Object. The trainee is permitted to drive the cart to any of the
charging stations where a battery is available for replacement,
as indicated by the illuminated lights at the stations. The
charging stations are meticulously modeled and scripted to
mirror their real-life behavior, thereby enabling trainees to
learn about the various color-coded markings displayed at
the stations, the available actions and how to respond in an
emergency.

Once the cart is positioned correctly alongside the charging
station, the trainee must utilize their electronic card to power
down the vehicle and remove the battery blockade to unlock
the battery. To remove the battery, the trainee must execute
the appropriate hand gesture to grasp and extract the battery
from the cart. Next, the trainee must unlock the fully charged
battery from the charging station, retrieve it, and install it into
the now empty slot.
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Fig. 10: Visual inspection of the electric cart

Fig. 11: Turning on the cart after visual inspection

Following battery insertion, the trainee should confirm that
the battery is correctly connected to the cart and that the
blockade is securely in place. The cart may then be turned
back on, and if all connections are established correctly, the
trainee can resume driving the cart. This scenario is intended
to train the trainees on the proper procedure for exchanging
the battery, as well as teach them how to safely operate the
electric cart. Trainees may learn how to drive the cart, how to
adopt appropriate safety procedures while driving, and how to
react in the event of an emergency.

F. Discussion

During the development of the presented training scenario,
several discussions with the domain experts were conducted
to ensure that the VR scenario accurately simulates real-life
situations. An example of a significant alteration that has been
implemented following these consultations is the need to hold

Fig. 12: Steering the cart into a station using hands

Fig. 13: Unlocking the battery using hand tracking

the steering wheel of the electric cart with both hands during
the operation. Without access to the appropriate documentation
and expert knowledge, such issues could easily be overlooked.

During the battery replacement process, a trainee can en-
counter various challenges such as incorrectly connecting the
battery, forgetting to lock it, or encountering a malfunction in
the electrical system. These scenarios have been programmed
to provide the trainee with a realistic learning experience and
the opportunity to learn from their mistakes in a safe and
controlled environment.

Overall, the scenario has been designed to provide the
trainee with a realistic learning experience, replicating real-life
situations as closely as possible. The use of VR technology,
combined with accurate semantic representation of objects
and realistic physics, creates a highly immersive and effective
training environment.
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Fig. 14: Installing a new battery

VII. CONCLUSIONS

The proposed approach to the creation of VR training
scenarios based on knowledge representation permits more
flexible and precise modeling by utilizing domain concepts,
rather than relying on low-level programming and 3D
modeling. With the presented editor, trainers can easily create
and modify scenarios in an efficient and intuitive manner.
This makes the development of VR training environments
accessible to non-technical users who can use domain
terminology in the design process.

Future work includes extending the environment to allow
for collaborative scenario creation by distributed users and
integrating assessment of trainees’ performance. Moreover, the
scenario ontology will be extended to include concepts of
alternative activities, which would be useful in cases when
some tasks can be accomplished in multiple ways, such as in
infrastructure error scenarios.
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Abstract—This paper is in continuation to the paper published
in FedCSIS 2022. In the earlier paper we presented the general
scheme behind the AI based model for determining the possible
ovulation dates as well as the possibility of some health risks.
Here apart from the already discussed schemes for Premenstrual
Syndrome (PMS), Luteal Phase Defect (LPD), and polyp and
fibroids, a few additional schemes like hypothyroidism, polycystic
ovary syndrom (PCOS) are included. Moreover, we attempt
to throw light on the novelty of this AI based scheme from
the perspective personalized, case sensitive, interactive medical
support which does not depend only on a preset rule based system
for diagnosing diseases.

Index Terms—Medical decision support, Interactive AI, Ex-
plainable AI

I. INTRODUCTION

FROM the emergence of Artificial Intelligence, many re-
searchers from different aspects contributed towards a

broader goal of an artificially intelligent agent. However
the progress is still far from the level of reaching close to
human-like reasoning. This may be the reason that the current
literature on AI showcases examples where the researchers
specify the need by introducing terms like ‘human-centered
AI’ [1], ‘human-in-the-loop of machine learning’ [2] etc.
explainable Reflection of similar thoughts can be noticed also
in the context of decision support for different health care
systems, such as IBM’s dream project Watson, which was
supposed to revolutionize everything from diagnosing patients
and recommending treatment options to finding candidates for
clinical trials; however, it failed as instead of trained with
real data it was trained with hypothetical cases provided by a
small group of doctors. The reason is quite understandable as

Co-financed by the EU Smart Growth Operational Program 2014-2020
under the project ”Developing innovative solutions in the domain of detection
of frequent intimate and hormonal health disorders in women of procreative
age based on artificial intelligence and machine learning - OvuFriend 2.0”,
POIR.01.01.01-00-0826/20.

expecting that the model’s success with test data will directly
translate to the real world does not really meet in reality. So,
one way to improve the performance of an AI system is to
engage users in providing feedback in order to continually
improve the model. Thus, the terms like personalized medicine
[3], evidence based medicine [4] are becoming prevalent in the
literature of AI.

The main feature in both [3], [4] is to create such protocols
for medical care that combine the knowledge from the existing
literature of medicine, experience of the professionals, as well
as the input parameters, habits, life style, and preferences of
the individual patients. Moreover, in order to be sure that such
data are properly gathered as well as to guide a patient during
the intermediate steps of performing tests required for the
diagnosis, an interactive interface among different stakeholders
of the AI system is also required. So, it is quite clear that
such a paradigm combines together different kinds of physical
entities, information associated to them (e.g., a patient and her
informational base, a team of experts and their informational
bases) and their interactions, which as a whole indicates a real
physical process of computation on a complex granule [5], [6].

In continuation to a series of papers [7]–[10], here we
present the developments made in the platform of OvuFriend1

focusing on introducing the above mentioned aspects in an
AI system for helping women in determining the possibility
of conceiving and understanding the hidden risk of health
problems based on their input. The platform of OvuFriend
1.0 was developed as a part of R&D project where through
a mobile app an user can put the data related to her physical
and mental states during a specific menstrual cycle, and the
underlying algorithm of the app helps to get an analysis of the
possibility of conceiving or not conceiving. The second stage
of OvuFriend’s project, namely OvuFriend 2.0, focuses on the

1www.ovufriend.pl
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analysis of whether a particular user has the possibility of
having the risk of Premenstrual Syndrome (PMS) Luteal Phase
Defect (LPD), benign growths like polyps, fibroids in the
uterus, Polycystic Ovary Syndrome (PCOS) or hypothyroidism
Among them in [11] a detailed discussion regarding the
schemes of PMS, LPD, and the risk from polyp and fibroids
are discussed. Here we add the schemes corresponding to
hypothyroidism and PCOS.

Apart from discussing the two new schemes, namely hy-
pothyroidism and PCOS, in this paper one of our main targets
is to present in what sense the AI model of OvuFriend
incorporates the features like (i) learning and updating based
on real data (ii) adaptation of diagnosing strategies based
on interactions with users and medical as well as analytical
experts, and (iii) visual as well as linguistic explainability of
the relationship between the gathered data and their labelling.
Inclusion of these features makes the OvuFriend platform for
women’s healthcare more close to the above mentioned AI
paradigm of interactive, personalized, evidence based health-
care support systems keeping human in the loop.

The paper is organized as follows. Section II presents a
brief general description of the scheme running behind the
OvuFriend app as well as the schemes analyzing certain health
risks based on a complete cycle data of a user. The schemes
for hypothyroidism and PCOS, requiring a sequence of cycles
data, are presented in Section III. Section IV presents the
process of building the reference set based on which the app
can decide effectively over new cases. In particular we would
emphasize on the novelty of the process of selecting reference
set which allows a team based interactive environment among
the experts, the user and the consultant in the process of
deciding how, when and for whom which strategy of treating
and diagnosing should be selected so that the data gathered
from them can be used in the reference set with certain
reliability. Section V presents concluding remarks.

II. GENERAL SCHEME OF OVULATION AND HEALTH RISKS

The general scheme in OvuFriend 2.0 for having an AI
based app determining the possible days of ovulation as well
as the possibility of different health risks is developed based
on three hierarchical levels, known as Detector level, Cycle
level, and User level. In the detector level the user can put
information related to her mental and physical health over
(at least) one complete cycle. Relative to the need a set
of attributes is set by the medical experts. Based on the
input of a particular user the values for those attributes are
determined by a team of medical experts. From the values of
the attributes from a completed cycle, the cycle level concepts
such as ovulation happened, days of ovulation, follicular phase
interval, luteal phase interval, PMS score etc are determined.
In the user level the system aggregates the data related to
the detector level as well as the cycle level concepts of a
particular user for a finitely many cycles. Risk of PMS, risk of
LPD, risk of infertility etc are a few examples of the user level
concepts. For a cycle level concept, the system calculates the
probabilistic ratio of the concerned cycle level concept over

the total number of cycles considered for a particular user.
Moreover, the system is also fed with a threshold value for
each such concept. The threshold value for a particular concept
is learned and with time this is updated based on the opinions
of the medical experts and the histories of already recorded and
analysed cases. If the respective ratio for a particular user level
concept is greater than the prefixed threshold for that concept
the user is notified about the possibility of such health risk.

As prerequisite the data related to the physical and mental
health of a woman before, during, and after a complete men-
strual cycle is collected. After gathering data over a complete
cycle (or a few consecutive cycles) the analysis for different
health risks starts. Initially, the data is processed to investigate
whether the ovulation has occurred and then based on that to
find the possible days of its occurrence. At this stage all the
detector level concepts are analysed. If through the primary
analysis it is determinned that ovulation has been occurred,
then an attempt is made to indicate two intervals of equal
length falling into the follicular phase and the luteal phase of
the concerned cycle respectively [11].

A. Summary of schemes requiring one complete cycle data

The schemes requiring a complete cycle data, namely PMS,
LPD, polyp and fibroids, are already discussed in [11]. Though
the basic formulas for calculating these health risks are differ-
ent, the general form of the underlying algorithms is similar.

To analyze the risk of PMS, which is a combination of
symptoms that many women get about a week or two before
their period, the coefficients of occurrence of the physical
symptoms and mood symptoms are calculated (see [11]). The
set of symptoms and formulas for calculating the coefficients
based on them are defined with the help of a team of medical
experts. From the user’s input all physical and mood symptoms
are counted for both the phases P1 and P2. Aggregating
the number of physical and mood symptoms in a phase the
coefficients are calculated according to the following formulas.

PiMoodFeelCoeff =
(SumOfOccurrencePiMood)

K1 × PhaseLength
×α+(1−α)

(1)
where i = 1, 2 and α ∈ (0, 1),

P2PhysFeelCoeff =
(SumOfOccurrenceP2Phys)

K2 × PhaseLength
×β+(1−β)

(2)
where β ∈ (0, 1).

The symbols SumOfOccurrencePiMood and
SumOfOccurrencePiPhys respectively indicate the
number of mood and the number of physical symptoms
occurred in a particular phase Pi, and K1 and K2 represent
respectively the total number of all moods and physical
symptoms listed in the system. The factors α and β represent
the significance of the given components in the respective
coefficients. Using the above coefficients PMS score, denoted
as PMSscore, is calculated by the following formula.

PMSscore =
P2MoodFeelCoeff

P1MoodFeelCoeff
+

P2PhysFeelCoeff

w1
(3)
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where w1 is the weight chosen by a team of medical experts.
Luteal Phase Defect (LPD) is a health condition that may

play a role in infertility. The general prerequisite for determin-
ing the risk of LPD [12] is same as what is discussed above.
The specific formula that is fed to the algorithm in order to
calculate the susceptibility of LPD (Equation 4) is as follows.

LPDscore = w1 ∗ LutParameters+ w2 ∗DecFer (4)

The parameters LutParameters,DecFer ∈ [0, 1] respec-
tively denote the values for Luteal Phase Parameters and De-
creased Fertility. The Luteal Phase Parameters are determined
based on the luteal phase length and various other factors
related to the analysis of bleeding during the luteal phase. The
Decreased Fertility depends on the period of time in which
the attempts are made for conceiving a child, the number of
miscarriages etc. The values for LutParameters,DecFer
are obtained based on the input data of a particular user, and
w1, w2 are some weights that are chosen by the team of experts
based on their collective knowledge regarding the significance
of LutParameters and DecFer in indicating LPD.

Presence of fibroids and polyps too may cause infertility and
recurrent pregnancy loss. The algorithm starts with checking
whether ovulation has occurred. The primary analysis focuses
on the data related to inter-menstrual bleeding or spots. Then
examining the cycle level concepts and associated symptoms
characterizing polyp or fibroids starts. The values for disor-
dered menstruation (DisMens), decreased fertility (DecFer),
and the values for physical symptoms related to such diseases
(PhysSymp) are obtained from the input data of the user.
Then the following score is calculated.

Score = w1 ∗DisMens+w2 ∗DecFer+w3 ∗ PhysSymp (5)

The weights w1, w2, w3 are chosen by the team of experts.
All these values are scaled in the interval [0, 1] based on the
information related to inter-menstrual bleeding, long-lasting
menstruation, intensity of menstruation, miscarriage, long try-
ing time for conceiving, pelvis pain, polyuria etc.

In each of the above contexts, for a given user the grade
of the susceptibility of a particular disease is calculated by
considering k

n if in k such cycles, out of n cycles, the
susceptibility of the respective disease is detected.

III. SCHEMES REQUIRING CONSECUTIVE CYCLES’ DATA

In this section we present two newly analyzed health risks,
namyly PCOS and hypothyroidism, which require a sequence
of consecutive cycles’ data of a user.

A. Scheme for PCOS

PCOS creates a condition where the ovaries produce an
abnormal amount of androgens, that are usually present in
women in small amounts [13]. Contrary to the above men-
tioned schemes, to analyse the risk of PCOS the algorithm
needs the data of the user for a few months. Based on the
detector level parameters such as stress, appetite, depression,
hypersensitivity, insomnia, problem in concentration, BMI,

length of cycle etc., relevant cycle level concepts such as
increasing level of anxiety, lower self-esteem, family history of
PCOS, long cycle, extended trying time for conceiving etc are
determined. Some of the above mentioned cycle level concepts
are marked with binary values and some with fuzzy values, on
a scale of 0 ≤ 0.33 ≤ 0.66 ≤ 1; these values are marked over
a span of time. After completion of a cycle, all the relevant
cycle level concepts are determined. Each of the considered
cycles is then characterized with the help of these concepts
described on a multidimensional time series.

Some groups of symptoms are analyzed by qualitative as
well as quantitative indicators. For example, it is checked
whether any of the symptoms belonging to the group occurred
at least once on a given day (qualitative), as well as how
many symptoms (quantitative) from the group occurred on
a day. The frequency of occurrence of a symptom usually
is analyzed based on the selected time period. For instance,
the occurrence of the symptom ‘fatigue’ 4 times in a 45-
day cycle may indicate the greater possibility for anxiety than
occurrence of the same symptom 4 times during half of the
time span of the cycle. Compare to the above schemes here
the algorithm chooses the next plan of actions based on an
interaction with the user. There are different forms available
for deeper analysis of some of the above mentioned detector
or cycle level concepts. If a user meets the PCOS boundary
conditions, she is asked to provide some specific parameters in
the follicular phase of the cycle for consecutive 3 days. If the
user rates them three times negatively, the label for low self
esteem is activated. Then further the user is led to complete a
more detailed low self-esteem survey.

The analysis for PCOS also starts with checking the pos-
sibility of ovulation and determining respective intervals. To
enable PCOS susceptibility analysis, the input for the cycle
must be completed for at least 10 days; the same data for
previous two cycles must also be available meeting the same
conditions. Symptoms for PCOS persist for a long time. So,
one cycle may not reliably assess the presence of PCOS.
Moreover, exploring three consecutive cycles increases the
likelihood of the observations of the user. For each of these
series of cycles, possible ovulation is determined.

The coefficient cyclenScore for the nth cycle is calculated
based on the following formula.

cyclenScore = X1n ∗ w1 +X2n ∗ w2 +X3n ∗ w3+

X4n ∗ w4 +X5n ∗ w5 +X6n ∗ w6 +X7n ∗ w7
(6)

where Xin is calculated based on the number points obtained
for the i-th group of concepts that have appeared in the n-th
cycle. For example, X5n = increased_anxiety+depressive_mood

2
indicates that the two operands in the numerator represent the
number of points obtained for those two parameters from the
5-th group of concepts in the n-th cycle. The weights wi,
1 ≤ i ≤ n are selected based on the significance of a group
of symptoms over other. Then the sum of the points of each
cycle from the sequence is added and normalized according
to the formula below.

normScore =
Σ3

i=1cycleiScore

3 ∗ Σ7
j=1wj

(7)
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Based on the values for nomScore, different possible se-
quences of cycles, recorded over a time period, are ranked
in the descending order. The two chosen sequences of three
cycles can be such that one of the cycles can be the first in one
sequence and middle in another sequence. So, the sequence
with highest normScore is selected for the analysis of PCOS.

The scheme of PCOS is presented in Fig. 1. To determine
the PCOS susceptibility one sequence of cycles, which is
completed in last six months, is selected from the history of a
user. If among a series of cycles at least two are detected with
a vulnerability of PCOS, the respective user is assigned to
PCOS risk. Then, at user level the degree of risk is calculated
based on the ratio of the number of PCOS-susceptible cycles
to the number of months over which the observation is made.

B. Scheme for Hypothyroidism

In hypothyroidism the thyroid gland does not produce
enough thyroid hormones, leading to changes in the menstrual
cycle. The scheme for hypothyroidism is quite similar to the
scheme for PCOS. Here also the algorithm requires data for
three consecutive cycles. Data for all the cycles are processed
to test determine the date of onset of ovulation as well as the
detector and the cycle level concepts. If, in each of the cycles
from the sequence, enough data is marked for the algorithm to
determine the occurrence of ovulation, the algorithm proceeds
to the next stage. The cycle level concepts and the symptoms,
such as feeling cold, feeling sleepy, concentration problems,
decreased appetite, constipation, swelling, decreased libido,
memory problems, etc., which are relevant to hypothyroidism,
are selected. Then for each cycle a score, denoted as Scn, is
determined from the sequence using the following formula.

Scn = w1 ∗ PhySymn + w2 ∗ Lenn + w3 ∗Ovn

+ w4 ∗DecFern + w5 ∗ PsySymn
(8)

The weights w1, . . . , w5 are chosen by the experts, and the
values of the parameters are computed from the input of user.
The symbol PhySymn denotes the value corresponding to
the physical symptoms during the n-th cycle, Lenn indicates
the length of the n-th cycle, Ovn corresponds to the number
of ovulations occurred in the n-th cycle, DecFern stands
for the value of the decreased fertility in the n-th cycle, and
PsySymn represents the value corresponding to the psycho-
logical symptoms in the n-th cycle. From the scores of three
consecutive cycles the score for the risk of hypothyroidism is
calculated for the whole sequence using the following formula.

ScoreHypth = Sc1 + Sc2 + Sc3 (9)

where 1, 2, 3 denote the numbers of the cycles in the sequence.
If the score is greater than or equal to the preset thresh-

old, the most recent cycle in the sequence is assigned a
hypothyroidism susceptibility at the cycle level and the score
is then calculated just by adding the score obtained in three
consecutive cycles. The score obtained for each such single
cycle from a chain of three consecutive cycles is used to
assess the risk of developing hypothyroidism at the level of the

user. In this process all completed cycles, that have occurred
during the last n months, are selected. Then all possible
sequence combinations of three consecutive cycles are created
from them, and the sum of the scores is calculated for each
sequence. If the sum of the scores for any of the sequences
is greater than or equal to the pre-fixed cut-off value, a risk
of hypothyroidism is assigned to the user, and a grade is
calculated in the range of [0, 1]. After the analysis of a user’s
risk for hypothyroidism the data and analysis, obtained from
the sequences, are again assessed by medical experts. Based
on such history of sequences the cut-off point is updated.

IV. INTERACTIVELY ADAPTING TREATMENT AND
DIAGNOSIS STRATEGY BASED ON USERS’ PERCEPTION

We now attempt to illustrate the key features of OvuFriend’s
application which allow to create an interface for telemedicine
consultation and choose appropriate course of actions based
on analyzed data of a user. Through the interactive interface a
user, a team of experts (medical and analytic), and a consultant
together may share a platform for interacting with queries and
respective answers, uploading and scanning documents/results,
presenting an illustrative graphical representation of causes
and outcomes related to a concept, and choosing labels for
certain values of parameters based on consensus. In this regard,
we present the design of some components and their roles
contributing towards the working strategy of the app.

A. Building reference set incorporating real data through
interactions

In Introduction we have discussed about failure of different
decision support systems trained based on hypothetical data.
Here, the reference set, for training the model of the app, has
been chosen from three different populations of users.

One population pertains to the already registered users of
the app for whom certain vulnerabilities are detected on the
basis of physical symptoms, mood symptoms and parameters
of menstrual cycles declared in the system. Based on the
data recorded in the cycles of the users further medical
examinations are suggested. Then based on context, indicated
by a precise flowchart of the algorithm, the users are selected
to be included in the reference set when some specific results
are confirmed by blood tests, TSH, Testosterone, progesterone,
ultrasound examination of the reproductive organs etc., or on
the basis of a questionnaire completed in the app, serving
as a medical teleconsultation. The second population pertains
to women who have participated in a questionnaire survey
conducted on the OvuFriend’s platform and have declared
certain diseases voluntarily. For such users based on the
results of survey uploaded to the system they are selected for
inclusion in the reference set. The third population pertains
to the women who as a part of marketing activities of the
app are envouraged to declare problems of having certain
diseases or noticing symptoms from a given set of relevant
symptoms on the OvuFriend’s platform. In response to their
willingness to take part in the project, they are offered free
medical examinations, and in case of positive result for some
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Fig. 1. Complete scheme for determining risk vulnerability of PCOS (2 diagrams)

tests they are given access to the Ovufriend’s application to
upload their results. Then further data on historical cycles are
collected during a survey conducted by a consultant.

The consultant contacts using the data provided by the
application or the OvuFriend’s platform. If some conditions
are met the consultant asks questions about the symptoms,
relative to the analyzed disease. The questionnaire is designed
by a medical expert. So, though all the questionnaire surveys
and teleconsultation processes are conducted within the algo-
rithmic set up of the app, it includes both human in the loop
as well as real physical interactions.

Moreover, the users after completion of the tests the scans
of medical examinations upload to the system or sent to
OvuFriend’s platform. The exchange of information between
the consultant and the team of experts is carried out using
spreadsheets saved on a cloud drive, due to which it is possible
to track the editions by all team members. The information
obtained by the user, including medical tests, and the answers
given during surveys, are then checked by the analytical team,
in cooperation with a medical expert.

B. Explainable model storing and labeling reference set data

An explainable AI model is another great challenge on
which the present days AI development is still struggling.
OvuFriend’s model is capable to address the above mentioned
challenge to some extent. In particular, it refers to the part of
the model where each user’s data along with the scans of test
results are stored against an uniquely generated user-id.

The data obtained in the survey along with the test results
are uploaded by the consultant in the cloud environment
for review of the analytical team. On a regular interval all

  

Fig. 2. Relational database for storing information related to a user and
creating links for navigating between relevant information

the uploaded information of the users are analyzed by the
analytical team and a medical expert. If based on the initial
information a user is considered suitable for the project, a
user-id is created and the information details is saved in the
database. Fig. 2 shows a fragment of a relational database,
presenting directory containing files with records of medical
examinations of different project users.

Medical examinations stored in the database are presented
to the doctor by means of a visualization that combines
the information provided by the users, in the form of scans
of tests and the data registered in the app for individual
cycles. More specifically, the visual representation related
to the measurement details and symptoms of a user also
includes additional information obtained from the database,
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e.g. cycle type, cycle status, registered drugs, anomaly detector
result and descriptive information regarding the analysis of
the expert tagged with a comment and information obtained
from the user during the consultation before performing tests.
The visualizations in this project are based on the experience
gathered in previous projects based on a well-known approach
from other areas using fuzzy linguistic summaries widely
described in [14], [15]. This type of visualization allows
for a comprehensive presentation of all archival information
registered by the user in the app including information from
the labeling stage, through the period in which the test is
performed, to the current cycle at the time of presentation of
the final results. At the next stage based on the visualizations
presented to the team of experts the selection of the final
labeling of the reference set is performed.

The model of creating such visualization serves two aspects
of explainability. In one hand, it presents a comprehensive
visual representation of the data with all notes and comments
from the user and the medical expert, and on the other
hand it presents a visual relationship between the results of
the analysis made by the app and the measurement data
registered in the app depending on particular disease. For each
of the anomalies, i.e, thyroid diseases, PCOS, NFL etc., the
respective visual representation is created during consultations
with a medical expert. That is, based on the data saved on
cloud against each user-id, the medical expert can create some
cause-effect relations among the measurement data and the
concerned diseases, and that information gets translated to the
system creating a visual representation of the selected relations
using some software packages for time series analysis.

Fig. 3 presents how through a spreadsheet visualization
of all data relative to a particular patient is presented in a
compact and comprehensive way to the analytical team as well
as to the user. In Fig. 3 the information presents values of
different parameters over three consecutive cycles, length of
each of which is presented in the header. In the left hand side
using a sliding option for going up and down one can check
information concerning a particular day over this sequence of
cycles, and in the bottom the labels are chosen automatically
by the algorithm based on values of the parameters entered
from user’s input.

The visualization for each disease consists of two files.
(i) One is a sql file in which data is generated for each user

included in the app. Here the data presents a user and her
cycles divided into days. The range of days selected for
visualization depends on the number of cycles recorded
in the app and varies depending on the number of cycles
entered and their lengths for each user. A rule is fed to the
app to create the visualization; the time axis is defined by
the initial data related to one cycle or three cycles used
in the labeling process. The cycle, in which the tests are
performed, are marked as the anchor points. From the
tagged cycles, a maximum of three cycles are searched
back. From here the data is supposed to be represented
by visualization. All the cycles (or cycle) included in
the app for labeling, including the cycle in which tests

have been performed, are presented. As the cycle, in
which tests are performed, is marked on the chart, the
performed transformations saved in this file lead to two
main tables: the users table and the days table. The user
table contains information such as: chart number, user_id,
information about the tagged cycle (cycle_id, length, start
date), information about tagging by the expert (shipped
package number, order in the package, expert tagging
result, comment), information about medications taken,
date of the test, test result, link to the test file, type of test,
comment obtained after contacting the user etc. The days
table contains data for visualized cycles for each user in a
specific package, including: user_id, cycle_id, cycle order
on the chart, date, cycle day, information about mucus,
cervix, bleeding, intercourse, ovulation tests, pregnancy,
symptoms, moods, concepts, as well as detector indica-
tions, cycle type and information about cycle status.

(ii) The other one is a xlsx file in which data prepared with
the use of SQL code are read. Using the ODBC con-
nection to the PostgreSQL database, previously prepared
tables with users and days are uploaded (saved in the .sql
file). Next, the data is transformed in order to visualize
them on the timeline, the length of which varies based on
the number of cycles registered by the user in the app.
The tab with the chart shows the graphical form of the
automatically transformed data, depending on the refresh
of the data in the .sql file, by defining the appropriate
package number. Switching between the users is possible
using the user selection control in the form of arrows,
a vertical slider scrolling between visualization sections
and a horizontal slider scrolling between user cycles.

The presence of information in a line is conditioned by
its color, depending on the day of occurrence. The vertical
black bars are used to separate the cycles from each other. In
the right of a black marker a new cycle starts with counting
of the days in the cycle and the intensity of bleeding over
days is represented on the graph. Cycles are presented on
a timeline from the oldest to the newest. The users whose
cycles already have been labeled by a medical expert are
selected for the visualization of cycles after the tests; that
is, sequentially first they participate in the tagging process,
receive a referral for tests from a given medical package
depending on the disease, perform the test and send the scans
of the results, which are saved in the appropriate folder in the
google drive, which can be accessed by the team of experts
and the consultant responsible for contacting the users. The
user-ids, corresponding to the selected cycles for presentation,
are fed to the packages by which visualizations are created.

The visualizations are presented in such a way that the med-
ical expert can have an insight into the widest possible range of
information of the patients. The whole presentation is realized
in an interactive way. A medical expert, using the buttons in
the upper left corner of each of the presented visualizations,
can switch tabs and obtain different information related to a
chosen user. On the other hand, using the horizontal scroll bar
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Fig. 3. Hypothyroidism labelling form prepared for medical experts to evaluate susceptibility of selected cycles. Form is based on such attributes as: bleeding,
mucus, bbt, cervix, intercourse, feeling cold, tiredness, somnolence, sad, mood swings, tearful, stressed, nervous, depressed, irritable, scared, problem with
the concentration, sleep disturbance, constipation, etc.

it is possible to navigate from one cycle to other and obtain a
view of the complete history of the user’s recorded cycles.

V. EXPERIMENTAL RESULTS: CONCLUDING REMARKS

In Section IV, we presented the design of reference set as
one of the unique selling points of OvuFriend’s application.
In this section we would present a brief summary of the
experimental results obtained based on the chosen reference
set. In contrary to the experimental results obtained in the
earlier stages [11], here we present the experimental results
based on the actual users whose health risks or anomalies
have been analyzed by OvuFriend’s schemes.

The reference set consists of a list of users assigned to
the selected anomaly with the actual class specified by the
physician. Subsets for individual anomalies are balanced in
terms of the number of positive and negative classes, so as
to obtain a similar number of elements in both the classes.
As the different methods of data processing depend on the
anomaly, the users have been grouped by anomaly, not by a
group of diseases. Later the final evaluation is calculated based
on the average results of evaluations performed for different
anomalies falling within a group of diseases. For example,
in case of LPD 57 cases from each of positive and negative
classes are selected; while in case of PCOS the reference set
contains 94 cases from each of positive and negative classes.

For evaluating the effectiveness of each of the algorithms
four experiments have been conducted for each of the disor-
ders. Using ReSample evaluation [16] each of the experiments

is conducted such as 1000, 500, 100, and 10 times respectively.
Two disjoint subsets are designated as the training set and test
set where the former contains 33% of the reference set and
the later consists of remaining 67%. Evolutionary algorithms
with a fitting function based on a combination of the accuracy
measure and the F1Score measure are used to train the
respective thresholds for all the disorders and these values are
learned on each iteration of the training set containing 33%
of the tagged cycles sample in particular disorders. The test
procedure is performed on remaining cycles in given disorders
which accounted for 67%. For each iteration results are stored
in the contingency table. Then all True Positive (TP), True
Negative (TN), False Positive (FP) and False Negative (FN) are
calculated to find the effectiveness measures of the algorithms.
Due to page limitation here only the result for 1000 repetitions
is presented (cf. Table I). presents .

The label TP means that cycle is tagged with at least 0.6
by the medical experts and is classified as a positive case
of the disease by the algorithm; whereas, the case for FP is
determined when the experts have given mark below 0.6 but
the algorithm has classified the case into positive class. The
case for TN is obtained when the experts have assigned less
than 0.6 and the algorithm has classified as negative as well.
Finally the cases for FN is indicated when the algorithm has
classified as negative but the expert evaluated as greater or
equal 0.6.

From Table I it is visible that the obtained results are
quite satisfactory; especially comparing to the experimental
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TABLE I
RESULTS AVERAGED OVER 1000 ITERATIONS OF THE RESAMPLE ROUTINE. ABBREVIATIONS: # - SAMPLE, TP - TRUE POSITIVES, TN - TRUE

NEGATIVES, FP - FALSE POSITIVES, FN - FALSE NEGATIVES, PR - PRECISION, RE - RECALL, F1 - F1 SCORE, mn- MIN, mx- MAX, AC - ACCURACY,
PCOS - POLYCYSTIC OVARY SYNDROME, HYP - HYPOTHYROIDISM, LPD - LUTEAL PHASE DEFICIENCY

Type Sample TP TN FP FN PR RE F1 AC F1_mn F1_mx AC_mn AC_mx
HYP 126000 61472 39922 23096 1510 0.727 0.976 0.833 0.805 0.757 0.902 0.730 0.881
PMS 68000 37448 13668 7783 9101 0.828 0.804 0.816 0.752 0.575 0.905 0.544 0.868
PCOS 126000 60643 42814 20065 2478 0.751 0.961 0.843 0.821 0.358 0.903 0.516 0.889
LPD 76000 35526 24555 13342 2577 0.727 0.932 0.817 0.791 0.089 0.899 0.461 0.882

results obtained in the earlier stage [11] based on hypothetical
data, here the experimental results based on real data is
commendably good. Moreover, apart from the quantitative
values showing satisfactory experimental results, in this paper,
our main emphasize has been on the qualitative worth of the
AI model which attempts to address a few important at the
same time challenging aspects of AI. Precisely the novelty
of the approach includes building of an AI model which is
(i) trained on real data, (ii) sensitive to user’s perceptions,
(iii) able to learn and revise through interactions among the
stakeholders (such as a user and the (medical) experts), (iv)
designed to adapt suitable strategies for the required course of
actions (e.g., suggesting further tests or filling up additional
questionnaire etc.) in the process of decision making, and (v)
possessing the ability of explainability of its decision to the
stakeholders through a process of visualization. As a whole the
proposed model is a good attempt towards the goals envisaged
by the paradigms like personalized, evidence based medicine
[3], [4], human-centered AI [1], and IGrC [5], [6].

However, there are a few aspects where the model has lim-
itations. Firstly, it is difficult to collect a very large collection
reference data as use of the application and participation in the
project is voluntary. Moreover, usually users, who are trying
to get pregnant, are interested in using the app; whereas for
reference data only historical data that was recorded before
pregnancy can be used. Another limitation is related to full
implementation of the developed algorithms and preparing
them to work in a real environment. Simultaneously in many
places replacing manual process of setting parameters and
weights (by experts) by ML, so that all relevant parameters
are learned from reference data sets, is also required.
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Abstract—Context: The management of public resources is

subject to illegal acts and the automatic identification of such

acts depends on the analysis of a lot of data. Objective: The ob-

ject  of  this  work  is  the  analysis  of  scientific  publications

through a study based on systematic mapping with the purpose

of evaluating them in relation to the use of automated tools to

identify crimes against public administration in databases from

the  perspective  of  researchers  in  the  data  science  context.

Method:  Using  PICO  strategy  (Population,  In-  tervention,

Comparison,  and Outcome),  a  systematic  mapping  was  con-

ducted to find the primary studies in the literature and collect

evidence for directing future research. Results: Nineteen works

were found that fit the proposed cri- teria. Almost 80% of the

studies found seek to identify some type of fraud in bidding

processes, obtaining accuracies between 72% and 99%. The re-

search also revealed different techniques for approaching the

problem. Considering all  the works, the most used databases

are bidding bases, lawsuits, public notices and corporate struc-

ture  of  companies,  respectively.  Conclusions:  The  work  has

shown a recent increase in interest in analyzing public data for

irregularities. It is expected that this analysis will help control

bodies  elucidating different  ways of  detecting crimes against

the public administration in an automated way.

Index  Terms—Crime,  Corruption,  Public  Administration,

Data Science

I. INTRODUCTION

UBLIC resource management in many countries, as well

as in Brazil, is unfortunately subject to illicit acts, which

aim at the subtraction usage of the same resources for the

public benefit. Among the most common crimes against pub-

lic  administration,  according to  Brazilian law, are Corrup-

tion, Embezzlement,  Prevarication,  and Concussion. In the

Brazilian context, a study carried out by the Department of

Competitiveness and Technology (Decomtec) of Fiesp (Fed-

eration  of  Industries  of  São  Paulo)  revealed  that  the  eco-

nomic and social damage caused by corruption in the country

reaches R$ 69 billion reais per year [8]. At the same time, the

Anti-Corruption Capacity Index (CCC), which is prepared by

P

the American business entity  Americas Society/Council  of

the Americas (AS/COA) and the British consultancy Control

Risks, indicates that, since 2019, Brazil has been falling in

the ranking that measures each nation ability to fight corrup-

tion [24].  In  addition,  Brazil  ranks 96th in  the Corruption

Perceptions Index, organized by Transparency International,

which order countries' ranks according to the degree to which

corruption is perceived to exist among public and political

officials, in a total of 180 countries [10].

This difficulty in combating crimes against the public ad-

ministration involves the difficulty in analyzing a large data

volume referring to the public asset movement,  often dis-

persed in different databases. As a result, a good part of the

investigative processes about damages to public funds origi-

nated in complaints made by the citizens themselves [25].

However, despite the difficulty imposed by the large infor-

mation volume, it is precise that a good part of government

services are stored (and to some extent available) in digital

format that makes their analysis through Data Science and

Data Analytics usage.

Given this scenario,  it  is  necessary to use and improve

techniques and tools which aim to detect, identify or predict

the potential crime existence against the public administra-

tion. In many cases, these deductions can only be extracted

from the unified analysis of distinct databases. The informa-

tion collected in heterogeneous databases, in order to assist

in the decision-making process, is already widely used in the

private  sector  worldwide,  for  example,  in  training  Credit

Score - an index that determines how safe it is to provide

credit to a given consumer [11].

The present work objective, therefore, is, through a sys-

tematic mapping accomplishment, to carry out a survey on

the studies that aim at the development and improvement of

crime detection techniques against the public administration

in databases, which techniques are most used, which crime
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types  are  most  addressed,  and  which  databases  are  most

used. The work also aims to observe the countries with the

greatest interest in exploring the problem and whether it is

possible to establish a correlation between this interest and

the corruption perception indices, according to [10], as well

as the interest evolution over time.

The rest of the work is organized as follows: section 2 de-

scribes the work methodology, the research questions raised,

and the search strategies. Section 3 presents the results ob-

tained after the search, as well as the answers to the research

questions. A work narrative synthesis is described in section

4. Section 5 looks at threats to the work's validity. Conclu-

sions and final considerations are presented in section 6.

II. METHODOLOGY

The following section describes the methodology used to

carry out the work. To guide the research question formula-

tion  and  the  bibliographic  search,  the  PICO strategy  was

used [23]. The PICO strategy guides the research question

construction and the bibliographic search, and allows the re-

searcher,  when having doubt or  question,  to  locate,  accu-

rately and quickly, the best scientific information available.

It presents four fundamental research elements: Population,

Intervention, Control, and Outcome, which the authors used

to describe all components related to the identified problem

and structure the research questions.

A. Research questions

Following are the research questions:

QP1. What crime types against public administration are

most commonly identified in these works?

QP2.  What  are  the  most  widely  used  data  science  ap-

proaches to detect them? 

QP3. What are the approach performance metrics?

QP4. What are the most used databases for the approach

application? 

QP5. What are the main journals and conferences on the

topic?

QP6. In which years were more articles published in this

area? 

QP7. Which countries have the most publications in this

area?.

B. Search Strategy

The research was designed according to the PICO strat-

egy [23], and the result is illustrated in Table 1. Therefore,

keywords were established for each category. The resulting

set is described in Table 2. The first keywords were selected

from some control articles, similar to solution sought in this

work. In addition, other keywords were included based on

criteria such as related works, similarity and synonyms. The

keyword set  was then refined,  removing redundant words

and identifying word stems. The process result is illustrated

in Table 3.

Table  4  shows  the  string  used  for  searches  in  the
databases.  The population keywords were subdivided into
three blocks, the first being related to the action (detection
and its  correspondences),  the second related to  the object
sought (crime, corruption, and its correspondences), and the
third  block  related  to  where  to  find  the  objects  sought

TABLE I. PICO STRATEGY CATEGORIES

Category Description

Population Publications that directly address the 
crime identification against the public 
administration.

Intervention Context of applications that use 
automated approaches to identify 
crimes against public administration.

Control Applications that do not use automated 
approaches to identify crimes against 
the public administration.

Result Automated approaches to identify 
crimes against the public administration
through computing usage.

TABLE II. KEYWORDS BY CATEGORY

Category Description

Population crime detection against public administration, 

corruption detection, collusion detection, fraud 

detection, corruption in public sector, fraud 

detection in public procurement, risk pattern in 

public sector, cartel detection, corruption risk 

assessment, offences against public 

administration, public ghost employee, public 

ghost payroll, organized crime, prevarication, 

public treasury, public procurement, public 

bidding, government purchasing, bid rigging,

public fund, money laundering

Intervention data mining, data science, text mining, artificial 
intelligence, a.i, data crossing, crossing 
technologies, data combination, data 
manipulation, machine learning, neural network, 
deep learning, cluster analysis, algorithm

Control -

Result decision support system, dss, knowledge 
discovery, automated system, automated 
information system, prototype, online analytical 
processing, olap, intelligent agent, corruption 
indicator, predictive, model, predictive analytics, 
model

TABLE III. KEYWORDS REFINED BY CATEGORY

Population crime detect*, collusion detect* corruption
detect*,  fraud detect* offences detect*,
cartel detect* prevarication detect*, ghost
payroll detect*, ghost employee detect*, bid
rigging, money laundering, corruption risk,
public administration, public sector, public
procurement public treasury, public
bidding,  public  employ*,  government*
purchas* government* treasury, public
fund, risk pattern

Intervention data mining, data science,  text mining, data
crossing, artificial  intelligence, crossing
technologies, data combination,  data
manipulation, machine learning,  neural
network, deep learning, cluster analysis,
algorithm

Result decision support system, dss,  knowledge
discovery, automated  system,  prototype,
automated information system,  online
analytical processing, olap, intelligent agent,
corruption  indicator,  approach, predictive
model, predictive analytics, model
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(public sector, bids, and their correspondence). Searches in
titles,  abstracts,  and  keywords  were  used  in  the  Scopus,
IEEE Xplore Digital  Library,  Web of  Science,  and ACM
Digital Library search bases.

Following  are  the  Inclusion  Criteria:  (1)  Short  and
complete works published and available in full in scientific
databases, with title, abstract, and keywords available in the
English language; (2) Recent works (published from 2010
onwards), however, they have already been approved by the
scientific  community.  (3)  Works  that  propose  a  method,
tool, or application for the detection, selection, or fraud or
crime prediction against public administration in databases
through  Data  Science  usage.  The  2010  limit  year  was
determined  to  be  immediately  prior  to  the  Law
implementation on Information Access [1], which regulated
the citizens' constitutional right to access public information.

The  following  are  Exclusion  Criteria:  (1)  Duplicate
works; (2) Restricted works; (3) Revision works; (4) Works
that do not seek to detect  crimes; (5)  Works that  seek to
detect  or  predict  other  crimes  outside  the  context  of  this
work.

C. Information Extraction Strategy

To assess the work quality and answer the exposed re-

search questions in section 2.1, a form was designed to be

answered  for  each  article  read  completely.  According  to

[12], data extraction forms should be designed to collect all

the information necessary to address the issues and quality

criteria of the study. Table 5 presents the extraction form

used in this research. For the attributes Crime Types, Ap-

proaches,  Performance Metrics,  and Databases,  the results

are multivalued, that is, there is the possibility of more than

one answer of the same attribute for each article.

TABLE V. EXTRACTION FORM

Attribute Description

Crime Type Identification  of  the  crime  type  against  the
public administration which the work aims to
identify. Part of this task was already carried
out in exclusion criterion 5,  which sought to
remove crime identification work outside the
public administration context.

Approach The Data Science identification approach used
in the crime identification

Performanc

e Metric

The  evaluation  criteria  identification  of  the
approach according to the authors' experiment,
if there is any.

Database The databases identification, structured or not,
analyzed by the approaches.

III. RESULTS AND DISCUSSION

The following subsections describe the search process and

discuss the results. In subsection 3.1 the resulting treatment

and the exclusion criteria application until the analysis base

formation is described. Subsection 3.2 runs briefly over each

selected  job.  From  subsection  3.3  onwards,  the  research

questions are answered based on the results.

A. Results

Once the works were searched in the specified databases

using the keywords, the first step was the duplicate work re-

moval  since they were found in  more than one database.

Figure  1  presents  a  flow  describing  the  article  extraction

process from this phase to analysis. The search sum in the

databases returned a total of 251 works, a number that was

reduced to 223 after the duplicate article removal.

Then the other exclusion criteria were applied. Two arti-

cles were removed for being of a restricted domain. After-

ward,  the  work  title  was  read  to  identify  review articles.

Along with the title, the work abstract was also observed,

which allowed us to remove those that were not intended to

detect fraud and crimes. These three criteria allowed us to

reduce the number of works to a total of 100 articles.

After the exclusion according to these criteria, we were

left with 100 works that aimed to search for techniques and

tools to detect crimes or fraud automatically. Yet, many of

these works did not aim at crime identification in the public

administration sphere. Among the events sought by these ar-

ticles were common crimes, hacking invasions, health insur-

ance fraud, and even illegal immigration.  Frequently read-

ing the title and abstract were sufficient for this discernment,

but often the article introduction needed to be read for more

precision. Finally, after the last step in applying the removal

criteria,  we reached 19 articles.  All  have been read com-

pletely and a brief commentary is described in the following

sections.

B. Work Abstracts

The works of [14] and [20] present an approach to crime

detection based on users' perceptions. The first is based on

the post content on the social network Twitter, while the au-

thors of the second created a survey to be applied by public

TABLE IV. GENERIC SEARCH STRING

(“detect*” OR “search*” OR “find*” OR
“look* for” OR “predict*”)

AND (“crime” OR “corruption” OR “clue”
OR “fraud*” OR “collusion” OR “offence” OR
“cartel” OR “malfeasance”  OR  “prevarication”
OR  “ghost  payroll”  OR  “ghost  employee”  OR
“bid  rigging”  OR “irregularity” OR ”money
laundering”OR “anomaly” OR “suspicious”)

AND (“public administration” OR “public
sector” OR “public procurement” OR
“government* procurement” OR “public
treasury” OR (“bidding” AND (“public” OR
“government*”)) OR “public employ*”OR
“government* purchas*” OR “government*
treasury” OR “public fund”)

AND (“data mining” OR “data science” OR
“text mining” OR “artificial intelligence” OR
“data crossing” OR “crossing technologies” OR
“data combination” OR “data manipulation” OR
“machine learning” OR  “neural network” OR
“deep learning” OR “cluster analysis” OR
“algorithm”)

AND  (“decision  support  system”  OR  “dss”
OR  “knowledge  discovery”  OR  “automated
system” OR “automated information system” OR
“prototype” OR “online analytical processing”
OR “olap” OR “intelligent agent” OR “predictive
model*” OR “predictive analytics” OR “model”
OR “corruption indicator” OR “approach*”)

Population

Intervention

Result
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service users. The article by [13] seeks to analyze financial

transactions in order to find suspicious transactions that lead

to money laundering, while [3] propose an ontology to, ap-

plied to a data warehouse, identify inconsistencies in pay-

roll.

From here,  the  articles  focus  on  fraud  detection  in  the

public purchase sphere. [7], [16], and [21] seek to identify

potential signs of fraud already in terms of the bids using

opening, among other devices, text mining techniques. The

work of [5] proposes to use Bayesian networks to identify

fractional  purchases,  where  the  bidding  process  is  sup-

pressed if each purchase value does not exceed a maximum

value defined by Brazilian legislation.

The article by [17] added, to the bidding database, a bid

list  against those for which there are legal proceedings or

formal complaints. The objective is to detect patterns of at-

tributes of problematic processes in order to identify prob-

lems in new bidding processes using random forest. [9] used

a  similar  approach,  in  addition  to  using  other  available

process data, such as budget, duration, delays, time before

electoral processes, and geographic patterns.

Other works seek to detect bidding processes with poten-

tial  collusion  through  the  association  network  analysis  of

other  purchases  involving  the  same  buyers  or  suppliers.

They are [22], [6], [19] and [4]. For this, they use techniques

such as association rules and random forest. Articles such as

[2], [18], and [26] use clustering algorithms to group com-

petitive  and  non-competitive  bidding  processes  based  on

data  such  as  the  ratio  between  the  bid  values  offered  by

companies and initial value of the contract.

Finally, [25] and [15] propose the veracious data analysis

suite creation of bidding processes, precisely with the addi-

tion of information available in other databases. It allows the

fraudulent schemes detection that could only be elucidated

from  this  distributed  information  joining.  Auxiliary  data-

bases include corporate structure data of companies, income

transfer programs, and electoral data

C. QP1: What crime types against public administration 

are most commonly identified in these works?

The vast majority (78.9%) of the work authors focused

their efforts on automated techniques to detect fraud in bids,

as  illustrated  in  Figure  2.  However,  the  works  differ  on

when the detection attempt is performed. Some works, such

as [7], [16] and [21], seek to identify potential fraud signs in

terms of the bid opening. Other works, such as [2] and [18],

use variables found during the bidding process to find collu-

sions, such as bid values and time intervals. Finally, works

such as [22] and [4] based on the compilation of different

bidding processes already carried out in search of participa-

tion patterns and winners. There are still other works, such

as [25] and [15], which use multiple approaches to detec-

tion.

Two other works ([14] and [20]) did not define a specific

crime type  but  were  concerned  with  detecting  fraud  in  a

more  comprehensive  way  through  opinion  collection  and

user perception. There are also works aimed at finding fraud

in the government employee payroll [3] and money launder-

ing [13].

Figure 2. Crimes or Frauds identified in the approaches

D. QP2: What are the most widely used data science 

approaches to detect them?

As seen in the previous item, most works focus on fraud

detection  in  government  purchases  through  bidding  pro-

cesses. Some works, such as [7], [16] and [21], seek to iden-

tify signs already in terms of opening the process. For this,

text mining tools are used to analyze specific term elements.

Once found, they apply logistic regression or deep learning

algorithms  to  detect  a   competitiveness  lack  in  bidding

terms, which could point to a possible collusion between the

bidder and interested companies. On the other hand, works

aimed at identifying fraud in the same processes using data

generated during the bidding process, such as [2], [26] and

[18], using data as the ratio between bid value and initial bid

value, through clustering algorithms to differentiate compet-

itive and non-competitive processes. Finally, clustering al-

gorithms, as well as association rules used by works such as

[22] and [4] to identify collusions between companies and

suppliers  through  several  bidding  process  analysis.  Other

works, such as [25] and [15], combine other techniques for

this detection, in addition to the assigning score possibility

to certain companies that participate in bidding processes.

For this, they use other data sources in addition to the basis

of  contracts  and  public  bids  generally  used  in  other  ap-

proaches, as detailed in the following section.

The works [14] and [20], which did not define a specific

crime type because they are concerned with detecting fraud

in a more comprehensive way, making use of reports and

impressions of  public service users. While [14] use machine

learning techniques to detect fraud evidence in public ser-

vices through posts on Twitter, [20] applied forms to users

of different services in order to search for inefficiency signs

based on the responses to these forms using clustering algo-

rithms.

To detect money laundering crimes, [13] used a Bayesian

classifier based on a bank operation set. As for looking for

inconsistencies  in  payrolls  (not  necessarily  fraud)  [3]  de-

Figure 1. Prism chart with data extraction
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fined an ontology indexing process through concept maps

and audit indicators as a tool for documenting evidence.

E. QP3: What are the approach performance metrics?

In general, the authors used accuracy as the predominant

form of statistical evaluation of the proposed models, with

the exception of [22] who obtained an assertiveness of 90%

according to its own evaluation index, called RQ, when try-

ing to identify cartel formation and [7] who obtained a Mean

Square Error (MSE) of approximately 0.0013 when trying to

predict fraudulent bids from their opening terms.

Also, when analyzing the bid opening terms [16] obtained

an accuracy of 76% using SVM, while [21] obtained accura-

cies between 72% and 85%, depending on the product group

of the used bidding process utilizing Logistical Regression

and Bayesian Networks. [6] obtained an accuracy of 67% in

identifying cartels. Through the attribute analysis of the bid-

ding process, [26] reached an accuracy of 99%, while in the

work of [17] the same rate was 90% using similar data, in-

cluding data from known problematic bids. The work of [5]

reached  an  accuracy  of  99.9%  analyzing  fractional  bids

where the global value is divided into bids with lower values

to circumvent some legal requirements.

Outside the bidding process context, [20] obtained an ac-

curacy of 87.5% in the irregularity discovery when applying

a questionnaire to public service users. [13] reached an ac-

curacy  of  81%  when  searching  for  suspicious  financial

transactions  in  order  to  find  money  laundering  evidence.

The other works found proposed data analysis models with-

out presenting statistical validations regarding these models'

assertiveness.

F. QP4: What are the most used databases for the 

approach application?

The answer to this question must take into account the

fraud or crime type that the work aims to detect. [13], for

example, used bank transaction databases to look for fraud

evidence. [3] used a payroll database to build a data ware-

house and define its ontology. In turn, [14] and [20] used

posts on the social network Twitter and data from an applied

survey,  respectively,  to identify fraud in the public sector

through the perception of users.

Figure 3 counts the databases used to help detect fraud in

bidding processes. Note that one approach can make use of

more than one database simultaneously.  Altogether,  13 of

the 15 studies found that proposed to detect anomalies in

bidding processes utilizing public bidding and procurement

bases, while the other two analyzed only opening documents

and the process definition. In order to negatively consider

processes  involving companies  against  which there  was a

history  of  lawsuits,  some  works  made  use  of  procedural

bases,  judicial  sentences,  and complaints.  Other  databases

used  were  those  that  included  the  corporate  structure  of

companies, income transfer programs, electoral data, data on

politically exposed persons, census data, accounting records,

and company registration data.

G. QP5: What are the main journals and conferences on 

the topic?

Among the results found, all of them were published in

different Magazines,  Journals,  or  Conferences.  Thus there

isn't a periodical or conference that stood out from the oth-

ers.

H. In which years were more articles published in this 

area?

As shown in Figure 4, it is possible to notice an increase

in the publication of works that address the researched topic

from 2019, with four papers published. The year 2020 was,

Figure 3. Databases used to detect bid fraud

Figure 4. Databases used to detect bid fraud
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until then, the one with the highest number of publications,

accounting for six papers.

I. QP7: Which countries have the most publications in 

this area?

Figure  5  shows  the  distribution  of  published  works

around the world, where the size of the blue circle represents

the publication number. It is possible to notice that the coun-

try  with  the largest  publication number  is  Brazil  (5),  fol-

lowed by Russia (2), India (2), and Croatia (2). Colombia,

Spain, Bangladesh, the United Kingdom, the United States,

Romania, Paraguay, and Portugal complete the list with one

work each. Figure 5 also plots, in red, the position of that

country  (only  where  works  was  found)  in  the  Corruption

Perceptions  Index  prepared  by  International  Transparency

for the year 2020 [10], where the darker the red color, the

greater the corruption perception. Through the results, it was

not possible to establish a relationship between the number

of  published  works  and  the  corruption  perception  in  the

country. 

IV. NARRATIVE SYNTHESIS

Quantitatively,  the result  observation allowed us to  ob-

serve that the search for automated ways to detect fraud and

crimes is relatively recent in the scientific context. For many

authors, this is often due to the late digitization process of

governments in relation to the private sector, especially in

underdeveloped countries. With no government data avail-

able in digital format, there is no means to perform such a

task.

The quantitative analysis  also  placed Brazil  as  a  major

contributor to this approach type, despite being in an inter-

mediate position in the Corruption Perception Index (CPI) in

2020  provided  by  International  Transparency.  It  was  ob-

served that the publication number per country cannot be di-

rectly related to the countries' perceptions of corruption, ac-

cording to the same index.

The bidding processes, as analyzed, are the main target of

automated fraud detection processes in the public context. In

general,  the  authors  justified  the  interest  in  this  collusion

type due to the large financial volumes involved in govern-

ment purchases that  carry out the bidding processes.  Fur-

thermore, the amount of money involved in these transac-

tions inevitably ends up arousing malicious people's interest.

For such detections, the works take turns using predictive

and  deductive  models.  Deductive  models  are  generally

based  on  local  legislation  and  prior  knowledge  about  the

fraudulent scheme typologies, which is often a disadvantage

because this approach type is not able to predict new scheme

formats. On the other hand, predictive models are more dif-

ficult to apply due to the absence of training bases, consider-

ing that the number of proven frauds is often insufficient for

modeling this approach type.

V. THREATS TO VALIDITY

The great difficulty of the current work concerns the key-

word selection to search in the databases. As much as the

search context is well defined, the expressions used to de-

scribe crimes, frauds, or anomalies are diverse and are sub-

ject to different regionalities and descriptions depending on

the country where the laws are written making it difficult to

select terms used as population keywords, according to the

PICO model. This characteristic threatens above all the ex-

cessive volume of works from Brazil. Another similar diffi-

culty is the wide term variety used to describe the methods

used for detection, described in the intervention keywords.

An incomplete keyword selection can considerably limit the

number of results returned.

As for the exclusion criteria, the heterogeneity of different

laws and policies in different countries can compromise the

researcher's  interpretation,  regarding  the  often  subjective

analysis of these criteria. For example, in the current work,

fraud  against  health  plans  was  not  considered,  given  that

Brazil has a single public health system that is not very in-

tertwined with the private system so financial fraud against

health plans in Brazil generally does not involve public ad-

ministration. But it is not possible to infer that this does not

occur in other countries.

VI. FINAL CONSIDERATION

All over the world,  to a greater or lesser extent,  public

money management deprives the population of the right to

fully  take  advantage  of  the  resources  provided  by  them

through taxes. This mismanagement is often intentional, re-

sulting from criminal actions that seek to subtract or misuse

public goods for their own benefit. Fortunately, the recent

governmental service digitization, allied to the principle that

Figure 5. Publication number by country and position in the IPC-2020
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part of this information load is in the collective domain, al-

lows  the  organizational  or  popular  initiative  emergence,

aimed  at  these  illicit  act  identification.  The  information

sheer volume, however, requires an automated process.

The current  work described a systematic  mapping with

the objective of elucidating scientific works aimed at the au-

tomated tools development or improvement for the fraud de-

tection or crimes against public administration. The research

questions were raised and, based on the PICO strategy, the

search keywords were selected. Once searched, the works

were selected based on pre-defined inclusion and exclusion

criteria.

The result analysis shows that this concern, fortunately, is

growing. Several studies were found with this objective in

mind,  and they do so by approaching different strategies.

Due  to  the  financial  resource  volume  involved,  bidding

fraud is the main target of this initiative type. Some works

even look for the association of different databases, seeking

the  fragmented  information  discovery.  The  computational

resources for this range from text mining to machine learn-

ing algorithms.

It is hoped that this work can provide guidance to entities

that seek to develop initiatives and develop tools that allow a

better public expenditure monitoring. As noted in this work,

part of the information available for this task is in the public

domain,  allowing  non-governmental  entities  to  participate

directly in these initiatives. However, it is the control bodies

that have exclusive control over part of the data identified as

a source for the detecting crime work, in addition to having

civil liability for such.

It is recommended the existence of periodical works in

this sense, in order to maintain the population and control

institutions always updated on the best practices to achieve

the final objective, which is the fight against fraud in public

administration. In future works, it is recommended a better

understanding of the terms used to define illegal or suspi-

cious acts which will be used in the search string, in order to

avoid the existence of false negatives in the process. In addi-

tion, a more in-depth analysis of the results offered by the

applications found is  also  recommended,  comparing them

and indicating the best approach for each situation.
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Abstract—The k-means method is one of the most frequently

used clustering methods due to its efficiency and ease of modifi-

cation and adaptation to the problem being solved. This paper

presents modification of k-means method used for clustering in

graphs. The method is presented on the example of generating

the hub&spoke structure in the graph of public transport con-

nections in Warsaw. Optimization of the public transport is one

of the most important tasks for large cities. An efficient trans-

port system is very important for its inhabitants. One of possi-

ble solutions is introducing the idea of hub&spoke to transport

system. In this approach it is important to detect main stations,

called hubs, which will create axes of high-speed connections

(city trains, metro, high-speed trams), from which passengers

can transfer to slower local connections to get to their rather

close  destinations.  In  the  presented  approach  we  propose  to

find locations of such main changeover stations using an evolu-

tionary k-means algorithm.

Index Terms—hub&spoke, evolutionary k-means algorithm,

city transport system.

I. INTRODUCTION

HE BASIC k-means algorithm became the starting point

for the construction of many of its modifications adapted

to different needs. In this paper we present its modification used

for clustering in graphs, applied to obtain the hub&spoke struc-

ture ([2], [11]) of public transport system in Warsaw.

T

Obtaining high efficiency of urban transport is a very

big challenge. This can be achieved by high financial out-

lays  for  building  new fast  connections  (metro  lines,  fast

trains or fast trams) or to some extent by optimizing the ex-

isting  system.  In  this  work  we  propose  significantly

cheaper approach, which requires (probably slow and well

thought out) rearranging the transport in the city using the

hub&spoke  structure.  The  hub&spoke  structure  was  suc-

cessfully  used  in  the  1970s  to  reorganize  air  traffic  [6].

Currently, the air transport is so developed (or there are so

many possibilities now) that this paradigm of connections

is often abandoned (an example of which is the announced

cessation  of  production  of  the  A380  aircraft,  designed

mainly for the mass transportation of passengers between

hub airports),  which does not  mean that  the method will

not be useful in other areas of transport. It seems that pub-

lic transport in big cities can be such an application of the

hub&spoke structure.

The properties and definitions of the hub&spoke struc-

ture were presented in works: [1], [7], [11], [12], [13] [14]

and [16]. The basis of the idea of arranging urban transport

as a structure hub&spoke is that individual parts of the city

are connected by a network of fast means of transport con-

nections, mainly rail, metro and fast trams. Selected stops

of these fast means of transport, can become communica-

tion hubs where one can change to slower, local means of

transport  (buses,  ordinary trams or  even bicycles,...),  but

the whole journey usually lasts shorter, because the main

burden of transport has been transferred to fast and high-

capacity  means  of  transport.  Of  course  considered  city

should have such a fast means of transport.

The proposed ideas for changing the concept of urban

transport do not assume a revolutionary removal of stops and

connections  (which  may  cause  passenger  protests),  but

rather a slow reorganization of the system so that it evolves

towards a more effective hub&spoke structure, while main-

taining many connections that break this structure due to the

habits of users.

Our new approach to this  problem is  based on the de-

scribed further evolutionary k-means method for graphs clus-

tering  (EKMG),  which  finds  groups  of  strongly  connected

stops and designates a central one as a communication hub.

The data  for  the EKMG algorithm come from the prepro-

cessed timetable for the city transport system.
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II. BASIC NOTIONS, DEFINITIONS AND ALGORITHMS 

A. Clustering methods 
Clustering is a disjunctive partitioning of set of data X, 

containing n-dimensional elements x into p nonempty sub-
sets called clusters, containing elements similar in some 
sense or measure, while the elements belonging to different 
clusters should be highly dissimilar in the same sense or 
measure. 

This aim can be obtained using many methods, one of the 
most commonly used is the k-means method ([4], [5] and 
[20]), which is presented in the Algorithm 1: 

1. Choose the number of sought clusters. 
2. Generate starting positions of cluster centroids 
3. Calculate distances of all clustered objects to all cluster 

centroids. 
4. Assign objects to clusters with the closest centroids. 
5. Update cluster centroids as geometric centers of their 

clusters. 
6. If the assignment of objects to clusters in the subse-

quent two steps does not change, then go to 7, else go to 3. 
7. End. 
Algorithm 1. The basic k-means method algorithm. 
 
The properties of this algorithm strongly depend on the 

accepted minimized distance measure: 
 CD = qiAqd(xi,xq), (1) 

where:  
d(.,.) - denotes the Euclidean (or different) distance;  
xi – clustered data items;  
xq – centroids (center or mean points) of clusters Aq, 

q=1,... p. 
Very important parameter of this method is p – the num-

ber of clusters which is imposed by algorithm users but is 
not tuned by the method. Mentioned earlier and described 
more precisely in section 4 the EKMG method can deal with 
this problem. 

B. Evolutionary algorithms 
The standard evolutionary algorithm (EA) works as this is 

shown below ([2]): 
1. Random initialization of the population of solutions. 
2. Reproduction and modification of solutions using ge-

netic operators. 
3. Evaluation of obtained solutions. 
4. Selection of individuals for the next generation. 
5. If stop condition is not satisfied go to 2, else go to 6. 
6. End. 
Algorithm 2. The standard evolutionary algorithm 

scheme. 
 
As it is known from further works ([9], [10]) this simple 

algorithm requires several improvements in order to work 
efficiently:  

   • the invention of a proper encoding of solutions,  

   • development of specialized genetic operators, appro-
priate for the accepted solution encoding (if standard ones 
are not proper),  

    • formulation of the fitness function to be optimized by 
the algorithm.  

The stop condition is usually described by a certain num-
ber of iterations. 

C. Basic graph notions 
We treat the city transport system as a graph with stations 

as graph nodes and transport lines as edges, thus some basic 
notions from graph theory are presented here, following 
[21]. 

A graph is a pair G = (V, E), where V is a non-empty set 
of vertices and E is a set of edges. Each edge is a pair of 
vertices {v1, v2} with v1 v2.  

In our problem we can consider also a directed graph, 
which is an ordered pair G = (V, A) where 

- V is a set whose elements are called vertices or nodes;  
- A is a set of ordered pairs of vertices, called arcs (di-

rected edges). 
A simple non-weighted graph can be described using a 

neighborhood matrix with elements aij, which describe the 
connection between vertices i and j of the graph, aij {0, 1}, 
0 - no connection, 1 - presence of connection. 

In our work we consider mainly generalization of the 
neighborhood matrix for weighted graphs, where elements 
aij describe not only the presence or no of the connection, 
but also its strength (for instance the capacity or travel time 
of connection). 

A hub and spoke structure (proposed in [11] and [12]) is a 
graph Hs = (Gh Gs, E) where the subset Gh corresponds to 
at least a connected graph (of hubs) with the relevant subset 
of set E, each vertex of subset Gs (of spokes) has degree 1 
and is connected exactly with one vertex from subset Gh. 

III. DESCRIPTION OF WARSAW'S TRANSPORT SYSTEM 
The timetable describing the urban transport operation in 

Warsaw can be downloaded from 
https://www.wtp.waw.pl/rozklady-jazdy/ and 
ftp://rozklady.ztm.waw.pl. The public transportation system 
is presented in Fig. 1. 

As it can be seen, this network is quite well developed and 
consists of: 

   • metro - 2 lines, 
   • high-speed city rail (SKM), suburban railway (WKD) 

and rail (KM) - 12 lines, 
   • trams - 26 lines, 
   • city, suburban and night buses - 303 lines, 
   • and over 10,000 stops for all mentioned means of 

transport. 
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Fig. 1. Warsaw passenger transport system – 2840 unified stops (the state of 

the timetable as of November 25, 2021). 

WTP (Warszawski Transport Publiczny, Warsaw Public 
Transport, the former abbreviation ZTM is still often used) 
conducts transport on most of the public transport lines in 
Warsaw. Other means of transport like private carriers and 
taxis were not included here due to the lack of possibility to 
know and to influence their transportation systems, also 
long-distance buses and trains were not considered to pre-
pare the data for computations, because they are rarely used 
as urban mean of transport. 

The public urban transport system has a large amount of 
about 10,000 stops, but for calculation purposes it has been 
reduced to 2,840 stops (graph nodes) as a result of combin-
ing into one stop stops in opposite directions and stops di-
vided into "substops" in places with heavy passenger traffic 
(railway stations, bus terminals) or stops where different 
means of transport meet (for instance metro and bus or 
tram). 

Our graph model of Warsaw transport system was built 
only on the basis of the timetable data taken from 
WTP/ZTM. In the constructed simplified graph of connec-
tions, we assumed that its vertices (communication stops), 
have a direct connection, as long as there is at least one run-
ning communication line that connects them. Thus the graph 
consists of overlapping blocks, because different communi-
cation lines have common stops.  

The processed data obtained from the timetable may 
present several properties of the transportation system:  

- presence or not the direct connections between the stops, 
- frequency or the number of courses in a certain unit of 

time, 
- travel time, 
- potential capacity of means of transport in a certain unit 

of time (data about capacity of vehicles serving particular 
connections can be found in WTP/ZTM websites). 

In the case of stops and connections common to many 
communication lines, the final values taken for computations 

are, in our case, appropriately modified (aggregated), so that 
e.g. frequencies or capacity are added and the travel time is 
averaged in order to consider of connections from more lines 
at the same destination.  

IV. EVOLUTIONARY K-MEANS METHOD FOR GRAPHS 
CLUSTERING (EKMG) 

The EKMG method is based on evolutionary k-means me-
thod (EKM), which is described in detail in work [17]. In 
short words it can be summarized as follows:  

1. Random initialization of the population of solutions 
(different centroids and numbers of clusters in solutions). 

2. Reproduction and modification of solutions using ge-
netic operators. 

3. Evaluation of obtained solutions: 
   a) total minimized distance (2) is equal to infinity, the 

number of steps is equal to 0 
   b) take the number and centers of sought clusters from 

evaluated solution, 
   c) calculate distances (meant as in formula (3)) of all 

clustered objects to all cluster centroids, 
   d) assign objects to clusters with the closest centroids, 
   e) update cluster centroids as geometric centers of their 

clusters, 
   f) if calculated total distance for new data clustering (2) 

is less than calculated in previous step and number of steps 
is less than 5, then go to b). 

   g) the last value computed of the criterion (2) is the val-
ue of fitness function of the evaluated solution. 

4. Selection of individuals for the next generation. 
5. If stop condition of EA is not satisfied go to 2, else go 

to 6. 
6. End. 
Algorithm 3. The evolutionary k-means algorithm. 
 
In this approach “solutions” are different instances of k-

means algorithm with different numbers of clusters. Num-
bers of clusters and locations of their centroids can be mod-
ified by genetic operators of EA. 

The minimized fitness function is similar to (1): 
 CDr = qiAqdr(xi,xq), (2) 

where:  
dr(.,.) - denotes a modified distance (Euclidean or differ-

ent), described further by equations (3) and (4),  
xi– clustered data,  
xq – centroids of clusters Aq, q = 1,... pt, the value of pt 

(the number of clusters) is variable. 
The modified distance dr(.,.), as used in (2), is calculated 

as follows: 

 𝑑 (𝑥 , 𝑥 ) = 𝑑(𝑥 , 𝑥 )   if  𝑑(𝑥 , 𝑥 ) ⩾ 𝑅𝑅  if  𝑑(𝑥 , 𝑥 ) < 𝑅   (3) 

           and  
 𝑅 = (1 − 𝑟) ⋅ 𝑑 𝑥 , 𝑥 + 𝑟 ⋅ 𝑑 𝑥 , 𝑥  (4) 

where: 
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R – is the threshold value computed used threshold para-
meter r, 

dmin(xi, xj) - is the minimum value (but bigger than zero) of 
the accepted distance measure method among grouped dif-
ferent data items xi, xj, 

dmax(xi, xj) - is the maximum value of the accepted dis-
tance measure method among grouped data items xi, xj. 

As it can be seen, the value of the threshold R is calcu-
lated on the basis of the properties of the grouped data and 
the given threshold parameter r, r  [0,1], which is meant to 
control the degree of detail of the clustering and indirectly 
the number of detected clusters. The threshold value also 
prevents the algorithm to find the trivial solution, where eq-
uation (2) is equal 0 and all data become centroids of their 
own one-data clusters.  

The EKMG method is an application of EKM method to 
find clusters in graphs. The adjacency matrix of the graph is 
treated as a set of data about the attribute values of the nodes 
of the graph. 

The algorithm of this method is presented in Algorithm 4: 
1. Random initialization of the population of solutions: 

numbers of clusters and as centroids of clusters are randomly 
selected existing nodes of the graph. 

2. Reproduction and modification of solutions (number 
and position of centroids) using genetic operators. 

3. Evaluation of obtained solutions: 
   a) total minimized distance (2) is equal to infinity, the 

number of steps s = 0 
   b) take the number and centers of sought clusters from 

evaluated solution, 
   c) calculate distances (meant as d(xi,xq)) of all clustered 

objects to all cluster centroids, 
   d) assign objects to clusters with the closest centroids, 
   e) if s < k update cluster centroids as graph nodes closest 

to computed geometric centers of their clusters, 
   f) if calculated total distance for new data clustering (2) 

is less than calculated in previous step and number of steps 
is less than k (k – the number of repetitions of k-means pro-
cedure, k = 0, 1, 2, bigger values too much slow down com-
putations), then go to b), 

   g) the last value computed of the criterion (2) is the val-
ue of fitness function of the evaluated solution. 

4. Selection of individuals for the next generation. 
5. If stop condition of EA is not satisfied then go to 2, else 

go to 6. 
6. End. 
Algorithm 4. The evolutionary k-means algorithm for 

graph clustering. 
 
The specialized evolutionary algorithm has in this case 4 

genetic operators that modify solutions: 
• the number of clusters – q (mutation like operator); 
• values of cluster centers (random selection of new cen-

troid among the nodes of the cluster) – Aq (mutation like 
operator); 

• values of cluster centers (random selection of new cen-
troid among the nodes of the graph) – xi (mutation like oper-
ator); 

• uniform crossover (exchange of parameters between so-
lutions). 

The mechanism described in [15] was used to manage the 
genetic operators and select them to modify the solutions. 

V.  RESULTS OF COMPUTER SIMULATIONS 
New method of graph clustering was tested on Warsaw 

transport system data, using the time of travel and the capac-
ity of connections as attributes of graph nodes. Simulations 
were conducted for different values of r parameter, equal 
0.01, 0.05, 0.1, 0.3, 0.5, 0.7 and 0.9. Results with different 
numbers of detected hubs are presented in consecutive Ta-
ble I, Fig. 2 and Fig. 3.  

As you can see in Table I, the method usually selects 
about 24 hubs. For higher values of r imposed, the number 
of detected hubs starts to decrease, which is in line with the 
way the clustering method works: for bigger values of r, the 
method finds smaller number of more general clusters, for 
smaller values of r, the method finds bigger number of more 
detailed clusters. The function of the threshold parameter 
value r can be compared to the zoom function in a camera 
lens. Of course, there is no perfect proportion here, because 
the data parameters of the considered problem are also im-
portant and they affect the number and distribution of the 
clusters found.  

In the domain of communication hubs the properties de-
scribed earlier mean that hubs are stronger or weaker con-
nected with their hubs.  

Figures 2 - 5 show the results of computations on the map 
of Warsaw: larger points - hubs and smaller – spokes (ordi-
nary stops) belonging to them, marked with the same color. 
Presented results are obtained for value of r = 0.3 and r = 0.7 
respectively for the criterion of time and capacity. As it can 
be seen in the pictures, hub stations are mainly located in 
central, important communication points of the city.  

 

TABLE I. 
NUMBERS OF CLUSTERS DETECTED USING THE EKMG METHOD 

DEPENDING ON IMPOSED r VALUE 

 Number of clusters detected 
r Criterion: time of 

connections 
Criterion: capacity of 

connections 
0.01 27 24 
0.05 25 24 
0.10 24 23 
0.30 24 25 
0.50 25 23 
0.70 20 12 
0.90 2 4 
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Fig. 2. Warsaw transport system with 24 hubs computed on the basis of 

time of connections for r = 0.3 (the state of the timetable as of November 
25, 2021). 

 
Fig. 3. Warsaw communication system with 25 hubs computed on the basis 

of capacity of connections for r = 0.3 (the state of the timetable as of 
November 25, 2021). 

The method of finding transport hubs in the local transport 
system presented here is one of many possible ones, more 
information on other possible methods and results obtained 
for Warsaw can be found in the works: [13], [18] and [19]. 
Certainly, the stops indicated as potential hubs by several 
methods are definitely the best candidates for giving them 
such a function in reality. 

 

 
Fig. 4. Warsaw transport system with 20 hubs computed on the basis of 

time of connections for r = 0.7 (the state of the timetable as of November 
25, 2021). 

 
Fig. 5. Warsaw communication system with 12 hubs computed on the basis 

of capacity of connections for r = 0.7 (the state of the timetable as of 
November 25, 2021). 

VI. CONCLUSIONS 
This work deals with the possibility of applying the well-

known k-means clustering algorithm in the problem of graph 
clustering with the possibility of improving the public trans-
port system by using elements of the hub&spoke idea. The 
proposed specialized evolutionary method of the communi-
cation data processing is quite efficient and can deal with 
large sets of stops, characterizing big cities. We showed this 
feature on the example of Warsaw. As a result we obtained 
several solutions for different values of the threshold para-
meter r for the evolutionary k-means method for graphs 
clustering. The calculated transfer points are, of course, in-
dicative proposals and actual transfer hubs may be created in 
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slightly different places due to the influence of many other

factors (e.g. existing buildings, land ownership), which the

presented algorithm does not take into account, as only data

on transport connections have been considered.

References

[1] J. Coyle, E. Bardi, and. R. Novack, “Transportation”, Fourth Edition,

New York: West Publishing Company, 1994.

[2] J. F. Campbell, and M O’Kelly, Twenty-Five Years of Hub Location

Research, Transportation Science, 46(2), 2012, pp. 153-169.

[3] D. Goldberg, “Genetic Algorithms in Search, Optimization and Ma-

chine Learning”, Addison-Wesley, Massachusetts, USA, 1989.

[4] S.  Lloyd,  “Least  squares quantization in PCM” In:  Bell  Telephone

Labs Memorandum, Murray Hill NJ, reprinted in: IEEE Trans. Infor-

mation Theory IT-28, Vol. 2, 1982, pp. 129-137

[5] J. MacQueen, “Some methods for classification and analysis of multi-

variate observations”, in: Proc. 5th Berkeley Symp. Math. Statistics

and Probability. Vol. 1. 1967. pp. 281-297.

[6] T. Matisziw, Ch. Lee., and T. Grubesic, “An analysis of essential air

service structure and performance”, Journal of Air Transport Manage-

ment 18, 1, January 2012, pp. 5–11.

[7] B. Mażbic-Kulma, H. Potrzebowski, J. Stańczak, and K. Sęp, “Evolu-

tionary approach to solve hub-and-spoke problem using α-cliques”,

Evolutionary Computation and Global Optimization, Prace naukowe

PW, Warszawa, 2008, pp. 121-130.

[8] B. Mażbic-Kulma, J. Owsiński, J. Stańczak, A. Barski and K. Sęp,

Mathematical Conditions for Profitability of Simple Logistic System

Transformation to the Hub and Spoke Structure, in: Atanassov, K., et

al. Uncertainty  and  Imprecision  in  Decision  Making  and  Decision

Support:  New  Challenges,  Solutions  and  Perspectives.  IWIFSGN

2018.  Advances  in  Intelligent  Systems  and  Computing,  vol.  1081.

Springer, Cham., 2021, pp. 398-408.

[9] Z. Michalewicz, Genetic Algorithms + Data Structures = Evolution

Programs, Springer Verlag, Berlin Heidelberg, 1996.

[10] Z. Michalewicz, and B. Fogel, How to Solve It: Modern Heuristics,

Springer-Verlag, Berlin Heidelberg, 2004.

[11] M. O'Kelly, and D. Bryan, Interfacility interaction in models of hubs

and spoke networks, Journal of Regional Science, 42 (1), 2002, pp.

145-165.

[12] M. O’Kelly, A quadratic integer program for the location of interact-

ing hub facilities, European Journal of Operational Research, V. 32,

1987, pp. 392-404.

[13] J. Owsiński, J. Stańczak, A. Barski, and K. Sęp, Identifying main cen-

ter access hubs in a city using capacity and time criteria. The evolu-

tionary approach, Control and Cybernetics, 45(2), 2016, pp. 207-223.

[14] J.-P.  Rodrigue  The  Geography  of  Transport  Systems,  New  York:

Routledge, 2020

[15] J. Stańczak, Biologically inspired methods for control of evolutionary

algorithms, Control and Cybernetics, 32(2), 2003, pp. 411-433.

[16] J. Stańczak, H. Potrzebowski, and K. Sęp, Evolutionary approach to

obtain graph covering by densely connected subgraphs, Control and

Cybernetics, vol. 41, No. 3, 2011, pp. 80-107.

[17] J.  Stańczak,  and  J.  Owsiński,  Evolutionary  k-Means  Clustering

Method  with Controlled  Number  of Clusters  Applied  to Determine

the Typology of Polish Municipalities.  In:  Uncertainty and Impreci-

sion in Decision Making and Decision Support: New Advances, Chal-

lenges, and Perspectives. IWIFSGN BOS/SOR 2020. Lecture Notes in

Networks and Systems, vol. 338, 33. Springer, Cham, 2022, pp. 436-

446.

[18] J. Stańczak, A. Barski, K. Sęp, and J. Owsiński, The problem of distri-

bution of Park-And-Ride car parks in Warsaw, International Journal of

Information  and  Management  Sciences,  27(2),  2016,  pp.  179-190,

http://dx.doi.org/10.6186/1JIMS.2016.27.2.6.

[19] J. Stańczak, K. Sęp, and J. Owsiński, “Evolutionary methods for find-

ing kernel & shell structures in a graph of connections” (in Polish:

“Ewolucyjne metody znajdowania struktur typu "kernel & shell" w

grafie  połączeń”),  Instytut  Badań  Systemowych  PAN,  Warszawa,

2023.

[20] H. Steinhaus, Sur la division des corps matériels en parties. Bulletin

de l’Académie Polonaise des Sciences, Classe 3, 1956, 12, pp. 801-

804.

[21] R. Wilson, Introduction to graph theory, Addison Wesley Longman,

1996. 

294 COMMUNICATION PAPERS OF THE FEDCSIS. WARSAW, POLAND, 2023



Forecasting migration of EU citizens to Germany
using Google Trends

Nicholas Steinbrink
0000-0002-6163-0212
Bertelsmann Stiftung

Carl-Bertelsmann-Str. 256, 33335 Gütersloh, Germany
Email: nicholas.steinbrink@bertelsmann-stiftung.de

Abstract—The study examines the potential of Google Trends
data as an additional data source for forecasting EU migration
to Germany. For that aim, candidate search queries with relation
to migration intent are proposed. The resulting Google Trends
Indices (GTI) are combined with macroeconomic and past
migration data and used to build a machine learning regression
model. It is shown that GTI predictors can moderately reduce
the forecast error and enable a slight expansion of the forecast
horizon. However, the presence of outliers emphasizes the need
for continuous improvement in data quality to increase the
robustness of the approach.

I. INTRODUCTION

M IGRATION policy plays a pivotal role in shaping the
labor market policies of OECD countries, offering

potential solutions to mitigate labor market rigidities. Notably,
in the context of Germany, the labor market has greatly
benefited from the free internal mobility of EU nationals,
which serves as a crucial source of skilled labor migration.
However, the effectiveness of migration policy faces a central
challenge arising from the uncertainty surrounding the goals
and scale of future migration. This uncertainty is driven by
a diverse array of political and socio-economic push and pull
factors. Although intra-EU labor mobility is subject to regular
monitoring [1], there is currently a lack of substantial ef-
forts towards forecasting, despite the occurrence of significant
mobility shifts in the past, such as those witnessed in the
aftermath of the Eurozone financial crisis.

Regarding external migration, forecasts primarily rely on
three methodologies: (a) extrapolation of past migration pat-
terns using time series methods such as ARIMA models, (b)
explanatory econometric models incorporating variables like
GDP and unemployment, which are presumed to be linked
to migration, or (c) spatial interaction models like gravity
models, connecting origins and destinations. [2] These models
often integrate expert opinions within a Bayesian framework.
Despite their methodological sophistication, these approaches
often exhibit considerable forecast uncertainties, leading to
potential over- or underestimation of actual migration.

An innovative approach to migration forecasting involves
focusing on the individual planning behaviors of individuals
who have made the decision to migrate, as opposed to relying
solely on macroscopic factors. This can be achieved, for ex-
ample, by incorporating data from migration intention surveys
into the forecasting process [3]. A promising alternative lies in

leveraging digital trace data, which has the potential to identify
individual migration intentions earlier by capturing active
behaviors of individuals seeking information about emigration
and migration planning. One suitable data source for this
purpose is Google Trends, which measures the temporal and
regional search intensity associated with specific keywords in
the Google search engine, thanks to Google’s high market
share.

The aim of this project is to explore the applicability of a
Google Trends as a predictor in a novel forecast of migration
for EU nationals to Germany. Specifically, the research seeks
to determine whether Google Trends data can enhance the
accuracy of a forecast method based purely on past migration
patterns and macroeconomic variables, particularly within a
short- to medium-term timeframe (3 to 12 months).

II. RELATED WORK

Although no specific work regarding intra-EU mobility can
be found, various attempts have been made to utilize digital
trace data for migration forecasts. Data sources include for
example Facebook’s advertising platform [4], geolocalized
IP addresses from e-mails [5], as well as Twitter messages
[6], [7]. Moreover, the potential of Google Trends data as a
predictive data source for migration has been examined in pre-
vious studies. Boehme et al. [8] demonstrated the correlation
between search activity related to migration and migration in-
tention, as well as between migration intention and successful
migration, establishing the viability of using search engine data
for predictive purposes. Carammia et al. [9] have developed an
early warning and forecast system based on data from Google
Trends, applied to monthly asylum data for EU destination
countries. Closely related to that, ongoing research by Boss et
al. [10] highlights the particular usefulness of Google Trends
data for forecasting bilateral refugee flows at scale across
multiple corridors. In contrast, Wanner [11] presented mixed
results using a minimal model based on a single Google Trends
keyword as predictor for work-related regular migration from
EU countries to Switzerland, emphasizing the need for further
validation and research.
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Fig. 1. Left panel: Number of registrations (blue) and GTI for keyword group 19 (related to work and jobs in Germany) for the example of Spain. The peak
during 2011 coincides with a period of high unemployment in Spain during the Eurozone financial crisis and the search for jobs in Germany has possibly
gone "viral" for a short period of time. Right panel: transformed values of registrations and GTI according to (1).
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Fig. 2. Left panel: Number of registrations (blue) and GTI for keyword group 19 (related to work and jobs in Germany) for the example of Croatia.
Registrations increase continuously after the admission of Croatia to the EU in July 2013 and the full access to free movement to Germany in July 2015,
with the GTI following the trend. Right panel: transformed values of registrations and GTI according to (1).

III. METHODS

A. Prediction target

Since EU nationals are required to register within 3 months
after their arrival in Germany, the official number of registra-
tions by country of origin, which is provided by the federal
office of statistics (DESTATIS), is taken as a proxy of the
number of arrivals. The number of registrations exhibits a
clear seasonal pattern with a peak during the summer months
and a drop during the winter months consistently for all EU
origin countries (for an example, see figs. 1 and 2, left panels,
blue line). A naive forecast could in most situations produce
reasonable results by taking the number of registrations from
the same period of the previous year as prediction. Therefore,
the interesting quantity to predict is not the absolute number

of registrations, but the change compared the previous year.
The target variable is then stipulated as:

Yt,c = lnRt,c − lnRt−1y,c, (1)

where Rt,c is the number of registrations at time t of
nationals with country of origin c and Rt−1y,c the corre-
sponding number lagged by one year. The log transformation
ensures that all countries are given equal weight regardless of
the absolute number of registrations if the forecast accuracy
is determined by conventional metrics. For an example, see
figs. 1 and 2 (right panels, blue line).

B. Countries of origin

The selected countries of origin encompass the 28 member
countries of the EU prior to the Brexit, except Malta, Cyprus
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and Germany, which is the destination country. Addition-
ally, Switzerland has been added due to the shared border
with Germany and the membership in the Schengen area.
Countries with only small number of registrations have been
grouped according to similar migration behavior, similar size
and regional proximity. These groups comprise: Austria and
Switzerland; Belgium, the Netherlands and Luxembourg; the
Czech Republic and Slovakia; Lithuania, Latvia and Estonia;
Sweden, Finland and Denmark.

C. Google Trends index

The Google Trends index (GTI) measures the relative search
interest, given a certain keyword, over a specified amount of
time. The index is based on a sample of total search queries,
and is normalized in such a way that the maximum value for
a given index time series is set to 100. If the sample becomes
too small, no data is returned by Google, which results in a
flat zero response when using the API. No detailed information
is specified by Google regarding the sampling process or the
cutoff.

The keywords of interest have been taken from [8] and been
professionally translated to the languages of the countries of
origin. A crucial challenge in keyword selection is to achieve
an optimal balance between specificity and generality. The
keywords must be specific enough to avoid any confusion
with search activity unrelated to migration. However, they
should not be excessively specific, as this is essential to ensure
sufficient data quality and comprehensive coverage of relevant
search activity. Especially for smaller countries, the Google
Trends API requests often resulted in either a flat zero response
when a keyword lacked sufficient search frequency, or an
overly noisy and unusable response. To balance both aims,
the Google Trends queries have been enriched in the following
way:

• Semantically related keywords have been grouped.
• Each keyword is considered in the language(s) of the

country of origin, as well as German and English.
• To every keyword, the postfix "Germany" is added in the

corresponding language.
• Multiple spellings (for instance with and without accents)

have been considered.
• The keywords in one semantic group have been connected

with a logical "or" (+).

An exemplary query is given in appendix V-B, while an
example for a resulting GTI time series can be found in fig. 1
(left panel, orange line). Additionally, a range of keywords
without the postfix "Germany" has been included as well to
consider push-effects. In total, GTI time series of 48 keyword
group candidates have been generated that way (see appendix
V-A, table II for a complete list). To mitigate statistical vari-
ance, each query has been performed ten times and averaged.1

1To force Google Trends to draw a new sample for each request, a random,
sufficiently long character string can be added to each query.

D. Data preparation and modeling

All time series have been discretized by 3-month intervals.2

Data have been taken from 2010 to 2019. The lower limit has
been set due to insufficient data quality of Google Trends prior
to 2010 while the upper limit was set to avoid effects of the
COVID-19 pandemic.3 In addition to Google Trends, GDP per
capita and unemployment of the countries of origins have been
selected as explanatory variables. Google Trends indices, GDP
and unemployment have as well been transformed according
to (1) (for an example of a transformed GTI, see fig. 1, right
panel, orange line). The full set of features is then given by
lagged values of Google Trends indices, GDP, unemployment
and autoregressive lags of the numbers of registrations them-
selves. Only for Google Trends a minimum lag of 3 months
has been used, while for the other variables the minimum
lag was 6 months due to the publication delay, which forbids
smaller lags in a forecast situation.

An array of both linear and ensemble-based machine learn-
ing models has been tested with different feature-sets.4 The
choice of models is guided by similar motivations as in [10]:
no prior theoretical knowledge is utilized, and the algorithms
are suitable for a combined model across a multitude of
origin countries with a relatively large number of features.
To reduce dimensionality and mitigate multicollinearity, a
feature selection step has been added, which is described in
section III-E.

For each configuration, a mean out-of-sample R2, given by
R2

OOS = 1 − ∑
(yi − ŷi)

2/
∑

y2i [12], and MAE have been
determined via n-fold cross-validation (CV). Each year corre-
sponds to a CV fold, while the year 2019 has been additionally
set apart as hold-out set for a sanity-check of the CV results.
While in principle future information is used as training data in
this CV scheme, it has been shown [13] that such a method is
valid as long as residuals are uncorrelated, which is typically
only the case in severe underfitting. The advantage, on the
other hand, is a maximum use of the available training data
and comparability across folds in contrast to time-series CV
methods.

As there are no known comparable forecasts for intra-EU
mobility, a range of benchmarks has been chosen to assess
the forecast accuracy. The const(0) benchmark is the simplest
baseline, setting the target variable constantly zero, Ŷt,c = 0,
corresponding to no annual change in the registration rate. A
model performing below the const(0) benchmark corresponds
to R2

OOS < 0.

2A finer discretization has been tested as well, but did not lead to any
significant improvement of the forecast accuracy in the modeling stage.

3While the German border has been officially closed only for a few months,
it is reasonable to assume that individual mobility has been reduced for a
longer period of time during the pandemic. As a stable relationship between
online search activity and registrations is a necessary assumption of the
methodology, the cutoff has been set to 2020 for this principle study.

4The tested ensemble models include: Random Forest, XGBoost and
AdaBoost. The tested linear models include: OLS, ElasticNet, Bayesian Ridge
Regression, Automatic Relevance Determination, Huber Regression and Theil-
Sen Regression.
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The benchmark previous(1) corresponds to a random walk,
where the previous lag of the target variable is set as predictor,
Ŷt,c = Yt−1,c. This is not a realistic scenario due to the afore-
mentioned publication delay of registration data. Therefore,
the benchmark previous(2), Ŷt,c = Yt−2,c, provides a realistic
benchmark based on previous lags of the target variable.

Eventually, a non-naive realistic benchmark is given by a
comparison of the best models with and without GTI variables,
which accounts for the benefit of adding Google Trends data
itself.

E. Feature selection

In total, a maximum number of features of roughly P ∼
51 · L, where L denotes the number of lags used for the
prediction, are available. The maximum lag has been set to
L = 8 to account for possible correlations between search
activity and immigration for up to 24 months. In effect, we
end up with a relatively large number of features compared to
the number of data points of N = 576. While some models
with internal variable selection mechanisms are in principle
able to handle large-P -small-N -problems, a reduction of the
feature dimensionality is nonetheless advisable to maximize
model performance and increase interpretability.

In a pre-selection step, the complete set of features is
filtered to ensure that only features which are sufficiently
correlated with the target are included. To that aim, the p
value of the Spearman lag-correlation of all variables with the
target is determined. Only those variables with a minimum
p value below a cut-off given by a conservative Bonferroni
correction, p < 0.05/P , are kept. This conservative limit
both minimizes the likelihood of spurious correlation and
maximizes the robustness of the subsequent feature selection
step. The remaining 10 GTI variables include both pull- and
push-related queries and are indicated in table II.

Finally, the selection of the input features for the regression
model has been performed separately for the linear and ensem-
ble models, respectively, as well as for feature configurations
both including and excluding the GTI and autoregressive lags
of the prediction target. To estimate the optimum feature
sets for the linear models, a Sequential Forward Floating
Selection (SFFS) has been performed with an ordinary least
squares linear regression model, which has shown to be an
efficient search technique [14]. The selected features have
been checked for multicollinearity using the variable inflation
factor (VIF). It could be shown that by the selection procedure
multicollinearity could be reduced to a moderate level of VIF
< 10. Since SFFS is a rather costly greedy method, for the
ensemble models Recursive Feature Elimination (RFE) with
a tuned Random Forest regressor has been chosen. For both
methods, the CV scheme as outlined in section III-D with
MAE as optimization metric has been used to determine the
optimum number of features. For all feature configurations, a
stable optimum could be found. An illustration of the variables
and the selection procedure is shown in fig. 3.

IV. RESULTS

A. Model performance

Table I shows a performance comparison of the best op-
timized models of each class (linear and ensemble) after
hyperparameter tuning with different feature configurations
(all features, without GTI, without autoregressive lags of the
target variable), compared to naive benchmarks, as outlined
in the previous section. For the ensemble models, a Random
Forest has been found to perform best, while for the linear
models, a linear regression with Huber loss has shown the
optimum performance.

If the cross validation results of the ML models are com-
pared to the benchmarks, it can be observed that most models
to surpass the const(0) and the previous(2) benchmark, but
only the linear model with all features is on par with the pre-
vious(1) benchmark. Since the latter is not realistic due to the
publication delay of registration data, this observation implies
that a real-time monitoring of registrations alone would be
sufficient to provide a competitive short-term forecast.

If the models are compared among themselves, it can be
seen that the linear model has a clear advantage over the
Random Forest model, which is prone to overfitting due to the
small number of training examples. For both model classes,
it can be observed that the models with GTI exhibit slight
but clear reduction of the MAE by up to 10 %, compared
to the models without GTI. A mean R2

OOS of up to 0.54
can be achieved. The models without autoregressive lags
provide, while not being competitive, still a reasonable forecast
accuracy on average and could in principle be used as an
alternative if past registration data are not available.

Compared to the mean CV scores, the MAE for the 2019
holdout set are smaller. However, only for the linear models
with included autoregressive lags, R2 is noticeably above zero.
A plausible explanation is that the trend in registrations (1)
is largely flat in 2019, suggesting that Google Trends data
provide additional predictive power only if there are shifts in
registrations which can not be predicted by other variables.

B. Comparison by country of origin

Fig. 4 (left panel) shows strong heterogeneity regarding the
model performance for the linear model by country of origin.
It can be observed that the model produces largely reasonable
forecasts in terms of R2 especially for Southern European and
some Eastern European countries. Coincidentally, most EU
citizens moving to Germany are native to these regions and
registrations from these countries have been subject to greater
variability over the last decade. However, even for countries
which perform well on average, some outliers are present,
corresponding to periods for which the forecast performs
poorly. If the forecast errors of the best model with and without
GTI, respectively, are compared (right panel), it can be seen
that for some countries the model benefits more clearly from
the GTI predictors. These are especially Spain (see example,
fig. 5, left panel), Portugal, Greece and Italy, which have been
particularly hit by the Eurozone financial crisis of the early
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Fig. 3. Illustration of the input features and selection procedure.

TABLE I
COMPARISON OF MODEL PERFORMANCE METRICS

Model Feature Sets Cross Validation Holdout
MAE R2

OOS MAE R2
OOS

Benchmark cost(0) - 0.127 (0.025) 0.00 (0.00) 0.070 0.00
Benchmark previous(1) - 0.070 (0.005) 0.51 (0.10) 0.061 0.22
Benchmark previous(2) - 0.092 (0.007) 0.23 (0.11) 0.068 0.07
Random Forest all 0.082 (0.025) 0.44 (0.07) 0.068 0.07
Random Forest without autoregression 0.092 (0.011) 0.23 (0.17) 0.072 0.05
Random Forest without GTI 0.089 (0.010) 0.38 (0.07) 0.068 -0.05
Linear Regression all 0.071 (0.007) 0.54 (0.08) 0.063 0.30
Linear Regression without autoregression 0.088 (0.010) 0.34 (0.11) 0.062 0.30
Linear Regression without GTI 0.078 (0.009) 0.47 (0.09) 0.070 -0.00
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Fig. 4. Left panel: Distribution of cross validation out-of-sample R2 by country of origin for linear model with autoregression and GTI. Right panel: Cross
validation distribution of difference of mean absolute error between linear autoregressive model with and without GTI by country of origin. Positive values
indicate lower prediction errors with GTI. Blue circles correspond to mean with standard errors.
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Fig. 5. Transformed number of registrations (1) (blue solid line), as well as prediction for the best linear model with GTI (orange dashed line) and without
GTI (green dotted line) for Spain (left panel) and Croatia (right panel). The prediction is composed of the individual test sets of the cross validation folds.
The shaded area corresponds to the holdout set of 2019.

2010s. In addition, a very subtle performance improvement
can be observed for Poland, Croatia (see example, fig. 5, right
panel), the Czech Republic, Slovakia and Ireland. For other
countries, the benefit is negligible or even negative, such as in
case of Bulgaria and Slovenia.

The existence of some forecast errors can partly be at-
tributed to the data quality of the GTI predictors. In general,
the lag correlation between GTI predictors and target is not
stable in time, which can be observed in the examples in figs.
1 and 2. Especially for smaller countries, the GTI predictors
can be noisy, which becomes even more pronounced in terms
of relative changes, as after transformation (1). Moreover,
while noise and outliers can be accommodated by using a
diverse array of search queries, many of the corresponding GTI
variables are unusable or missing (zero) for smaller countries.
In the example of Croatia (fig. 5, right panel) this causes
the forecast, for instance, to predict the sharp increase of
registrations during 2013 and 2014 too late and to erroneously
predict an increase in early 2011.

C. Forecast Horizons

Fig. 6 compares the best linear model with and without
GTI, respectively, for different forecast horizons. Due to the
machine learning setup, the results have been simulated by
shifting the lags of all features n− 1 periods to the past, with
n denoting the number of forecast periods ahead, except for
those features which would still be available at t = t0−n. For
all forecast horizons from 3 to 12 months, the model with GTI
predictors consistently outperforms the model without GTI
moderately. Whereas for n = 3 and n = 4 the performance of
the model without GTI becomes nearly indistinguishable from
that of the const(0) baseline, the model with GTI exhibits at
least some predictive power.

V. CONCLUSION

Google Trends can in principle be seen as a viable additional
data source for a forecast of EU migration to Germany,

1 2 3 4
periods ahead
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Fig. 6. Mean absolute error of the best model with GTI (blue) and without
GTI (green), respectively, for forecast horizons of 1 to 4 periods corresponding
to 3 to 12 months. The horizontal line represents the mean score for the
const(0) benchmark with the shared area representing the standard error, while
the grey circles represent the mean score for the previous(2) benchmark. All
error bars are standard errors.

especially as long as a real-time monitoring of registrations
is not available yet. For an existing forecast based on past
registrations and macroeconomic variables, the addition of
Google Trends data can on average reduce the forecast error
moderately and enable some expansion of the forecast horizon.

The benefit of Google Trends data is especially given for
scenarios and origin countries with greater shifts in migration
behavior, where these can not always reliably predicted by
other variables. For countries where the seasonality-adjusted
migration to Germany is largely stationary, no improvement
is gained by Google Trends, as naive forecasts are sufficient
in these cases. For a small set of origin countries, however,
the Google Trends based forecast performs weakly. Even for
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bigger countries the forecast occasionally produces outliers.
The lack of robustness can be partly attributed to insufficient
data quality of the GTI predictors. It is unclear if that is a
purely statistical effect. Even if multiple samples are drawn
from Google Trends and averaged, the resulting time series
are still noisy in many cases. Unfortunately, details about the
sampling procedure are not made public by Google. As long
as data quality is still an issue, a possible workaround might
be a more sophisticated modeling of the relationship between
GTI variables and migration intent using Bayesian inference
techniques or microsimulations.

Nonetheless, it is reasonable to assume that role of Google
Trends in migration forecasts will become more prominent in
the future, given that Google claims to continuously improve
the data quality, that usage of the Google search engine grows
in some countries and that simply more data will become
available.

APPENDIX

A. List of keyword groups

The complete list of candidate keywords groups can be
found in table II.

B. Examplary query

Below, the full Google Trends search query corresponding
to keyword group 19 for Spain is given as an example.

contrato de trabajo alemania + contrato laboral ale-
mania + contrato de empleo alemania + trabajo
alemania + empleo alemania + ocupación alemania
+ ocupacion alemania + trabajar alemania + empleo
alemania + empleos alemania + trabajo alemania
+ trabajos alemania + arbeitsvertrag deutschland
+ arbeit deutschland + arbeiten deutschland + job
deutschland + jobs deutschland + work contract ger-
many + employment germany + working germany +
job germany + jobs germany

C. Source code

The source code for the study, including the data
and queries, can be found online at https://github.com/
bertelsmannstift/eu-migration-forecast.
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TABLE II
LIST OF CANDIDATE KEYWORDS, BASED ON [8]

ID Keywords With postfix "Germany" Included in forecast
2 passport, passport office yes
10 immigrant, emigrant, immigrate, emigrate, immigration, emigration yes
11 visa, entry requirements, required documents yes
12 minimum wage yes
14 pension yes
15 unemployment yes
16 internship yes
17 inflation, living expenses yes
18 social benefits, unemployment benefits yes
19 work contract, employment, working, job, jobs yes x
20 employment agency, employer, hiring, recruitment yes
21 income, tax yes
22 GDP, prosperity yes
24 wage, salary yes x
26 economy, German economy partially
28 vacancies, job offers yes x
32 job application, application letter, job interview, resume yes
33 insurance premium, health insurance, social insurance yes
37 university qualification, university yes
38 credentials, diploma, certificate yes
39 language school, German language school, Goethe Institut partially x
41 language test, German language test, German certificate partially
42 studies, study, Bachelor, Master, phd yes
44 trainee, vocational training, apprenticeship, German apprenticeship partially
48 bank account, account yes
49 apartment, flat, room yes
51 spouse, marry, marriage, intermarriage yes
52 rent, utilities, rent deposit yes
54 move, moving, relocation yes
55 Germany no
56 customs yes
57 business yes
58 migrant, migration, foreigner yes
59 nationality, citizenship yes
60 arrival, tourist, visit yes
112 minimum wage no
113 welfare no
114 pension no
115 unemployment no x
117 inflation, living expenses no x
118 social benefits, unemployment benefits on x
119 work contract, employment, working no x
121 income, tax no
122 GDP, prosperity no
123 job, jobs no x
124 wage, salary no x
125 gross net, allowances no
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Abstract—This paper provides an overview of a corpus 

analysis tool - the StyloMetrix for the Ukrainian language. The 

StyloMetrix incorporates 104 metrics that cover grammatical, 

stylistic, and syntactic patterns.  

The idea of constructing the statistical evaluation of syntactic 

and grammar features is straightforward and familiar for the 

languages like English, Spanish, German, and others; it is yet to 

be developed for low-resource languages like Ukrainian. We 

describe the StyloMetrix pipeline and provide some experiments 

with this tool for the text classification task. We also describe our 

package's main limitations and the metrics' evaluation 

procedure. 

Index Terms—stylometric analysis, Ukrainian linguistics 

metrics, text analysis, supervised learning. 

I. INTRODUCTION 

Ukrainian remains one of the low-resource languages with 

few practical applications in machine learning and deep learn-

ing. Many studies on the Ukrainian language are conducted in 

terms of multilingual settings, such as training the multilin-

gual large language models [14], [18], transformers [23], [6], 

or abstractive summarization [10]. We offer a corpus analysis 

tool for the Ukrainian language – the StyloMetrix. The under-

lying idea is not new in the NLP community but is recent in 

the Ukrainian language.  

This paper provides an overview of an open-source Python 

package – the StyloMetrix developed initially for the Polish 

language and further extended for English and recently for 

Ukrainian. The StyloMetrix is built upon a range of metrics 

crafted manually by computational linguists and researchers 

from literary studies to analyze stylometric features of texts 

from different genres. The principal purport of this package is 

to provide high-quality statistical evaluations of the general 

grammatical, lexical, and syntactic features of the text, re-

gardless of its length, genre, or author.  

We organize our paper in the following way:  

- we provide an overview of similar tools for text 

analysis and a general idea of the corpus linguis-

tics based on the syntactic and grammar represen-

tations; 

 

https://github.com/ZILiAT-NASK/StyloMetrix 

- give an exhaustive characteristic of existing met-

rics for the Ukrainian language, their evaluation, 

and limitations; 

- describe a case study with the StyloMetrix as the 

baseline model for the text classification task, 

providing the metrics analysis and feature im-

portance of the classification model. 

II. RELATED STUDIES 

The idea to measure specific textual features to determine 

a text’s register or an author is not new. In 1998, D. Biber, S. 

Conrad and R. Reppen have developed a comprehensive 

methodological approach for corpus analysis based only on 

grammatical characteristics. D. Biber argues that, although, 

semantic evaluations and descriptive analysis can provide a 

valuable insight about the narrative, it is not enough if one 

needs to discern the genre of the text or to assess whether it 

belongs to a particular author and an epoch [4]. On the other 

hand, grammatical/syntactic characteristics and figures of 

speech may come in handy and be less decisive and more ex-

haustive when it comes to genre, author or style estimation. 

M.A.K. Halliday supports this view and emphasizes the gen-

eral importance of corpus studies as a source of insight into 

the nature of language. He points out that a language is inher-

ently probabilistic and we need to extract the frequencies in 

the texts to establish probabilities in the grammatical system 

– not for the purpose of tagging and parsing, but to discover 

the interactions between different subsystems [2]. 

The development of corpus-based grammar and syntactic 

tools for text mining has started in 1990s and is still an ongo-

ing field of investigation. Some of the corpus-based tech-

niques aim to manually study the English grammar and dis-

course. For instance, [1] and [16] provide introductions on 

how to identify and extract syntactic and grammatical con-

structions in corpora to build tagging and parsing algorithms. 

They cover various aspects, limitations and boundaries re-

lated to grammar and syntax. Other researchers concentrate 

on specific incarnations of the language use. For example, 

[29] on negation and lexical diffusion in syntactic change; [8] 

on prosody and pragmatics based on it-clefts and wh-clefts; 

[12] on automated retrieval of passives; [16] on infinitival 

complement clauses; and [7] has conducted the most valuable 
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study on generative grammar that has served as a scaffold for 

contemporary natural language processing. Those techniques 

are the basis of modern tools and web-based services for text 

analysis.  

We follow the assumption that grammar and syntax can be 

enough for the tasks connected with style and author classifi-

cation which are unified under the term stylometry [20].  

The most popular applications for the stylometric analysis 

are the "Stylometry with R" (stylo) [9] (for English and 

Polish), WebSty [15] and CohMetrix [11]. The stylo is a flex-

ible R package for the high-level analysis of writing style in 

stylometry. The package can be applied at the supervised 

learning for the text classification [9]. WebSty [15] is an ac-

cessible open-sourced library that encompasses  grammatical, 

lexical, and thematic parameters which can be manually se-

lected by the user. The tool covers the Polish, English, Ger-

man and Hungarian languages. Coh-Metrix is a web-based 

platform that offers a wider range of descriptive statistic 

measurements. For example, low-level metrics counting pro-

nouns per sentence, Text Easability Principal Component 

Scores, Referential Cohesion, LSA, Lexical Diversity, Con-

nectives, Situation Model, Syntactic Complexity, Syntactic 

Pattern Density, Word Information, Readability, etc. [17]. 

The documented versions of Coh-Metrix exist for Spanish 

[24], Portuguese [25], and Chinese [22] (however, they are 

developed independently and not supported by the initial au-

thors). 

There are many tools for corpus analysis that look at con-

cordances, n-grams, co-locations, key words and numerous 

frequency analysis which can be applied for the stylometric 

classification tasks, but most of them are quite primitive and 

basic with respect to the intricacy of grammar structures like 

tenses or syntactic phrases (the comprehensive list of tools 

can be accessed via the link https://corpus-analy-

sis.com/ 

Therefore, inspired by the powerful image of grammatical 

patterns and syntactic clauses we build the first (to our 

knowledge) corpus-analysis tool for the Ukrainian language 

that presents a thorough statistical evaluation of the Ukrainian 

grammar, syntactic patterns, and some descriptive lexical as-

sessment. 

 

 

 

Fig. I The pipeline of the StyloMetrix. 

III. GRAMMATICAL VECTOR 
REPRESENTATIONS 

A. General outline 

The general pipeline of the tool is presented in the                  

Fig. I. First, we utilize the standard spaCy pipeline of the 

transformer model for the Ukrainian language. The primary 

purpose of our package is not to build new tagger or parser 

algorithms but to add a higher level of grammatical and syn-

tactic language characteristics and provide descriptive statis-

tical measurements for each of them. Ukrainian is a fusional 

language, and the basic spaCy pipeline 

https://spacy.io/models/uk can trace only pri-

mary morphological features such as animacy, gender, case, 

number, aspect, degree, name type, verb form, and others. 

Nonetheless, these attributes do not cover all aspects of 

Ukrainian morphology and grammar, such as two types of 

conjugation, four types of declension, and present, past, and 

future tenses. Therefore, we leverage the last spaCy compo-

nent of the pipeline and create custom extensions for each 

case. Further, the tokens that fall under specific rules are cal-

culated by the discussed formula at the stage of the Metric 

evaluation and are stored in the data frame that is further 

available for a user in the .csv format. As for the input – the 

StyloMetrix can be applied to any text length starting from a 

single sentence. 

The StyloMetrix is a tool designed to calculate the mean 

value of a distinct grammar rule, a lexical component or a sty-

listic phenomenon. The statistical measurement is derived by 

the standard formula:  ∑ 𝑤𝑛0N  

Where ∑ 𝑤𝑛0  is the sum of all tokens that fall under the par-

ticular rule, and N – is the total amount of tokens in the text. 

This evaluation holds for all metrics. Hence the output is ac-

quired as a matrix, where the text instances are at the y-axis 

and the x-axis is the vectors of real numbers that stand for the 

specific metric. The obtained matrices can be utilized for var-

ious machine-learning tasks. 

Primary developed for the Polish language, which is also 

fusional, the package has been used for stylometric analysis 

and text classification. For example, [21] presents a study on 

erotic vs. neutral text classification using the StyloMetrix vec-

tors as the input to the RandomForest Classifier. The general 

accuracy has yielded around 0.90 score, giving us an impetus 

to deliver the primary metrics for the Ukrainian language and 

test their performance on the existing annotated datasets.  

B. Spacy Limitations  

Before developing the rules for custom extensions and met-

rics, we verified the spaCy tags' correctness. Table I presents 

the incongruencies which have been discerned. Among the 

most frequent mis assignments are morphological features 

such as case, animacy, aspect, and gender. For example, 

"Ілля" is a typical male Ukrainian name that is  
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tagged as feminine by the spaCy parser. Other inconsistencies 

are found in the part-of-speech annotation. 

We intentionally highlight this part as it directly influences 

the quality of our metrics. Due to the probability of tags’ in-
correctness, some tokens can be missing from the set; there-

fore, the final evaluation of the tool may be less precise. At 

the lexical level, we try to avoid this drawback by checking 

some explicit morphological characteristics through affixes or 

the position of a token in the sentence based on a dependency 

tree. The dependency tags have proven to be the most precise 

and robust. Hence we tend to rely on them more while imple-

menting grammar and syntactic rules. 

C. Metrics assessment 

The Ukrainian version of the StyloMetrix incorporates 104 

metrics subdivided into lexical forms, parts-of-speech inci-

dence, and syntactic and grammatical structures. The com-

plete list of metrics can be found in Appendix A. In this sub-

section, we strive to provide general descriptive characteris-

tics and validation criteria for each group.  

Table II describes the number of metrics per category. With 

the StyloMetrix, academics can extract both conventional sta-

tistics of the text and features intrinsic to the Ukrainian lan-

guage. For instance, the universal metrics are the type-token 

ratio, functional and content words, punctuation, and parts-of-

speech statistics. A few examples are presented below. 

- L\_ADV\_POS: [потрібно, відверто] – positive 

adverbs [needed, sincerely] 

- L\_ANIM\_NOUN: [Президент, агресор, 

людей] – animated nouns [President, aggressor, 

people] 

- L\_DIRECT\_OBJ: [час, нам, армію, 

потенціал, альтернативи, режим] – direct object 

[time, us, army, potential, alternatives, regime] 

- L\_INDIRECT\_OBJ: [світом, року, 

конференції, Україні, режимом] – indirect ob-

ject (in Ukrainian denoted by case; in English 

translation we add prepositions) [(by) world, (dur-

ing) a year, (at) a conference, (to) Ukraine, (in) re-

gime] 

Albeit the commonness of these measurements, it has been 

demonstrated by many researchers, e.g., the Coh-Metrix 

study, that these scores may provide valuable insight into the 

idiosyncratic characteristics of a text.  

The forms prominent in the Ukrainian language belong to 

syntactic constructions such as parataxis, ellipses, and posi-

tioning (прикладка). Grammatical forms such as two types of 

the future tense, passive and active participles 

(дієприсливний доконаного \ недоконаного виду), adver-
bial perfect \ imperfect participles (дієприкметник 
доконаного \ недоконаного виду), four types of declen-
sions, and seven cases. For instance:  

- SY\_PARATAXIS: [Я, хотів, чути, від, світу, ", 

Україна, ,, ми, будемо, з, тобою, "]. – parataxis 

[I wanted to hear for the world: "Ukraine, we will 

stand with you".] 

- VF\_FIRST\_CONJ: [затримка, підтримкою, 

помилкою, країна] – first declension [delay, sup-

port, mistake, country] 

- L\_GEN\_CASE: [виступу, безпеки, лютого, 

життів, домовленостей] – genitive case (in 

Ukrainian denoted by suffix) [performance, 

safety, February, lives, agreements] 

The examples are the raw outputs from the metrics, with 

added translation into English. We evaluate metrics' perfor-

mance based on the accuracy score assessed by the trained 

linguist. The best weighted accuracy has been achieved in the 

part-of-speech metrics – 0.957, due to their reliance on the 

spaCy tagger. The lexical metrics have obtained a weighted 

accuracy of - 0.934. Some discrepancies have occurred at rel-

TABLE I. 

SPACY TAGS INCONGRUENCIES. 

word spacy Correct tag Sentence 

закрапало  Aspect=Imp Aspect=Perf Із стріх закрапало, а з гір струмочки покотилися. 
веснянки    ADV  NOUN, Plural Вже веснянки заспівали. 
замазалося  

        

Aspect=Imp Aspect=Perf Високе небо замазалося зеленобурими хмарами, припало до 
землі, наче нагнітило на неї. 

крук             

    

Animacy=Inan Animacy=Animate Тільки чорний крук надувся, жалібно закрякав з високої могили 
серед пустельного поля. 

завдання Case=Acc Case-Nom Завдання буде зроблено. 
листа           

     

Animacy=Ani

m 

Animacy=Inan Я напушу листа. 

осінню ADJ        

Case=Acc 

NOUN 

Case=Ins 

Повіває молодою осінню холодна річка з низів. 

низів Case=Gen Case=Loc Повіває молодою осінню холодна річка з низів. 
закрапало  Aspect=Imp Aspect=Perf Із стріх закрапало, а з гір струмочки покотилися. 

 

TABLE III. 

TOTAL NUMBER OF METRICS PER GROUP. 

Group Number 

Lexical  56 metrics 

Grammar    23 metrics  

Syntax          14 metrics 

Part-Of-Speech                 12 metrics 
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ative and superlative adjectives, adverbs, and case misalign-

ment because of the tagger performance. The grammar group 

scored 0.912; the inconsistency has occurred in declensions 

metrics. The syntactic group has got 0.886 in light of the com-

plex constructions, such as parataxis and positioning, that 

may produce incongruencies.   

The accuracy scores indicate that the metrics perform well 

overall but have some limitations in dealing with complex 

structures. As the StyloMetrix provides each metric's mean 

value, a researcher can skip looking into Ukrainian texts to 

extract the necessary features and conduct further analysis 

based on the obtained statistics. The descriptions are available 

for every metric, some with external links to the Universal 

Dependencies project https://universaldependen-

cies.org/.   

IV. EXPERIMENTS 

This section attempts to represent the StyloMetrix as a 

baseline for text classification tasks. We further illustrate how 

to analyze the StyloMetrix baseline model and the possibility 

of making beneficial inferences about the data based solely on 

its output. 

Conducting a supervised text classification in the Ukrain-

ian language remains challenging due to the scarcity of la-

beled datasets. There exist a few open-source corpora which 

can be relevant to this task. For instance, the largest and most 

popular corpus known by now is UberText 2.0 [5]. The data 

is subdivided into five smaller datasets: the news dataset, 

which incorporates short news, longer articles, interviews, 

opinions, and blogs scraped from 38 news websites; the fic-

tion dataset, with novels, prose, and poetry; the social dataset, 

covers 264 public telegram channels; the Wikipedia corpus; 

and the court dataset with decisions of the Supreme Court of 

Ukraine. The UA news corpus 
https://github.com/fido-ai/ua da-

tasets/blob/main/ua_da-

tasets/src/text_classification/README.md 

is a collection of over 150 thousand news articles from more 

than 20 news resources. Dataset samples are divided into five 

categories: politics, sport, news, business, and technologies. 

UA-SQuAD is a Ukrainian version of Stanford Question An-

swering Dataset, and UA-GEC: Grammatical Error Correc-

tion and Fluency Corpus for the Ukrainian language [27].The 

list with all state-of-the-art datasets can be found via the link 
https://github.com/asivokon/awesome-

ukrainian-nlp/blob/master/README.md. 

We ground our experiments on the well-established bench-

mark public dataset https://www.kaggle.com/com-

petitions/ukrainian-news-classifica-

tion/data provided by Kaggle project. The corpus has 

been scrapped from seven Ukrainian news websites: BBC 

News Ukraine, NV (New Voice Ukraine), Ukrainian Pravda, 

Economic Pravda, European Pravda, Life Pravda, and Unian. 

Ukrainian computer scientists [23] have developed the de-

scribed corpus. The researchers give an exhaustive outlook on 

the data preprocessing steps and the number of texts in the 

train/test split (57789/ 24765, respectively). The Kaggle plat-

form offers two training splits from the existing sample: large 

(57460) and small (9299). In their paper, the academics 

demonstrate their models' performance scores on the two 

training splits discussed [23]. We are left with the training 

splits because we cannot use the initial train and test split as 

it is unavailable to the public.  

The large training data partially incorporates the small 

training sample; hence we leverage the larger corpus, subdi-

viding it into 80/20% training and testing samples, with 15\% 

for validation. The obtained results are evaluated with macro-

averaged F1-score, the same criterion as in the paper. The 

baseline model leveraged in the study by [23] was Naïve 
Bayes with SVM; we have added the StyloMetrix with Voting 

Classifier as our baseline. The Voting Classifier is composed 

of RandomForest, AdaBoost, and Logistic Regression.  As for 

the main models, we keep the ones utilized in the paper: ukr-

RoBERTa [19] and ukr-ELECTRA[26]. 

As can be inferred from Table III, the StyloMetrix-Voting 

Classifier has scored higher than the Naïve Bayes – SVM 

model but not much, which allows it to serve as a baseline for 

other more advanced algorithms. 

Model Explanation 

Unlike the Naïve Bayes – SVM model, the StyloMetrix of-

fers the possibility to extract the descriptive statistics for each 

group, looking at the most discriminative metrics. For exam-

ple, we have arbitrary chosen article from class 0 -  BBC 

News Ukraine, to describe the possible data analysis ap-

proaches with the StyloMetrix. 

One of the wide-used methods of explainable AI is Shapley 

values [13], which shows the average marginal contributions 

of features. To make the most of this type of explanation, 

Shapley values are usually applied to features that can be re-

versely interpreted, such as categorical values, or to anomaly 

detection [28]. The most common text representation offering 

static or dynamic embeddings like GloVe, Word2Vec, or 

BERT-based vectors does not allow human interpretation of 

TABLE IIIII. 

RESULTS OF THE EXPERIMENTS CONDUCTED IN THE PAPER COMPARED TO THE PAPER BY PANCHENKO ET AL. 

Model Large training set 

 Panchenko et al. This paper 

NB-SVM 0.64 - 

SM-Voting Classifier - 0.66 

Ukr-RoBERTa 0.75 0.82 

Ukr-ELECTRA 0.72 0.89 
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such explanations. The Shapley values indicate the most es-

sential features locally and globally, but the features them-

selves remain some random columns. With StyloMetrix, on 

the other hand, the text vector representation consists of inter-

pretable values: each element of the vector translates directly 

into a given linguistic metric. In this case, indicating the local 

or global contribution of top features allows for linguistic 

analysis of grammar or lexical patterns that impact the mod-

el's decision when predicting the class. 

To implement this, we leverage an open-source library – 

DALEX [3]. As shown in Fig. II the metrics’ significance for 
class 0 based on their contributions to the model's decision is 

described. Ultimately, the syntactic metric for parataxis, ad-

verbs, second declension, inanimate nouns, plural nouns, and 

masculine nouns are prominent in texts that belong to class 0. 

Vice versa, negative sentences, type-token ratio, and nomina-

tive case lower the likelihood of a text falling under this cate-

gory. 

We can dive even deeper into the text statistics and extract 

the aggregated mean values of the metrics from the Sty-

loMetrix output. As the final vectors are saved in the .csv file, 

it is easy to find the needed metric and estimate the average 

mean value for the class. For instance, based on the obtained 

Shapley, we provide the metrics description and average 

mean of all texts under class 0 (Table IV). This, in turn, serves 

the linguistic analysis offering a statistical baseline for a given 

text genre, including a wide range of metrics. Especially in a 

multi-class classification, it is vital to compare the baseline 

against other genres (classes) and draw conclusions about lo-

cal and global distinctive features. 

Therefore, we can conclude that the StyloMetrix as the 

baseline model can bring some beneficial insights about the 

texts and the significance of the metrics for a particular clas-

sification model. We have presented only one approach to 

data evaluation with the XAI tool. There are other possibili-

ties to research this area and expand the horizon of the Sty-

loMetrix application and existing metrics.   

 

V. CONCLUSION 

Albeit the idea of constructing the statistical measures of 

syntactic and grammar features of the text is not new, the 

experiments discussed in this paper highlight the relevance 

and significance of creating open-source packages like the 

StyloMetrix. In the article, we have outlined the main 

metrics available in the tool's current version and provided 

some descriptive analysis with the StyloMetrix. We have 

also discussed the applicability of the corpus analysis tool 

like StyloMetrix as the baseline "cunny" model for machine 

learning. 

Through experiments, we have traced the metrics 

importance in a model for classification tasks using the 

XAI tool – DALEX. More rigorous and detailed analysis is 

yet to be done in this field, and we consider it the next 

milestone for our study. The metrics have performed well 

at the validation step and can be efficient for linguistic 

analysis of different text genres and the cross-linguistic 

analysis with other languages such as Polish and English 

(also available in the StyloMetrix). 
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TABLE V. 

PARTS OF SPEECH METRICS 

Metric Description 

POS_VERB  Incidence of Verbs 

POS_NOUN  Incidence of Nouns 

POS_ADJ  Incidence of Adjectives 

POS_ADV  Incidence of Adverbs 

POS_DET  Incidence of Determiners 

POS_INTJ  Incidence of Interjections 

POS_CONJ  Incidence of Conjunctions 

POS_PART  Incidence of Particles 

POS_NUM  Incidence of Numerals 
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TABLE VI. 

LEXICAL METRICS 

Metric Description 

L_PRON_RELATIVE  Incidence of relative pronoun ‘що’ 
L_PRON_RFL  Incidence of reflexive pronoun 

L_PRON_TOT  Incidence of total pronouns 

L_QUALITATIVE_ADJ_SUP Incidence of qualitative superlative adj 

L_QULITATIVE_ADJ_P Incidence of qualitative adj positive 

L_RELATIVE_ADJ Incidence of relative adj 

L_SURNAMES  Incidence of surnames 

L_PUNCT  Incidence of punctuation 

L_PUNCT_DOT  Incidence of dots 

L_PUNCT_COM  Incidence of comma 

L_PUNCT_SEMC  Incidence of semicolon 

L_PUNCT_COL  Incidence of colon 

L_PUNCT_DASH  Incidence of dashes 

 

TABLE VII. 

GRAMMAR GROUP 

Metric Description 
VF_ROOT_VERB_IMPERFECT  Root verbs and conjunctions in imperfect aspect 

VF_ALL_VERB_IMPERFECT  Incidence of all verbs in imperfect aspect 

VF_ROOT_VERB_PERFECT  Root verbs and conjunctions in perfect aspect 

VF_ALL_VERB_PERFECT  Incidence of all verbs in perfect aspect 

VF_PRESENT_IND_IMPERFECT  Incidence of verbs in the present tense, indicative mood, imperfect as-

pect 

VF_PAST_IND_IMPERFECT  Incidence of verbs in the past tense, indicative mood, imperfect aspect 

VF_PAST_IND_PERFECT  Incidence of verbs in the past tense, indicative mood, perfect aspect 

VF_FUT_IND_PERFECT  Incidence of verbs in the future tense, indicative mood, perfect aspect 

VF_FUT_IND_IMPERFECT_SIMPLE  Incidence of verbs in the future tense, indicative mood, imperfect aspect, 

simple verb form 

VF_FUT_IND_COMPLEX  Incidence of verbs in the future tense, indicative mood, complex verb 

forms 

VT_FIRST_CONJ  Incidence of verbs in the first declension 

VT_SECOND_CONJ  Incidence of verbs in the second declension 

VT_THIRD_CONJ  Incidence of verbs in the third declension 

VT_FOURTH_CONJ  Incidence of verbs in the fourth declension 

VF_TRANSITIVE  Incidence of transitive verbs 

VF_PASSIVE  Incidence of verbs in the passive form 

VF_PARTICIPLE_PASSIVE Incidence of passive participles 

VF_PARTICIPLE_ACTIVE  Incidence of active participles 

VF_INTRANSITIVE  Incidence of intransitive verbs 

VF_INFINITIVE  Incidence of verbs in infinitive 

VF_IMPERSONAL_VERBS  Incidence of impersonal verbs 

VF_ADV_PRF_PART  Incidence of adverbial perfect participles 

VF_ADV_IMPRF_PART  Incidence of adverbial imperfect participles 
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TABLE VIII. 

LEXICAL METRICS 

Metric Description 
L_DIRECT_ADJ  Incidence of direct adjective 

L_QUALITATIVE_ADJ_SUP  Incidence of qualitative superlative adj 

L_QUALITATIVE_ADJ_CMP  Incidence of relative adj 

L_RELATIVE_ADJ  Incidence of relative adj 

L_QULITATIVE_ADJ_P Incidence of qualitative adj positive 

L_ANIM_NOUN  Incidence of animated nouns 

L_ADV_CMP  Incidence of comparative adverbs 

L_ADV_POS  Incidence of positive adverbs 

L_ADV_SUP  Incidence of superlative adverbs 

L_DIMINUTIVES  Incidence of diminutives 

L_FEMININE_NAMES  Incidence of feminine proper nouns 

L_FLAT_MULTIWORD  Incidence of flat multiwords expressions 

L_INANIM_NOUN  Incidence of inanimate nouns 

L_GIVEN_NAMES  Incidence of given names 

L_MASCULINE_NAMES  Incidence of masculine proper nouns 

L_NOUN_MASCULINE  Incidence of masculine nouns 

L_NOUN_FAMININE  Incidence of feminine nouns 

L_NOUN_NEUTRAL  Incidence of neutral nouns 

L_NUM_CARD  Incidence of numerals cardinals 

L_NUM_ORD  Incidence of numerals ordinals 

L_PRON_DEM  Incidence of demonstrative pronouns 

L_PRON_INT  Incidence of indexical pronouns 

L_PRON_NEG  Incidence of negative pronoun 

L_PRON_POS  Incidence of possessive pronoun 

L_PRON_PRS  Incidence of personal pronouns 

L_PRON_REL  Incidence of relative pronouns 

L_TYPE_TOKEN_RATIO_LEMMAS Type-token ratio for words lemmas 

L_CONT_A Incidence of Content words 

L_FUNC_A Incidence of Function words 

L_CONT_T Incidence of Content words types 

L_FUNC_T Incidence of Function words types 

L_PLURAL_NOUNS Incidence of nouns in plural 

L_SINGULAR_NOUNS Incidence of nouns in singular 

L_PROPER_NAME Incidence of proper names 

L_PERSONAL_NAME Incidence of personal names 

L_NOM_CASE Incidence of nouns in Nominative case 

L_GEN_CASE Incidence of nouns in Genitive case 

L_DAT_CASE Incidence of nouns in Dative case 

L_ACC_CASE Incidence of nouns in Accusative case 

L_INS_CASE Incidence of nouns in Instrumental case 

L_LOC_CASE Incidence of nouns in Locative case 

L_VOC_CASE Incidence of nouns in Vocative case 

L_INDIRECT_ADJ Incidence of indirect adjective 
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TABLE IX 

SYNTACTIC METRICS 

Metric Description 
SY_PARATAXIS  Number of words in parataxis sentences 

SY_DIRECT_SPEECH  Number of words in direct speech 

SY_NEGATIVE Number of words in negative sentences 

SY_NON_FINITE  Number of words in sentences without any verbs 

SY_QUOTATIONS  Number of words in sentences with quotation marks 

SY_EXCLAMATION  Number of words in exclamatory sentences 

SY_QUESTION  Number of words in interrogative sentences 

SY_ELLIPSES  Number of words in elliptic sentences 

SY_POSITIONING  Number of positionings (прикладка) 
SY_CONDITIONAL  Number of words in conditional sentences 

SY_IMPERATIVE  Number of words in imperative sentences 

SY_AMPLIFIED_SENT  Number of words in amplified sentences 

SY_NOUN_PHRASES  Number of noun phrases 

 

DARIA STETSENKO, INEZ OKULSKA: THE GRAMMAR AND SYNTAX BASED CORPUS ANALYSIS TOOL FOR THE UKRAINIAN LANGUAGE 311





Abstract—Artificial  intelligence  helps  to  solve  numerous

problems in modern science and technology.  AI-based image

recognition allows the detection of specific features. One of the

fields that uses AI-based image recognition is precision agricul-

ture. The purpose of the solutions described in this article was

to create a system based on artificial intelligence methods and

use it in a real project. The article describes the methodology

and results of work on tasks related to detection and recogni-

tion of corn growth stages, corn hydration levels, and detection

and recognition  of  healthy  corn  and pathogen-infested  corn.

Details of the implementation, results and their usefulness for

determining  selected  parameters  of  corn  condition  are  pre-

sented. The developed system makes it possible to monitor the

condition of corn, and can be extended to other crops in the

future. The presented solution meets the requirements of preci-

sion agriculture and is in line with the idea of agriculture 4.0.

Index Terms—AI, image recognition, precision agriculture,

determining corn condition parameters, field robot.

I. INTRODUCTION

HE MODERN development of AI has significantly in-

fluenced  the  development  of  precision  agriculture.[1]

Numerous research and research centers are successfully us-

ing AI methods to achieve the primary goals facing modern

agriculture [2][3], while providing an indispensable tool for

efficient analysis [4], rapid prototyping and detection of se-

lected  features  (e.g.,  object  recognition  in  images).  The

achievements gained are the engine for further development

of better and better solutions and implementation of the de-

veloped AI methods to more and more new applications. [5]

T

The present work concerns a real project implemented by

the Łukasiewicz Research Network - Institute of Aviation in

cooperation with the Łukasiewicz Research Network - Poz-

nań Institute of Technology and the UNIA company titled

"Polish robot - Intelligent robot that meets the requirements

of precision agriculture", which fits perfectly with the theme

of applying AI to modern agriculture. The main task of the

aforementioned robot is to realize the assumptions that guide

precision agriculture and fit into the idea of agriculture 4.0.

[6] Among the numerous functions of the field robot (such

as precise weeding of plants, precise fertilization of plants,

navigation based on computer vision, automatic movement),

of particular note from the AI point of view is the system de-

veloped for this project, the purpose of which is to automati-

cally  determine  the  broadly  understood  condition  of  corn

(this plant was chosen as the subject of research and its culti-

vation  is  dedicated  to  the  field  robot  developed  in  the

project).

The system developed for this purpose deals with detec-

tion and recognition of developmental phases of corn, detec-

tion and recognition of corn hydration levels, and detection

and recognition of healthy corn and corn infected with se-

lected pathogens based on the RGB images acquired. Based

on these values, an aggregate parameter for corn condition is

determined in the next step. The system is based on the use

of deep learning methods, with multiplication of calculations

using  a  graphics  card,  under  field  conditions  during  field

work carried out by a prototype field robot in a real time.

The system consists of four key elements: a system sensor

in the form of an RGB camera mounted on a prototype field

robot, a set of trained deep neural networks, a set of tagged

RGB images that  were used to  train the deep neural  net-

works, and an application for testing the condition of corn,

through which transformations are performed using a set of

trained deep neural networks.

The system that is the subject of the invention is based on

a new and innovative solution that uses existing technolo-

gies, namely RGB imaging and a set of trained deep neural

networks, in an area that connects agricultural producers and

designers of modern agricultural machinery. This area is the

support of corn cultivation, which is an important part of the

domestic grain crop and an important part of the global grain

crop. [7] The developed system fits perfectly into the strat-

egy of agriculture 4.0, by using some of the latest artificial

intelligence methods to automatically detect and analyze se-

lected environmental elements. 

An important element of the invention characterized by

innovation is a proprietary and unique collection of labeled

RGB images, containing several hundred labeled corn im-

ages in the form of RGB images, allowing neural networks

to  be  trained  to  detect  and  recognize  the  developmental
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phases of corn and to detect and recognize corn hydration

levels.

The specific challenges associated with each task are de-

scribed below:

A. Recognizing the growth phases of corn

In this task, the goal was to identify the growth phases of

corn, and the international BBCH scale of plant growth, or

more precisely its detailing for corn, was used to accurately

determine  these  phases.  This  scale  encompasses  several

spectra of plant development, and in the conducted research

fragments of the scale related to leaf development in plants

were  used.  Thus,  on  this  basis,  the  BBCH scale  [8]  was

used, ranging from 10 to 19, where the first digit denotes the

leaf scale and the second digit denotes the number of devel-

oped leaves. Fig. 1 presents an example of determining indi-

vidual BBCH scale values for the indicated plants.

B. Recognizing corn hydration levels

The task was to determine in which hydration range the

corn present in the photos is located. Three levels of hydra-

tion were adopted as the basic scale for which the research

was conducted: low, medium and high levels of hydration,

where low hydration meant exposing plants to conditions of

limited access to water,  medium hydration was associated

with moderate access of plants to water, and high hydration

was associated with regular watering of plants and mainte-

nance of  optimal  levels  of  plant  moisture.  The study was

conducted  under  soil  conditions  characteristic  of  central

Poland,  specifically  in  the  village  of  Borowiec  (Tarczyn,

Mazowieckie Province).

C. Recognizing healthy corn and corn infected with 

selected pathogens

This task focused on determining whether the plant was

fully healthy or showed some symptoms of infestation with

selected pathogens.

The next chapter focuses on the datasets that served as re-

search material for the above tasks.

II.DATASET

An important element of the described system character-

ized by innovation is a unique collection of tagged RGB im-

ages, which was developed strictly for the purposes of the

project under implementation. The collection contains sev-

eral thousand labeled images of corn in the form of RGB im-

ages,  allowing  to  train  neural  networks  for  detection  and

recognition of developmental phases of corn, as well as de-

tection and recognition of corn hydration levels.

The collection of images was acquired in the 2021 and

2022 growing seasons on a test plot established in the village

of Borowiec (Tarczyn, Mazowieckie Province). Images were

acquired in terms of changing developmental phases of corn

(images were acquired daily throughout the  growing sea-

son)  and in  terms of  controlled  access  of  plants  to  water

(here,  too,  the  relative  regularity  of  data  acquisition  was

maintained). In the case of the task related to the identifica-

tion  of  healthy  corn  and  corn  infested  with  selected

pathogens during the study, there was a problem with the

controlled  development  of  fungal  infestation  of  plants,

which, due to too low rainfall, did not develop. Therefore,

the study used an external dataset [10] containing images of

corn  infected  with  selected  pathogens  (Helmintosporiosis,

Common Rust, Gray Spot, Spodoptera Frugiperda caterpil-

lar) and healthy corn were used during the study.

Once the full footage was collected, the next step involved

labeling selected crops. The crop concerning corn develop-

ment stages was labeled using the polygon method, a very

precise  way,  and  the  output  of  the  labeling  process  was

a .COCO file, which was then used to implement the process

of training deep neural networks. The set on corn hydration

levels was labeled using the ground truth method. In turn,

the  set  on  healthy  corn  and  corn  infected  with  selected

pathogens was also labeled using the ground truth method.

Fig. 2 shows an example of the photos that went into the

dataset.  In  some images  plants  are  not  entirely  visible.  It

doesn’t affect the results of the algorithm for determining the

growing  stage,  because  this  is  only  the  case  with  higher

growing stages and in the dataset there are many labeled im-

ages on which plants are not fully visible. The photos were

taken from the same position of the camera in relation to the

rows of plants, which allows to distinguish the structure of

individual plants at different stages of development. In addi-

tion, plants may have more than 9 leaves and then all cases

are still classified as BBCH stage 19, so it is not necessary to

count all leaves then. Fig. 3 shows a view of several labeled

images that belong to the dataset.  There are plans to make

the proprietary dataset publicly available in the future, but it

depends only on the decision of the management of the Pol-

ish Robot project.

Fig. 1. Example of determining individual BBCH scale values for

indicated plants (figure comes from

https://pdf.helion.pl/e_1wwu/e_1wwu.pdf). [9]
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Fig. 2. Examples of photos that made it into the dataset.

Fig. 3. Labelled photos that belong to the dataset. The colors: light green,

dark blue and light  purple mean respectively:  phase 14,  phase 17 and

phase 18 of maize development on the BBCH scale.

III. METHODOLOGY

The prototype of the developed system relied on AI meth-

ods,  in particular  deep learning and RGB imaging,  which

were then used to develop a way of detecting and recogniz-

ing the developmental phases of corn, detecting and recog-

nizing corn hydration levels, and detecting and recognizing

healthy corn and corn infected with selected pathogens. One

of the main goals was for the calculations to be realized in

real time. In turn, the primary goal was to improve the field

work carried out by the field robot and reduce the amount of

crop protection products required.

The developed system is characterized by the fact that:

1) An RGB camera is mounted on the prototype field ro-

bot, which acquires images of the objects under study (corn

rows). The camera acquires RGB images and is mounted in

a position that allows it to acquire images of corn rows from

the side, at an appropriate height, so that the places where

plants grow out of the soil and whole plants or their parts are

visible.

2) Then the recorded data, in the form of images of the

plants under study, are sent to the computing unit.

3) In the computational unit, equipped with a corn condi-

tion application performing calculations based on a set  of

trained deep neural networks, analysis of the acquired im-

ages is performed. As a result of appropriate processing per-

formed with the help of the application, network responses

are obtained.

The set of trained deep neural networks includes the fol-

lowing artificial neural networks (characterized by the set of

possible responses to their outputs):

• A network  for  detecting  and  recognizing  the  growth

stages of  corn by classifying the recognized objects:  This

network was previously trained on a dataset, so it can clas-

sify  detected  objects  and  assign  them probabilities  of  be-

longing to the corresponding classes determined during the

process of labelling images from the training set used during

the training of the network.

In determining the classes and using them in the process

of  labelling  the  dataset  images,  the  international  scale  of

plant growth BBCH and a refinement of this scale for corn

were  used,  resulting  in  a  set  of  10  classes  as  follows:

"phase10",  "phase11",  "phase12",  "phase13",  "phase14",

"phase15", "phase16", "phase17", "phase18", "phase19" cor-

responding to successive phases of corn growth. The phase

numbers additionally allow to determine the moment of corn

susceptibility to pathogens and the moment favorable to the

use  of  specific  plant  protection  products  and  fertilizers,

which is important information from the point of view of the

farmer.

• A network for detecting and recognizing corn hydration

levels:  this network has been pretrained on the basis of a

dataset, so it can classify detected objects and assign them

probabilities of belonging to the corresponding classes deter-

mined during the process of labelling images from the train-

ing dataset.

In determining the classes and using them in the process

of labelling the dataset images, the parameters selected dur-

ing the seeding and cultivation of corn were used, respec-

tively: "hydration level I", "hydration level II" and "hydra-

tion level III" corresponding to low, medium and high hy-

dration levels, respectively.

• The network used to detect and recognize healthy corn

and corn infected with selected pathogens: This network was

previously trained on the basis of an external dataset avail-

able on the network [10], so it can classify the detected ob-

jects and assign them a probability of belonging to the corre-

sponding classes determined during the process of labelling

images from the training dataset.

A collection of 5 classes was used in labelling the dataset

images:  "Spodoptera  frugiperda",  "Helminosporiosis",

"Common rust", "Aureobasidium zeae" and "Healthy corn",

corresponding to particular types of corn infestation and the

case of healthy corn.

The corn fitness application is designed to continuously

monitor the folder into which the images coming from the

RGB camera are saved. When a new photo is detected, it is

loaded by the application and then given input to a set of

trained deep neural networks. The artificial neural networks

then  handle  the  processing  and  analysis  of  the  received

photo, and the output produces a response in the form of the

name of the photo along with its location, sets of parameters

calculated by the set of trained deep neural networks, a value

for the length of time the photo was processed, and a time-

stamp value telling the time the processing was performed.

These values are saved to a .csv format file with a specific

location. For successive images that appear in the monitored

folder and are processed by a set of trained deep neural net-

works, successive rows with processing results are added to
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the .csv file. This file can then serve as a set of data feeding

the database, and being already in the database can be used,

for example, to create map visualizations on the condition of

corn in a given field.

The RGB camera used in the research and development of

the  overall  system uses  an  array  that  captures  the  visible

range, which includes the ranges:

     1) blue (VIS) with a range of 400 - 500 nm

     2) green (VIS) with a range of 500 - 600 nm

     3) red (VIS) with a range of 600 - 700 nm

The camera during the collection of images for the dataset

and during the collection of images during the operation of

the field robot should be mounted at a height of about 30 cm

from the ground and pointed from the side towards the row

of corn at a distance of about 40 cm at an angle of 30 de-

grees, without the possibility of shifting.

The resulting file  in  .csv format  contains  the following

columns: 

1) Column 1 - "Filename"

2) Column 2 - probability of detecting level I of hydration

3) Column 3 - probability of detecting level II of hydra-

tion

4) Column 4 - probability of detecting level III of hydra-

tion

5)  Column 5 -  probability  of  detecting infestation with

Spodoptera frugiperda

6)  Column 6 -  probability  of  detecting infestation with

Helminosporiosis

7)  Column 7 -  probability  of  detecting infestation with

Common rust

8)  Column 8 -  probability  of  detecting infestation with

Aureobasidium zeae

9) Column 9 - probability of detecting healthy corn

10) Column 10 - probability of detecting growth phase 10

11) Column 11 - probability of detecting growth phase 11

12) Column 12 - probability of detecting growth phase 12

13) Column 13 - probability of detecting growth phase 13

14) Column 14 - probability of detecting growth phase 14

15) Column 15 - probability of detecting growth phase 15

16) Column 16 - probability of detecting growth phase 16

17) Column 17 - probability of detecting growth phase 17

18) Column 18 - probability of detecting growth phase 18

19) Column 19 - probability of detecting growth phase 19

20) Column 20 - value of "processing time"

21) Column 21 - value "timestamp”

The  application  has  an  image  processing  frequency  of

about 1 Hz.  The application is  installed on a control  unit

with libraries that are not expected to change during the life-

time  of  the  system,  has  a  permanently  assigned  path  for

downloading RGB images that does not change during the

lifetime  of  the  system,  and  a  permanently  assigned  path

where the output file in .csv format is saved. The adopted

structure of the output file in .csv format is invariable, which

guarantees that the order of columns that can feed the data-

base at a later stage is invariable.

Below is a schematic of the data transmission in the sys-

tem

Fig. 4. Schematic of data transmission in the system.

The application was tested using the Gradio library [11],

which allows visual operation of a set of trained deep neural

networks, i.e. loading selected images into the inputs of indi-

vidual networks, processing and analyzing the images by in-

dividual networks, and displaying the results of the networks

in textual and graphical form. The trained deep neural net-

works for detection of corn hydration levels and corn infes-

tation with particular  pathogens produce reflections in the

form of detection probability values for each class. In turn,

the neural network for detection of developmental phases of

corn generates responses both with regard to the value of the

probability of detection of individual classes (developmental

phases) and the masks visible in the image, along with the

assigned value of the class and the probability of recognition

of the class. The images that are processed by neural net-

works should be saved in typical graphic formats (e.g. jpg,

png, tiff). The output of an application run through the Gra-

dio library [11] produces numerical data and images in .jpg

format with drawn masks (as opposed to an application that

outputs results saved as a .csv file). Fig. 5 shows the images

in the application's output, with the detected objects labeled

and assigned classes and probability values.

The system can be used during the entire growing season

of the tested corn crops, i.e. from April to October, depend-

ing on the region of Poland, Europe and the world. The opti-

mal range of application of the system is to achieve plant

growth from the germination period until reaching stage 19

according to the BBCH scale. The range of hydration levels

that are determined by the system is from low (dry corn),

through medium, to high (optimal) hydration levels. 

When it comes to determining corn hydration levels, indi-

vidual soil classes are key, some of which guarantee higher

levels of hydration, while others don't allow as good water

retention. An additional factor in determining hydration lev-

els is the frequency and amount of precipitation and the pos-

sibility of artificially irrigating fields.

The  system  in  which  the  discussed  system  works  is

schematically illustrated in Fig. 6 (this is a side view of the

field robot). The system for detection and recognition of de-

velopmental  phases  of  corn,  detection  and  recognition  of

corn  hydration  levels,  and  detection  and  recognition  of

healthy corn and corn infested with selected pathogens is

composed of: 

• RGB camera 1 located on the field robot and directed

from the side towards the corn row, 
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• computational unit 2 connected to the RGB camera and

becoming the analysis center of the system (the computa-

tional unit also takes care of placing the images coming from

the RGB camera in a specific file folder), 

• An application that determines the condition of corn 3

loading data from the RGB camera and performing calcula-

tions based on a set of trained deep neural networks, as well

as additional calculations on the parameters and time of the

performed calculations, and creating an output .csv file with

the results of processing and placing it in the specified loca-

tion.

The operation of  the system is  based on the use of  an

RGB camera 1 on the field robot, which acquires RGB im-

ages at a frequency of about 1 Hz. The images thus acquired

are  then  sent  directly  to  computing  unit  2  (a  computer

mounted on the robot's platform), which saves the received

images in an appropriate file folder. An application for de-

termining the condition of corn is installed on the computing

unit, which analyzes the acquired images. The basis of the

application's operation is a set  of trained deep neural net-

works, which have been trained using a dataset. The result of

the system's operation is an output file in .csv format, which

is a report of the results obtained from the output of the neu-

ral networks, which forms the basis for determining the de-

velopmental phases of corn, corn hydration levels and detec-

tion of corn infestation with selected pathogens. The genera-

tion of a .csv file makes it  possible, at a further stage, to

transfer the data to a suitable database and then to process

them, for example, to display the results as depictions on a

map. Fig. 7 shows a schematic diagram of the system, in-

cluding the objects at the input of the system in the form of a

row of corn 4 and the objects at the output of the system in

the form of a file in .csv format 5.

IV. RESULTS

Once the image tagging stage was completed and a com-

plete dataset was created, it was possible to prepare and test

with the dataset the selected deep neural network architec-

tures in order to obtain the best possible results. The pro-

gramming language used for this purpose was Python with

appropriately selected libraries. The tests used selected ar-

chitectures of artificial neural networks, the most effective of

which were the following: 

- Hybrid  Task  Cascade  (HTC)  with  ResNet50  as  a

backbone

- Hybrid  Task  Cascade  (HTC)  with  ResNet101  as  a

backbone

- Hybrid Task Cascade (HTC) with ResNeXt101 as a

backbone

- Mask2Former [2021.12]

Of these, the best performance was the HTC network with

ResNeXt101 as a backbone.

Fig. 8 shows a summary of the results obtained for the

task of detecting and recognizing the developmental stages

of corn on the BBCH scale.

Fig. 8 shows a plot of the average precision metric mAP

obtained during training of deep neural networks (where the

y-axis is the average precision values from all classes, and

the x-axis is the successive training steps). Fig. 9 shows the

results of the network with the detected objects in the form

of corn, along with the identification of their developmental

phases and the assignment of their class membership proba-

bility values.

The results obtained are satisfactory and allow accurate

detection and recognition of developmental phases of corn.

The fields drawn by the algorithm are comparable with man-

ual marking of images, which is a great success and proves

the high accuracy of the obtained solution.

A further study dealt with the identification of corn hydra-

tion levels. In this case, a collection of photos taken in a test

plot was used, where hydration levels were kept under close

control throughout the corn growth period. The downloaded

images were divided into appropriate subsets and labeled us-

Fig. 5. View of the image on the output of the application.

Fig. 6. Schematic view of the system mounted on a field robot.

Fig. 7. Circuit schema with input and output components.
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ing the ground truth label, and then the creation of the model

and the training of deep neural networks were handled. A di-

agram of the solution concept is shown on the Fig. 10. The

input shows a sample input image, then the images are fed to

the input to the convolutional deep neural network, and the

output gives the individual responses of the network, along 

Fig. 8. Diagram of mAP average precision metric obtained during train-

ing of deep neural networks. Diagram provides a chart of mean average

precision performance vs. number of training epochs.

Fig. 9. Results of the network with the detected objects in the form of

corn.

with the assigned probability levels of the detected object

belonging to each class. These classes are: "hydration level

I", "hydration level II" and "hydration level III" correspond-

ing to: low, medium and high levels of hydration. The best

results were achieved using the ConvNeXt Small architec-

ture network for classification.

The next stage of the study was the recognition and detec-

tion  of  healthy  corn  and  corn  infested  with  selected

pathogens.  The images  used to  train  the  deep neural  net-

works were of healthy corn and corn infected with selected

pathogens (the study used a set of 5 different pathogen infes-

tations, where in 

Fig. 10. Schematic of the concept for solving the problem of determin-

ing corn hydration levels.

Fig. 11. Schematic of the concept for solving the problem of detection of

healthy corn and pathogen-infected corn.

each crop the corn was infested with only one of the selected

pathogens  and  there  was  no  infestation  with  several

pathogens simultaneously). The input to convolutional deep

neural networks was given an input image, and the output re-

ceived five responses with assigned probability levels for de-

tection of individual pathogen infestations or a healthy plant

state without pathogen infestation. A diagram of the solution

concept  is  presented below. The best  classification results

were achieved using a network with the ConvNeXt Small ar-

chitecture.

The approaches that were developed were then subjected

to performance tests of all algorithms from the test set on the

same single image. The results confirmed the validity of the

approaches. The conclusion of the experiments confirms that

the algorithms can successfully operate simultaneously with

high detection and recognition accuracy.

The generalization ability  of  the  trained algorithms has

been tested also on a different corn fields than the one of the

test site. The results of the developed system were tested on

a robot prototype in a larger corn field. The conducted re-

search  confirmed  the  correctness  of  the  adopted  concepts

and after confrontation of the obtained results with the anal-

ysis carried out using the human eye, the correctness of the
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obtained results was confirmed. Thanks to this, the use of

the developed system in the prototype version of the robot

was accepted and will be continue in the product version of

the robot.

V. DISCUSSION

The subject of corn cultivation supported by the applica-

tion of modern solutions in the field of field robots and in-

formation technology (with particular emphasis on AI) is a

fairly new topic, but already has a large number of imple-

mented solutions. [12] The subject is constantly developing

rapidly, and the research is a driving force for the introduc-

tion of better solutions and development of this branch of

science and technology. [13] The analysis of the state of the

art has been carried out focusing on the main tasks that the

system in question performs, and attempts have been made

to find other ways of approaching the same subject.

The first task analyzed was the detection and recognition

of corn growth levels consistent with the BBCH scale. In the

collection of available scientific articles, one has not come

across an approach identical to the one discussed in this arti-

cle. Determination of developmental stages is usually done

manually, i.e., by a person who has to look at the plant to as-

certain  its  developmental  level.  The  BBCH  plant  growth

scale has been developed for this purpose and detailed for

the case of corn, but it is usually used for manual identifica-

tion of developmental stages, and no one has yet carried out

this  identification  in  an  automated  manner.  The  prepared

collection of labeled RGB images in the form of a dataset

containing,  among other  things,  a  collection of  images of

corn with the designation of its individual growth stages ac-

cording to the BBCH scale is therefore a unique thing. In ad-

dition, it was used to realize the process of automatic deter-

mination of developmental phases of corn with very high ef-

ficiency thanks to appropriately selected architecture of deep

neural networks and training of these networks based on the

collected dataset. The developed solution can run both on a

standard computer in the office, using images taken in the

field, and directly in the field as a solution applied to a com-

puting unit  mounted on a field robot.  It  is  a fast  method,

which eliminates the laboriousness of the previous manual

approach to this subject, and in addition it is characterized

by high accuracy and allows to obtain a data set with results

on many individual plants collected in a single file, which

can input to the database.

Another of the tasks was the recognition and detection of

corn hydration levels. A detailed analysis of the current state

of the art indicates that this is also a unique solution. There

are solutions that use deep learning to determine and predict

soil moisture. [14][15][16][17] Machine learning is further

used to predict soil properties in terms of permeability and

water retention. [18][19][20] However, in no case has an ap-

proach been found that is consistent with the one developed

in  the  present  invention  application.  The  dataset  created,

which also contains an image collections of corn character-

ized by different levels of hydration, is unique in terms of

developing an approach based on training deep neural net-

works based on images of  corn characterized by different

levels of hydration. In addition, the developed solution al-

lows efficient determination of corn hydration levels based

on individual  photos,  and  this  process  can  be  carried  out

both on a standard computer (e.g., in the office or at home)

and directly in the field as a tool mounted on a field robot.

As  in  the  first  task,  here,  too,  the  resulting  data  is  made

available in the form of a text file that can be an input to a

database.

The third of the tasks, which is carried out with the help

of the solution, is the recognition and detection of healthy

corn and corn infected with selected pathogens. In this case,

an available collection of labelled images [9] was found on

the web that show pathogen-infected corn and healthy corn.

AI-based solutions are also available that can begin to iden-

tify pathogen-infected plants.[21][22][23][24][25][26] How-

ever, the solution presented in this application is character-

ized by the use of additional deep neural network architec-

tures, and the entire solution is composed with simultaneous

determination of developmental phases of corn and recogni-

tion of corn hydration levels, which is unique. In addition,

the adopted solution easily aggregates the data collected dur-

ing the measurements into a .csv text file, which can conve-

niently  be  an  input  into  the  database.  Thus,  the  solution

demonstrates the several-track analysis of single images and

allows the determination of parameters that are not realized

by other available studies.

VI. CONCLUSIONS

The use of the system in question to support the cultiva-

tion of corn will affect the emergence of the possibility of

accurate and rapid monitoring of the condition of individual

plants, including: the determination of corn growth stages;

corn hydration levels; and precise identification of the threat

from typical corn pathogens. Such accurate identification is

made possible by linking output data with data from a GPS

transmitter,  which  can  work  simultaneously  with  the  de-

scribed system. Linking data from the .csv output file with

data from the GPS transmitter is not complicated and can be

done at the database.

The main goals that will be achieved after the implemen-

tation of the system in the actual project will be beneficial

not only for the manufacturers of modern machinery used in

precision agriculture, but primarily for the producers of agri-

cultural crops, whose goal is to accurately monitorize their

crops,  the desire to reduce the amount of plant protection

products and fertilizers used, as well as to obtain high yields

of plants with minimum consumption of pesticides.

The  developed  approach  may  affect:  the  possibility  of

early detection of infestation by disease-causing pathogens

attacking corn crops, the ability to accurately determine the

hydration levels and development phases of corn, so that it

will be possible to determine the moment of necessary appli-

cation of necessary plant protection and fertilization prod-

ucts in a very precise way. As an additional effect, thanks to
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the data obtained with the system, it will be possible to visu-

alize the field in terms of the occurrence of specific develop-

mental phases of corn, specific levels of hydration and corn

infestation with selected pathogens.

The practical use of the discussed system will  translate

into considerable benefits for manufacturers of agricultural

machinery for  precision farming: increasing the efficiency

and  accuracy  of  detection  of  plant  pathogen  infestation,

speeding  up  the  process  of  detecting  corn  development

stages, and automating the determination of corn hydration

levels without the need for additional soil sensors. The AI

input will allow to reduce the production costs of highly spe-

cialized agricultural machinery, and will also allow to extend

the developed solution to other crop species.

The system will also bring benefits to corn crop produc-

ers. These include the possibility of simultaneous and early

detection of plant pathogen infestation, determination of hy-

dration levels  and precision determination of  corn growth

phases with the accuracy of individual plants. This will give

a chance to react early to pathogen threats and overdrying of

crop fields. This will directly reduce the usage of crop pro-

tection products. The process of automation of the crop field

inspection will reduce the financial outlays necessary for the

implementation of this process by standard means. Early re-

sponse to pathogens, detection of insufficient hydration, as

well as detection of differences in growth phases between

plants in different parts of the fields will allow to achieve

higher yields and increase income of agricultural producers.

In addition, the system will  provide benefits for consu-

ments  and  the  environment.  With  early  detection  of

pathogens, alarmingly low levels of hydration, and identifi-

cation of areas of crop fields where plants are characterized

by slower growth, it will be possible to decrease the use of

crop protection products and fertilizers, which will directly

reduce the release of harmful chemicals into the natural en-

vironment  and  food,  thereby  positively  affecting  human

health.

The system under discussion, which will be well received

by precision farming machinery producers and agricultural

producers, will have tangible benefits for both these groups

and for consumers themselves. This solution will be able to

find interest not only in Poland, but also in the rest of Europe

and around the world. In addition, the described system is

easily transferable to other crop species than just corn, and

can be an invaluable aid to the implementation of modern

precision agriculture in many key plant  food crops in the

world.
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Abstract—We consider the problem of researcher output
identification and its verification. Nowadays, researcher outputs
verification is a challenging problem faced by institutions that
want, for example, employ such a researcher. Usually, there
is no verification, and the aforementioned institutions rely on
trust that the received documents are authentic. Our solution
is a based on blockchain technology, a public ledger with
smart contracts, that is the root of emerging web3. We use the
public wallet address as the researcher identification number
and the wallet as the store of all researcher credentials. This
paper presents ERC-721 standard-based solution and addresses
the conference certification case. The solution proposed in this
paper addresses two challenges that arise in collecting and
verifying data on research output for managing, monitoring, and
evaluating purposes. We show that the public wallet address can
be successfully used as the researcher identification number, and
the wallet can be used as a vault of all the researcher credentials.

I. INTRODUCTION

A. Background

BLOCKCHAIN emerged as a distributed ledger used
for cryptocurrency. The first successful cryptocurrency

blockchain, Bitcoin, was introduced by [1]. Since that time,
many alternative solutions and forks of Bitcoin have appeared.
One of the recent milestones in blockchain development was
the release of the Ethereum [2], the first implementation of
Blockchain 2.0 concept [3]. Ethereum can be defined as a
blockchain-based platform for decentralized application devel-
opment. It is based on Ethereum Virtual Machine (EVM) that
is Turing-complete, and which allows running any algorithms
on the blockchain.

B. Areas of performance management where blockchain can
be useful

The management of research institutions and research work
is based on mechanisms that monitor and evaluate scientific
achievements and research outputs. This includes evaluation
conducted at the national level within performance-based
research funding systems and evaluation of individual re-
searchers or scholarly publication channels. One of the key
elements of the whole system of monitoring are persistent
identifiers. They are intended to uniquely identify a given
object so that the products of scientific work can be monitored.
Identifiers are commonly used to identify publications (e.g.
DOI or ISBN) and recently also to identify researchers (e.g.
ORCID or ScopusID) and organizations (e.g. Funder ID,
Global Research Identifier Database (GRID) ID or Research
Organization Registry (ROR) ID).

The solution proposed in this paper can address two chal-
lenges that arise in collecting and verifying data on research
output for managing, monitoring, and evaluating purposes.

The first challenge concerns the legal aspect and relates to
who owns the data or servers on which information about
the output of researchers and institutions is collected. This
challenge is crucial at the level of national policies, which is
particularly evident in Europe with the General Data Protection
Regulation. It is because it turns out that what is not problem-
atic when identifying publications using DOIs, as it mainly
contains publication metadata and possibly references, can
pose significant legal problems when dealing with institutions
and researchers. For example, Poland has one of the highest
percentages of researchers with ORICDs [4]. It is a result of
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the announced changes in Polish science policy regarding the
evaluation of research institutions. ORCID was supposed to
be the primary source of information about publications and
scientific activity of Polish researchers. However, it turned
out that at the stage of implementation of this policy, there
were doubts of legal nature as to in which country the servers
containing information about the achievements of Polish re-
searchers would be located and whether the Polish government
could rely on its internal policy on such external information.
Ultimately, ORCID became a recommended rather than an
obligatory identifier.

The second challenge is related to the unambiguous legit-
imization of information by the authorized entity and verifica-
tion of the validity of the presented information by the institu-
tion or researcher. When applying for a job at a scientific in-
stitution or promotion, researchers list their achievements and
research outputs. In the case of scientific publications, there are
no major problems with checking whether such a publication
exists. However, there are publications published in the so-
called hijacked journals [5], i.e., in journals pretending to be
other journals. If a publication has a DOI, one can verify
in which journal such a publication was actually published.
However, this is no longer so easy in the case of scholarly book
publications, as DOIs are rarely assigned to such publications.
Moreover, many companies organize so-called questionable
conferences [6] with confusingly similar names, which is done
intentionally to resemble reputable events. Consequently, in
the process of considering candidates for scientific positions
or evaluating the output of an institution, it is not always
clear whether such a conference was, in fact, organized by
a reputable institution or a company organizing para-scientific
events because certificates are mostly in the form of PDF files
that can be produced by anyone.

C. Certification based on the blockchain

Certification based on the blockchain is known in the
literature and was one of the interesting subjects during the
last three years. Diverse approaches were proposed, but none
of them was based on the ERC721 [7] tokenization standard,
which supports multiple features (see Section II) and is com-
patible with the existing blockchain ecosystem (i.e. software
and hardware wallets, such as MetaMask or Ledger). In [8]
authors presented an outline of structure and functionality
of certification system based on blockchain. They suggest a
solution which is a combination of conventional database (off-
chain transactions) of students and blockchain technology (on-
chain transactions) where the front-end application combines
information from both to present the data. This solution
involves a third-party institution of Certificate Authority. [9]
propose a blockchain-based solution that aims to share student
results between Higher Education Institutions. [10] proposed a
different approach that leverages a blockchain-based network
composed of private and public blockchains to allow educa-
tional institutions, learning users, and talent markets exchange
the information. An e-learning blockchain-based system was
presented in [11]. Here the authors proposed an e-learning

system that uses multi-chain architecture as a decentralized
ledger that stores users’ rewards (e-learning vouchers) and
certificates. Another certification system was proposed in [12]
where the platform incentives effort in grading via payments
with crypto-tokens. In [13], authors proposed a blockchain-
based academic certification solution for higher education
institutions. They created an Ethereum-based Web3 DApp
(a decentralized application [14]) with an application front-
end implemented in React library using MetaMask connected
to Infura node, and a back-end written in Solidity language
using IPFS storage [15]. In [16] authors presented Student-
Centered iLearning Blockchain framework which allows to
certify, acknowledge and validate students’ achievements,
skills and competencies on Ethereum blockchain. Contrary to
this and other previously presented solutions, in our approach
an acknowledged ERC721 [7] standard is used. Thanks to
this, digital certificates generated in our system are recognized
and presented visually in popular cryptocurrency wallets like
MetaMask or Ledger. A survey of over 30 other publications
on Blockchain-based prototypes and use cases to transact
digital certificates in public education was presented in [17].

D. Aim of the study

This paper aims to present an idea for certifying research
outputs and academic achievements using blockchain. We
show how such a certification can be designed and imple-
mented in the example of a scientific conference. Moreover,
we demonstrate how such a solution could, in the future, allow
coping with specific challenges that face the collection of
information about scientific activity and its verification in the
research evaluation process.

Currently, mass adoption of this solution in the scientific
community is difficult due to the high cost of implementation
and certification of a single activity. However, the costs of
using blockchain are steadily decreasing; therefore, our article
may be an inspiration for discussion of whether blockchain can
be used in the processes of managing scientific institutions and
research evaluation, or whether it is instead a dead end.

II. OUR APPROACH

In this section, we present the design of a blockchain-based
academic profile for conference attendance certification. The
source codes of the solution are shared in the GitHub platform
at github.com/rsusik/conference-certification. Our system con-
sists of the following components:

1) Smart Contract (ERC721)
2) User Interface
3) Blockchain (Ethereum)
4) Certificate (Token)

The back-end of the solution is implemented as a smart
contract written in Solidity language. The contract implements
ERC721 interface and is deployed in the Ethereum blockchain
but can also be deployed in any other compatible chain (e.g.
Polygon, BSC).

We distinguish the following actors in our system: Partic-
ipant, Organizer, and Others. A Participant is a person who
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attends the conference and gains a credential, the Organizer is
an entity (university, institute, organization, etc.) that organizes
the conference, and the Others are all other blockchain users
who want to check or validate the user’s participation in the
conference. The outline of the system is presented in Fig. 1.
It consists of User Interface (UI), which is a web application
(front-end) and a Smart Contract (back-end).

Fig. 1: System outline

The Smart Contract is created and deployed to Blockchain
(Ethereum in our implementation) by the Organizer (or on his
behalf) for a particular Conference Event. Once the contract
is created the Organizer can mint tokens representing certifi-
cations for the Participants. The Participant can add the token
to his wallet via the User Interface or any wallet manager
such as MetaMask. The Others can check if the Participant
attended the conference and read the metadata of his activity.
The system allows to:

• issue certifications (mint the tokens),
• revoke certifications (burn the tokens),
• transfer certifications (transfer tokens),
• list Participant’s certifications (list token owners),
• list the conference certifications (list tokens),
• validate the Participant’s certificate.
The Organizer has permission for all of the listed activities.

The Participant is the owner of the token that represents the
credential. He has the same permissions as Others. The Others
can list all participants and credentials of the conference.

The Participant is required to deliver his wallet public
address, then the Organizer can issue a certificate for him
(mint an NFT token). There are two types of participants:
active (i.e. those who present their research results) and
passive (listeners). According to [18] each certificate for active
Participant contains such information as: Acronym, Event type
(Conference, Workshop, Symposium), Year, Date (October 26-
30), Location, Title (i.e. International Semantic Web Confer-
ence), Subject (what the conference is about, i.e. Semantic
Web).

Fig. 2: Use case diagram

The Organizer delivers the conference Smart Contract ad-
dress to Participants after the conference event. The Partic-
ipants can then add the certifications to their wallets. Other
users can read the conference participant list or validate cre-
dentials using either the User Interface or directly by executing
a function in the Smart Contract on the blockchain.

The proposed approach is fully decentralized, there is no
need to implement or use any specific API as the system is
based on the public blockchain, so everyone who has access to
the Internet and the blockchain nodes can read certifications
and confirm their authenticity. Additionally, all the Internet
users can write their applications and integrate with our
solution without our permission as long as they use the same
programming interfaces (the ERC721 standard and JSON
Schema). Figure 3 shows a screenshot of MetaMask mobile
crypto wallet containing an example conference certificate.

There are costs of smart contract deployment on blockchain
and token minting. This may be perceived as a disadvantage
of this system, but there are multiple options for cost op-
timizations (including the use of Layer2 chains or ERC115
contracts) [19], [20], [21]. On the other hand, there is no need
to maintain any servers (i.e., databases, HTTP servers, DNS
services, etc.) to store and share the data.

III. CONCLUSIONS AND FUTURE WORK

In this paper, we address the problem of researcher output
identification and its verification. We show that the public
wallet address can be successfully used as the researcher
identification number, and the wallet can be used as a vault
of all the researcher credentials. Additionally, the proposed
solution is based on the ERC721 standard, which makes
it compatible with most existing crypto wallets and other
software. Apart from the conference case, there are a number
of interesting use cases for this solution. In fact, we believe that
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Fig. 3: Screenshot of a certificate of attendance displayed in MetaMask mobile crypto wallet

blockchain can be used to store complete researcher profile
information and replace those commonly used nowadays.

The limitation we see in a blockchain–based certification
system is the need to have smart contract addresses of le-
gitimate conferences or journals. Questionable conferences or
hijacked journals may mint tokens (representing credentials)
in their smart contract (pretending to represent other journals)
using any address. This situation is analogous to sharing
credentials on a fake HTTP conference website. However,
we do not consider it a significant disadvantage because, by
knowing the smart contract address of a specific legitimate
conference (for instance, obtained from its official website)
or having a list of such respected conferences (with their
smart contract addresses), we can easily verify if a particular
certificate has been issued by mentioned conference (the
token is minted on their smart contracts). Moreover, verifying
such fake credentials is unnecessary, as the client application
wouldn’t display them. Another factor that may be considered
a minor inconvenience in implementing this approach is when
journals or conferences use diverse blockchains for credential
certifications. In such a case, we need to query multiple
blockchains to perform the verification, which is not an issue
but may require additional work or a higher-level API.
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Abstract—This paper suggests an index-matrix approach to
a knapsack-based portfolio selection model (E-IFKP) with pa-
rameters, characterized by elliptic intuitionistic fuzzy values.
Elliptic Intuitionistic Fuzzy Sets are a tool to model the greater
uncertainty of the environment, which is introduced in 2021. In
the developed E-IFKP model, the price and the return value
of the assets are determined by experts taking into account
their rank. Three scenarios are proposed to the decision maker
for the final choice - pessimistic, optimistic, and average. The
proposed E-IFKP extends the dynamic programming approach
for the Knapsack problem, which aims to select items to be placed
in the knapsack to achieve the highest possible total value not
exceeding its capacity. To determine the best option for an E-
IFKP for certain data from the US stock exchange a software
for conducting the proposed approach is developed and is used
in the case study.

I. INTRODUCTION

THE GOAL of the portfolio selection problem is to select
the assets that will receive the most value from the

limited resources that are available [37]. Markowitz [27], who
introduced the mean-variance model and treated asset returns
as random variables in the multivariate normal distribution,
laid the groundwork for portfolio selection. That model defines
efficient portfolios as those that maximize expected return for
a given level of risk or those that minimize risk for a given
level of expected return. The Markowitz portfolio selection
theory and the related methods require a large amount of time
sequence data. That data is required to create the statistical
indices that serve as the foundation for these methods. Despite
its many benefits, Markowitz’s model has drawn criticism
since it fails to take into account many other factors besides
risk and return [50]. Over the past few decades, numerous
Markowitz’s model extensions have been created [58].

According to [57], historical data is either unavailable or
insufficiently detailed to predict how the market will evolve in
the real world. As a result, another option might be to review

Work on Sect. I and Sect. II is supported by the Asen Zlatarov University
through project Ref. No. NIX-482/2023 “Modeling Management Decisions
with New Analysis". Work on Sect. III and Sect. IV is supported by the Asen
Zlatarov University through project Ref. No. NIX-486/2023 “Application of
Intuitionistic Fuzzy Logic in Decision Making”.

financial reports and the opinions of experts and/or investor
preferences. Making decisions in the real financial market is
frequently complicated and unclear, which is another issue.
In order to take into account the actual state of the financial
markets in portfolio selection models, numerous ways based
on uncertain conditions have been created. These include
a robust-based approach in [18], a scenario-based approach
in [35], and fuzzy methods in [42], [43]. The developed theory
of fuzzy logic [56] is a useful tool for working with incomplete
or ambiguous information. The essential idea is to transform
linguistic variables into fuzzy sets (FSs) using the appropriate
membership functions [58]. It is suggested that fuzzy portfolio
selection take into account the expertise of professionals, the
subjective opinions of investors, or quantitative and qualitative
analysis in portfolio selection challenges. Fuzzy portfolio
models are another type of potential method for resolving
non-probabilistic portfolio selection because the investment
behaviors to new economic events cannot be precisely evalu-
ated by the prior return rates for the selected securities due
to the exclusion of many factors in the portfolio selection
process. In [17], [26], [55], the objective is to maximize the
fuzzy return rates while limiting the maximum investment
risk by employing possibility theory, which was modeled
and researched for the portfolio choice problem. Theories of
possibility or believability that lead to the best selections in
a fuzzy portfolio selection can be used to summarize the key
studies in fuzzy portfolio models. The development of multi-
objective risk measurements and fuzzy portfolio selection
evaluations are presented in [30]. The entropy method is used
in [55] to formulate a weighted possibility fuzzy multiob-
jective and higher order moment portfolio model with the
efficiency and effectiveness portfolio selections. Two fuzzy-
AHP approaches for portfolio selection in the Istanbul Stock
Exchange are performed and compared in [43]. The capital
gain tax to fuzzy portfolio selection is taken into considera-
tion in [16] and formulated as a bi-objective mean-variance
problem that is solved by a time-varying numerical integral-
based particle swarm optimization algorithm. By constructing
the evolutionary algorithm and fuzzy simulation approach to
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demonstrate the efficient algorithm, a skewness fuzzy variable
is employed in in [24] to formulate a mean-variance-skewness
fuzzy portfolio selection. In order to differentiate between
three different types of risk behaviors for investors, a fuzzy
portfolio selection for dealing with qualitative information that
is represented as hesitant fuzzy elements is suggested in [58].
A fascinating subject in the study of fuzzy portfolio selections,
according to [31], is the risk behavior analysis for investors.
In [49], the proposed threshold of excess investment for each
security in the portfolio selection is the assured return rate.
A fuzzy analytic network technique is employed for portfolio
selection [37], and a great deal of other criteria other than
risk and return are studied. According to [34], there are sev-
eral financial applications for fuzzy logic, including portfolio
optimization. Multi-objective linear programming is created in
study [54] for portfolio selection in a fuzzy environment. The
model, based on the investor’s risk behavior in a dimension
that is different from the gap between the guaranteed return
rate and the return rate for each security, is suggested in [11].
According to [21], where the mean-variance model was used
for portfolio selection and the risk the behavior of an investor
in a different dimension distance for shortage investment
and the excess investment was still not taken into account,
the adjustable security proportion for excess investment and
shortage investment based on the selected guaranteed return
rates for profitable returns is suggested. The dimension of
excess investment has been taken into consideration as the
fuzzy portfolio based on guaranteed return rates has been
developed for investors with various risk preferences [10].
According to Gorzaczany [19], since decision-makers aren’t
always able to accurately explain an element’s degree of
membership, formal representations of fuzzy sets are usually
insufficient. There is often a degree of hesitancy between
membership and non-membership in real-world issues since
decision-makers frequently express their thoughts even when
they are unsure of them [53]. Fuzzy set extensions are needed
to address this problem. In [1], Atanassov has proposed the
intuitionistic fuzzy sets (IFSs) as an extension of FSs. The
difference between FS and IFS is that the elements of the
latter sets have a degree of hesitancy, which complements
the corresponding sum of the element membership and non-
membership degrees to 1. In [52] are described as other
“extensions” of the IFSs and these extensions of IFS have
been compared with themselves. The authors of [52] have
demonstrated that IFS can completely describe a Hesitant
Fuzzy Set [44]. In [52], the authors also prove that the
Picture fuzzy sets [12], the Cubic set [25], the Neutrosophic
fuzzy sets [40] and the Support-intuitionistic fuzzy sets [33]
are representable by interval-valued IFSs (IVIFSs) [8]. In
recent years, two more generalizations of intuitionistic fuzzy
sets have appeared in the form of circular [4], and elliptic
IFSs [5], which also generalize interval-valued IFSs. The ulti-
mate goal of an intuitionistic fuzzy interactive multi-objective
optimization approach is to find the optimum solution that
maximizes satisfaction and minimizes unhappiness, according
to [36]. Interactive optimization techniques’ primary objective

is to actively involve the decision-maker in problem-solving.
A socially responsible portfolio selection problem is solved
in [20] utilizing an interactive triangular intuitionistic fuzzy
approach. A portfolio selection model built on the knapsack
problem with interval uncertainty is provided in the study [51].
It is suggested that the created model, which is based on the
knapsack problem (KP), can be used to appropriately allocate
the number of shares to various assets and may be able to
determine the best asset allocation under unique circumstances
involving relatively high stock values.

In this regard, our efforts are to develop an extension of
the portfolio selection problem so that it can be applied to
IF data and then to circular and elliptic IFSs. In our previous
works [45], [46], we for the first time have suggested IF and
circular IF KP (C-IFKP) for finding the optimal solution re-
spectively of the IF and circular IF portfolio selection problem.
The main parameters in the problems are IF pairs or circular IF
triples, determined by experts under three different scenarios
- pessimistic, optimistic, and average. E-IFSs are described
as sets with an ellipse indicating the degrees of membership
and non-membership for each element of the universe [5].
No developed models for optimal portfolio selection with
elliptic IF data were found in the Scopus database. The
index-matrix method to an elliptic knapsack-based portfolio
selection model (E-IFKP), which extends the Circular IFKP
and IFKP approach from the studies [46], is introduced here.
Experts agree on the importance, cost, and return of each asset,
and the suggested approach takes these ratings into account.
Pessimistic, optimistic, and average scenarios are put out to
the decision-maker for consideration before making a final
decision. Software for carrying out the suggested E-IFKP is
under development and utilized in the real case at a specific
time to find the best alternative for an E-IFKP for specific
data at a specific moment from the US stock exchange. The
advantage of this model is that it can be applied to both plain
and elliptic IF data. Another advantage is that it can easily
be extended so that it can be applied to multidimensional IF
data. Theoretical Contributions of the study are: the introduced
definition of elliptic IF quads; extended comparison operations
and relations on IF pairs to those on elliptic IF quads.

The Knapsack problem’s (KP) goal is to maximize the
total utility value of all things selected by the decision-
maker within the constraints of a knapsack [28]. The phrase
“Knapsack problem” first appeared in early publications by
George Dantzig in the 1950s [13]. Gilmore and Gomory
examined the dynamic programming method to the KP in
1966 [15]. An approximation approach for the solution of
a multiple choice fuzzy KP (FKP) is provided in [22]. Ant
colony optimization with environmental changes is developed
in [32]. The paper presents one kind of FKP [38]. A dynamic
programming strategy has been provided in [9], [38], [39] for
solving FKP. In the work [14], an approach for ant colonies to
optimize the Multiple-Constraint Knapsack Problem utilizing
intuitionistic fuzzy (IF) pheromone updating is described. The
idea of the E-IFKP and its usage for the portfolio selection
problem according to three scenarios give this work its novelty.
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The remaining portions of this study are structured as follows:
Short remarks to the elliptic intuitionistic fuzzy quads (E-
IFQs) and the index matrices (IMs) are provided in Section II.
A form of 0-1 E-IFKP for portfolio selection is suggested
in Section III, and with the aid of software, it is applied
to a real E-IFKP for the selection of portfolio shares of
the IT companies which make up the Dow Jones Industrial
Average. Section IV, which summarizes the findings and offers
recommendations for additional study, brings the work to a
close.

II. REMARKS ON ELLIPTIC INTUITIONISTIC FUZZY
QUADS AND INDEX MATRICES

We will define elliptic intuitionistic fuzzy quads (E-IFQs),
index matrices (IMs), as well as some of their operations and
relationships, in this section. In 2021, the IFS is extended with
the E-IFS, which has a different interface. An ellipse with
semi-major and semi-minor axes exists around each element
of E-IFS that represents its membership degree and non-
membership degree [5].

Let’s consider the definition of an intuitionistic fuzzy pair
(IFP) [7]: an IFP has the form of ⟨a(p),b(p)⟩ or ⟨µ(p),ν(p)⟩:
The components of an IFP are a(p)(µ(p)),b(p)(ν(p)) ∈
[0,1] and a(p)+b(p) = µ(p)+ν(p)≤ 1, respectively. These
elements represent the degrees of membership and non-
membership of a proposition p. Using the definition of the
E-IFS [5], let us define E-IFQ as an object of the following
form:

⟨a(p),b(p);u,v⟩= ⟨µ(p),ν(p);u,v⟩,
where a(p) + b(p) = µ(p) + ν(p) ≤ 1, which is utilized to
evaluate the statement p, is regarded as the “truth degree” and
“falsity degree” of the assertion p, respectively. The semi-
major and semi-minor axes of the ellipse with the center
⟨a(p)(µ(p)),b(p)(ν(p))⟩ are u,v ∈ [0,

√
2], respectively.

Two E-IFQs xu1,v1 = ⟨a,b;u1,v1⟩ and yu2,v2 = ⟨c,d;u2,v2⟩,
shall be used. Let us define an operation ∗ ∈ {min,max}.
The operations over E-IFQs that follow are based on the
E-IFSs operations from [5]. For the E-IFQs, the operations
“subtraction” and “division” for C-IFPs [46] are modified.

¬xu1,v1 = ⟨b,a;u1,u2⟩;
xu1,v1 ∧∗ yu2,v2 = ⟨min(a,c),max(b,d);∗(u1,u2),∗(v1,v2)⟩;
xu1,v1 ∨∗ yu2,v2 = ⟨max(a,c),min(b,d);∗(u1,u2),∗(v1,v2)⟩;

xu1,v1 +∗ yu2,v2 = ⟨a+ c−a.c,b.d;∗(u1,u2),∗(v1,v2)⟩;
xu1,v1 •∗ yu2,v2 = ⟨a.c,b+d −b.d;∗(u1,u2),∗(v1,v2)⟩;

xu1,v1 @∗yu2,v2 = ⟨ a+c
2 , b+d

2 ;∗(u1,u2),∗(v1,v2)⟩
xu1,v1 −∗ yu2,v2 = ⟨max(0,a− c),min(1,b+d,1−a+ c);

∗(u1,u2),∗(v1,v2)⟩

xu1,v1 :∗ yu2,v2 =





⟨min(1,a/c),min(max(0,1−a/c),

max(0,(b−d)/(1−d)));∗(u1,u2),∗(v1,v2)⟩
if c ̸= 0 &d ̸= 1

⟨0,1;∗(u1,u2),∗(v1,v2)⟩ otherwise

Since the semi-major and semi-minor axes produce outputs
with minimal and maximum degrees of uncertainty, respec-
tively, the operations presented here are based on their mini-
mum and maximum values. We propose the following relation

for comparing E-IFs using a formula for the distance between
C-IFSs [6], the relation for comparing two C-IFPs [46], and the
distance from the element to the ideal positive alternative [41].

xu1,v1 ≥Relliptic yu2,v2 iff Relliptic
xu1 ,v1

≤ Relliptic
yu2 ,v2

(1)
where

Relliptic
xu1 ,v1

=
1
6
(2−a−b)

(
|
√

2−u1|+ |
√

2− v1|+ |1−a|
)

is the distance between x and the ideal positive alternative
⟨1,0;

√
2,
√

2⟩ to x. According to the Szmidt and Kacprzyk’s
version of the distance [6], we state that the E-IFQs xu1,v1 and
yu2,v2 are in α-proximity (α ∈ [0;1]): if

d(xu1,v1 ,yu2,v2)

=
1
3
(
|u1 −u2|+ |v1 − v2|+0.5(|a−c|+ |b−d|+ |c+d−a−b|)

)
≤ α

In 1987, according to [2], the theory of index matrices
(IMs) was developed. Over IMs, several operations,
relations, and operators are defined (see [3], [48]). Assume
that the set of indices I is fixed. Two-dimensional
elliptic intuitionistic fuzzy index matrix (2-D E-IFIM)
A = [K,L,{⟨µki,l j ,νki,l j ;uki,l j ,vki,l j⟩}] with index sets K and L
(K,L ⊂ I ), we denote the object analogous to circular IFIM
(C-IFIM) [46]:

l1 . . . ln
k1 ⟨µk1,l1 ,νk1,l1 ;uk1,l1 ,vk1,l1⟩ . . . ⟨µk1,ln ,νk1,ln ;uk1,ln ,vk1,ln⟩
...

...
. . .

...
km ⟨µkm,l1 ,νkm,l1 ;ukm,l1 ,vkm,l1⟩ . . . ⟨µkm,ln ,νkm,ln ;ukm,ln ,vkm,ln⟩

The definition of a 3-D E-IFIM extends the 2-D E-IFIM
concept and is identical to those of the 3-D IM, presented in
the [3]. Let us introduce some operations over the E-IFIMs.
Transposition [3]: The transposed IM of A is A′.

Let us introduce the following operations over E-
IFIMs A = [K,L,{⟨µki,l j ,νki,l j ;r f ki,l j

,rski,l j⟩}] and B =

[P,Q,{⟨ρpr ,qs ,σpr ,qs⟩;δ fki,l j ,δ ski,l j}] with a similar form to
that of [3], [46].
Addition-(◦1,◦2,∗):
A⊕(◦1,◦2,∗) B = [K ∪P,L∪Q,{⟨φtu,vw ,ψtu,vw⟩;η ftu,vw ,ηstu,vw}],
where ⟨◦1,◦2⟩ ∈ {⟨max,min⟩,⟨min,max⟩,⟨ average, average⟩}
and ∗ ∈ {max,min}.
⟨φtu,vw ,ψtu,vw ;η ftu,vw ,ηstu,vw⟩ = ⟨◦1(µki,l j ,ρpr ,qs),
◦2(νki,l j ,σpr ,qs);∗(r ftu,vw ,δ ftu,vw⟩),∗(rstu,vw ,δ stu,vw⟩).
Termwise subtraction-(max,min):

A−(max,min,∗) B = A⊕(max,min,∗)¬B.
Termwise multiplication:
A⊗(◦1,◦2,∗) B = [K ∩P,L∩Q,{⟨φtu,vw ,ψtu,vw ;η ftu,vw ,ηstu,vw⟩}],
where ⟨φtu,vw ,ψtu,vw ;η ftu,vw ,ηstu,vw⟩ = ⟨◦1(µki,l j ,ρpr ,qs),
◦2(νki,l j ,σpr ,qs);∗(r ftu,vw ,δ ftu,vw ,∗(rstu,vw ,δ stu,vw⟩).

The following operations have no equivalents with these
verso classical matrices. They are developed to be able to
automate certain actions on IMs in order to implement various
models and algorithms.
Reduction [3]: An IM A’s operations-reduction (k,⊥) is
defined as follows:
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A(k,⊥) = [K − {k},L,{ctu,vw}],where ctu,vw = aki,l j(tu = ki ∈
K −{k},vw = l j ∈ L).
Projection [3]: Let M ⊆ K and N ⊆ L. Then,
prM,NA = [M,N,{bki,l j}], where for each ki ∈ M and
each l j ∈ N, bki,l j = aki,l j .

Substitution [3]:
[ p

k ;⊥
]

A =
[
(K −{k})∪{p},L,{ak,l}

]

Internal subtraction of IMs’ components [48]:
IO−(max,min)(

〈
ki, l j,A

〉
,⟨pr,qs,B⟩) = [K,L,{⟨γtu,vw ,δtu,vw⟩}].

Index type operations [48]:
AGIndex

(maxelliptic
R ),( ̸⊥)

(A) = ⟨ki, l j⟩, where ⟨ki, l j⟩ (for
1 ≤ i ≤ m,1 ≤ j ≤ n) is the index of the maximum E-IFQ of
A in the sense of the relation (1) that has no empty value.
Index

(maxelliptic
R ),ki

(A) = {⟨ki, lv1⟩, . . . ,⟨ki, lvx⟩, . . . ,⟨ki, lvV ⟩},
where ⟨ki, lvx⟩ (for 1 ≤ i ≤ m,1 ≤ x ≤ V ) are the indices of
the largest element in A’s ki-th row.
Aggregation operations Let us extend the operations
#q,(q ≤ i ≤ 3) from [47] such that they can be applied over
E-IFQs x = ⟨a,b;r f1,rs1⟩ and y = ⟨c,d;r f2,rs2⟩:
x#1,∗y = ⟨min(a,c),max(b,d);∗(r f1,r f2),∗(rs1,rs2)⟩;
x#2,∗y = ⟨average(a,c),average(b,d);∗(r f1,r f2),∗(rs1,rs2)⟩;
x#3,∗y = ⟨max(a,c),min(b,d);∗(r f1,r f2),∗(rs1,rs2)⟩.

Let the fixed index be k0 /∈ K. The expanded definition
of the aggregation operation αK,#q,∗(A,k0) by the dimension
K over 3-D E-IFIM A utilizing that of ([46], [47]) is as follows:
hg ∈ H l1 . . .

k0

m
#q,∗
i=1

⟨µki,l1,hg ,νki,l1,hg ;r fki,l1,hg ,r fki,l1,hg⟩ . . .
,

. . . ln

. . .
m

#q,∗
i=1

⟨µki,ln,hg ,νki,ln,hg ;r fki,l1,hg ,r fki,l1,hg⟩

Aggregate global internal operation [48]: AGIO⊕(#q ,∗) (A) .
If q = 1,q = 2 or q = 3, we get a pessimistic, averaged, or
optimistic scenario.
Operation “Purge" of IM A The following is how we define
the new operation “Purge” by the dimension K as follows:
PurgeK(A) decreases each row kx of A, if akx,l j ≤ aky,l j ,
but akx,le ≥ aky,le for 1 ≤ x ≤ m, 1 ≤ y ≤ m, 1 ≤ j ≤ n and
1 ≤ e ≤ n.

III. AN ELLIPTIC INTUITIONISTIC FUZZY PORTFOLIO
SELECTION PROBLEM BASED ON KNAPSACK

PROBLEM

In this part, we extend the dynamic programming strategy for
C-IFKP [46] to develop an IM interpretation for a set method
for 0-1 E-IFKP for the portfolio selection problem. The
problem is: An investor has a budget of Bu = ⟨ρ,σ ;r fBu,rsBu⟩
to spend on assets. A set of m assets from {k1, . . . ,ki, . . . ,km}
must be evaluated by experts {d1, . . . ,ds, . . . ,dD} (for s =
1, ...,D) with a given IFP rating res = ⟨δs,εs⟩ (1 ≤ s ≤ D)
using the criteria c1 and c2. Let us use the symbols aki,c1 (for
i = 1, ...,m) and aki,c2 (for i = 1, ...,m) to represent the return
and the price, respectively, of the ki-th asset. The objective
of the problem is to choose the investor’s portfolio’s assets
as optimally as possible while staying within his financial

constraints. The parameters of this optimization problem are
highly unknown because of market dynamics. Through the
use of the E-IF logic toolkit, helped by IMs, it is required
to look for the best answer for the investment portfolio with
three decision-making scenarios (optimistic, averaged, and
pessimistic).
A. An Elliptic IF Portfolio Selection Problem with a Dynamic

Programming Approach Using a Type E-IFKP
The following are the stages in the IM interpretation for

the Elliptic Intuitionistic Fuzzy Portfolio Selection Problem,
based on the Circular IFKP technique [46]:
Step 1. 3-D evaluation IFIM EV [K,C,E,{evki,c j ,ds}] is cre-
ated in compliance with the aforementioned problem, where
K ={k1,k2, . . . ,km}, C={c1,c2} ,E ={d1, . . . ,ds, . . . ,dD} and
the element {evki,c j ,ds}= ⟨µki,c j ,ds ,νki,c j ,ds⟩ (for 1 ≤ i ≤ m,1 ≤
j ≤ n,1 ≤ s ≤ D) is the estimate of the ds-th expert for the
ki-th asset by the c j-th criterion ( j = 1,2). Due to changes
in some uncontrolled elements, the expert is unsure about
the evaluation according to a particular criterion, and his
evaluations take the shape of IFPs. Let the s-th expert’s score
(rating) res,s ∈ E be specified by an IFP ⟨δs,εs⟩, where δs
and εs are considered as the expert’s level of competence and
incompetence, respectively.

Next, we calculate
EV ∗[K,C,E,{ev∗ki,cg,ds}] = re1 prK,C,d1EV ⊕(◦1,◦2) . . .

. . .⊕(◦1,◦2) reD prK,C,dD EV.
EV := EV ∗(evki,l j ,ds = ev∗ki,l j ,ds

, ∀ki ∈ K,∀l j ∈ L,∀ds ∈ E).
The degrees of membership and non-membership of the

E-IFQs are determined using the three aggregating operations
αK,#1,∗,αK,#3,∗ and αK,#2,∗, which provide the evaluations of
the ki-th asset against the c j-th criterion in a present moment
h f /∈ E :
PImin[K,C,hm,{piminki,cg,h f

}] = αE,#1(EV ∗,hm)

=

hm c1 c2

k1

D
#1

s=1

⟨µk1,c1,ds ,νk1,c1,ds⟩
D
#1

s=1

⟨µk1,c2,ds ,νk1,c2,ds⟩...
...

...

km

D
#1

s=1

⟨µkm,c1,ds ,νkm,c1,ds⟩
D
#1

s=1

⟨µkm,c2,ds ,νkm,c2,ds⟩

.

PImax[K,C,hm,{pimaxki,cg,h f
}] = αE,#3(EV ∗,hm)=

hm c1 c2

k1

D
#3

s=1

⟨µk1,c1,ds ,νk1,c1,ds⟩
D
#3

s=1

⟨µk1,c2,ds ,νk1,c2,ds⟩...
...

...

km

D
#3

s=1

⟨µkm,c1,ds ,νkm,c1,ds⟩
D
#3

s=1

⟨µkm,c2,ds ,νkm,c2,ds⟩

.

Then construct PI∗ = PImin ⊕(◦1,◦2,∗) PImax and
PI[K,C,h f ,{piki,cg,h f

}] = αE,#2(PI∗,h f ), whose elements
are the coordinates of the centers of the E-IFQs evaluating
the shares.

We now determine E-IFIM A[K,C{aki,cg}], which represents
current evaluations of the assets utilizing the approach from [5]
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by criteria for return and price:
c1 c2

k1 ⟨µa
k1,c1

,νa
k1,c1

;r f a
k1,c1

,rsa
k1,c1

⟩ ⟨µa
k1,c2

,νa
k1,c2

;r f a
k1,c2

,rsa
k1,c2

⟩
...

...
...

km ⟨µa
km,c1

,νa
km,c1

;r f a
km,c1

,rsa
km,c1

⟩ ⟨µa
km,c2

,νa
km,c2

;r f a
km,c2

,rsa
km,c2

⟩

,

where K = {k1, . . . ,ki, . . . ,km} , i = 1, . . . ,m;C = {c1,c2} , aki,cg
(for i = 1, . . . ,m;g = 1,2) are created as E-IFQs by converting the
IFPs piki,c j ,ds

using the following steps

for g = 1 to 2, i = 1 to m
{

µa
ki,cg

= µ pi
ki,cg,h f

;νa
ki,cg

= ν pi
ki,cg,h f

,

r f a
ki,cg

=

√√√√√√√√√√√√

min µev
ki ,cg ,ds

2

1≤s≤D

+

{ max µev
ki ,cg ,ds

2

1≤s≤D

− min µev
ki ,cg ,ds

2

1≤s≤D

maxνev
ki ,cg ,ds

2

1≤s≤D

− minνev
ki ,cg ,ds

2

1≤s≤D

}

2

. minνev
ki ,cg ,ds

2

1≤s≤D

and rsa
ki,cg

=

√√√√√√√√√√√√

min µev
ki ,cg ,ds

2

1≤s≤D

.

{ maxνev
ki ,cg ,ds

2

1≤s≤D

− minνev
ki ,cg ,ds

2

1≤s≤D

max µev
ki ,cg ,ds

2

1≤s≤D

− min µev
ki ,cg ,ds

2

1≤s≤D

}

2

+ minνev
ki ,cg ,ds

2

1≤s≤D

}

The input data for the portfolio’s budget is then checked to
ensure that it does not exceed the investor’s specified budget,
Bu. If the price of a given asset ki exceeds the budget Bu, then
the corresponding row of IM A is reduced by it.

for i = 1 to m {If aki,c2 > Bu then A(ki,⊥) }
Let us denote by |K| = m the number of the elements of

the set K, then |C| = 2. As well, we define E-IFIM X [K,C]
containing the elements xki,cg (for 1 ≤ i ≤ m, ≤ g ≤ 2) and:

{xki,cg} ∈
{

⟨1,0;0,0⟩, if the request ki is selected
⟨0,1;0,0⟩ otherwise

Let us assume that at the start of the algorithm, all compo-
nents of IM X are identical to ⟨0,1;0,0⟩.

Create IM

S0[u0,L] =
c1 c2

u0 s0
u0,c1

s0
uo,c2

=
c1 c2

u0 ⟨0,1;0,0⟩ ⟨0,1;0,0⟩
Step 2. for i = 1 to m do

{
Create IMs

Ri[ki,C] = prki,CA;SH i−1
1 =

[
ui

ui−1
;⊥

]
Si−1

for h = 1 to i+1 do {

SH i−1
1 = SH i−1

1 ⊕(◦1,◦2,∗)

[
uh

ki
;⊥

]
Ri

}

Si[U i,L] = Si−1 ⊕((◦1,◦2,∗)) SH i−1
1 ;

for h = 1 to i+1 do
{

Checks the conditions for the capacity
of the knapsack
If si

h,w > Bu then Si
(h,⊥)

}

The “Purge” procedure is currently underway by
Si = PurgeU iSi } Go to Step 3.
Step 3. This step finds the index of the highest stock return by

Index(maxRelliptic ),c1(A) = ⟨ug,c1⟩
for i = m to 1 do
{Find the α-nearest elements of si

ug,c1
(or si

ug,c2
) (α = 0.5)

of Si and choose the closest element from them - si
ug∗,c1

(or
si

ug∗,c2
).

If {si
ug∗,c1

(or si
ug∗,c2

)} ∈ Si and {si
ug∗,c1

(or si
ug∗,c2

)} /∈ Si−1 then
{xki,p = ⟨1,0;0,0⟩ and xki,w = ⟨1,0;0,0⟩;

si
ug,c1

= si
ug∗,c1

−∗ aki,c1 ;si
ug,c2

= si
ug∗,c2

−∗ aki,c2}
Go to Step 4.
Step 4. The optimal return and price of the investment
portfolio are:

AGIO⊕(#q ,∗)
(

prK,c1 A⊗(◦1,◦2,∗) prK,c1X
)

;
AGIO⊕(#q ,∗)

(
prK,c2 A⊗(◦1,◦2,∗) prK,c2 X

)
.

If q = 1,q = 2 or q = 3 then we determine the optimal
benefit’s pessimistic, averaging, or optimistic value. The opti-
mistic scenario has been accepted if ⟨◦1,◦2⟩ = ⟨max,min⟩ is
used in all operations of the algorithm. On the other hand,
if ⟨circ1,circ2⟩ = ⟨min,max⟩ is employed, the pessimistic
scenario is used. The operation “∗= max” is used when there
is more ambiguity, else “∗ = min”. Therefore several opti-
mal solutions could be generated according to the investor’s
opinion. Thus, an investor may have greater confidence in the
obtained solution.

The complexity of the normal dynamic programming algo-
rithm [28], [59] and the E-IFKP approach are both comparable
- O(m.C).

To study how the algorithm affects a range of input data, we
are now developing software that uses the E-IFKP approach.
After reading a file with a matrix of the return predictions
and stock price, it completes the aforementioned procedures.
It was developed in C++. This objective was accomplished
by building an IM structure using the STL’s std::tuple types.
This structure is then used to create the fundamental IM
protocols [29]. The app requires the share E-IFQs and the
knapsack budget Bu as input. When the program is finished, a
suggested solution is displayed on the computer screen along
with a thorough output of each algorithm iteration.

In the scientific literature, no portfolio optimization model
on elliptic IF fuzzy data was found, a suitable tool for
representing vague or incomplete data in conditions of large
fluctuations in market parameters. In this model, there are
three scenarios according to the attitudes of the decision
maker. Evaluations of the returns and the price of financial
assets for the purpose of optimal selection of the portfolio
are carried out by experts and their rating is taken into
account in the evaluation process. Therefore, the developed
E-IF optimal portfolio selection task is socially oriented and
reflects the preferences of both the experts and the decision
maker. The Markowitz [27] portfolio cannot be applied under
conditions of fuzziness and large parameter fluctuations and
his model cannot reflect the investor’s attitude towards the
market environment – whether it is pessimistic, optimistic or
average.
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B. An E-IFKP Real Case Study for Portfolio Selection
Here, a real case study for the best asset selection for the

investor’s portfolio within his budget B = ⟨0.99,0.0;
√

2,
√

2⟩
clarifies the proposed E-IFKP in this part. A group of the
experts {d1,d2,d3} with the specified IFP rating res = ⟨δs,εs⟩
(1≤ s≤D) is required to evaluate a set of assets {k1,k2,k3,k4}
from the IT firms Microsoft Corp., Apple Inc, Cisco Systems
Inc., and Intel Corporation, which make up the Dow Jones
Industrial Average for the last 5 years, by the criteria c1 and
c2: the return aki,c1 (for i = 1, ...,m) of the ki-th asset and its
price as aki,c2 (for i = 1, ...,m). The objective of the problem
is to choose the investor’s portfolio’s assets as efficiently as
possible while staying within his financial constraints using
three different decision-making scenarios.

The solution to the problem:
Step 1. The initial form of the 3-D evaluation IFIM
EV [K,C,E,{evki,cg,ds}] is the following:

EV =





d1 c1 c2
k1 ⟨0.54,0.29⟩ ⟨0.35,0.48⟩
k2 ⟨0.552,0.31⟩ ⟨0.38,0.514⟩
k3 ⟨0.546,0.265⟩ ⟨0.399,0.461⟩
k4 ⟨0.486,0.316⟩ ⟨0.144,0.694⟩

,

d2 c1 c2
k1 ⟨0.504,0.365⟩ ⟨0.2,0.752⟩
k2 ⟨0.504,0.32⟩ ⟨0.238,0.74⟩
k3 ⟨0.675,0.154⟩ ⟨0.0099,0.865⟩
k4 ⟨0.672,0.157⟩ ⟨0.024,0.96⟩

,

k1 ⟨0.65,0.13⟩ ⟨0.035,0.944⟩
k2 ⟨0.081,0.91⟩ ⟨0.0019,0.982⟩
k3 ⟨0.072,0.91⟩ ⟨0.0024,0.99⟩
k4 ⟨0.126,0.823⟩ ⟨0.007,0.98⟩




,

{evki,c j ,ds} (for 1 ≤ i ≤ 4,1 ≤ g ≤ 2,1 ≤ s ≤ 3) is the expert’s
assessment in accordance with the cg-th criterion for the ki-th
stock. Assign the experts the corresponding rating coefficients
shown below:

{r1,r2,r3}= {⟨0.9,0.1⟩,⟨0.8,0.08⟩,⟨0.7,0.07⟩}.
We create

EV ∗[K,C,E,{ev∗ki,cg,ds}]
= re1 prK,C,d1 EV ⊕(◦1,◦2) . . .⊕(◦1,◦2) reD prK,C,dDEV ;

EV := EV ∗.
Then, we determine E-IFIM A[K,C], which consists of the

assessments of the shares made at a moment h f by 2 criteria:
c1 c2

k1 ⟨0.55,0.29;0.56,0.98⟩ ⟨0.38,0.49;0.47,0.68⟩
k2 ⟨0.5,0.34;0.51,0.97⟩ ⟨0.19,0.72;0.33,0.77⟩
k3 ⟨0.66,0.14;0.8,0.22⟩ ⟨0.02,0.91;0.011,1.76⟩
k4 ⟨0.099,0.87;0.09,1.3⟩ ⟨0.004,0.99;0.003,1.21⟩

,

where K = {k1,k2,k3,k4} , C = {c1,c2} and {aki,c1 ,aki,c2}
are, respectively, the ki-th stock’s price and E-IF return.
X [K,C] is formed with the elements ⟨0,1;0,0⟩.
Step 2. The following IMs are calculated consecutively by
the algorithm: S0

1[u1,C],S1[U1,C],S1
1[U∗1,C],S2[U2,C]. The

TABLE I
THE RESULTS FOR THE OPTIMISTIC, PESSIMISTIC, AND AVERAGE

SCENARIOS.

Scenario c1 c2
Optimistic ⟨0.099,0.867;0.56,1.31⟩ ⟨0.19,0.72;0.47,0.77⟩
Pessimistic ⟨0.099,0.867;0.093,0.966⟩ ⟨0.19,0.72;0.33,0.685⟩
Average ⟨0.38,0.498;0.389,1.085⟩ ⟨0.19,0.73;0.269,0.89⟩

operation “Purge” has reduced the u2 and u3 row of S2[U2,C].
Then IMs are created: S2

1[U∗2,C],S3[U3,C]. The operation
“Purge” has reduced the u4 row of S3[U3,C]. Then IMs are
created: S3

1[U∗3,C],S4[U4,C]. The following is the final IM
S4[U∗4,C] after the “Purge” operation:

c1 c2
u1 ⟨0.546,0.285;0.56,0.99⟩ ⟨0.375,0.487;0.47,0.69⟩
u2 ⟨0.495,0.341;0.51,0.97⟩ ⟨0.191,0.723;0.33,0.69⟩
u3 ⟨0.546,0.285;0.56,0.22⟩ ⟨0.022,0.913;0.01,0.69⟩
u4 ⟨0.099,0.867;0.09,0.99⟩ ⟨0.004,0.986;0.003,0.69⟩

Step 3. In this step, using the results from Step 2. we
determine that the fourth, second, and first IT businesses’
stocks are included in the investor’s ideal portfolio in this
problem.
Step 4. The outcomes for the optimistic, pessimistic, and
average scenarios for the greatest benefit are shown in the
following table (cf. table I):

In conditions of high inflation and great uncertainty, the
decision-maker will choose the pessimistic scenario, in case
of small fluctuations in the market parameters, the decision-
maker will prefer the averaged scenario, and in the case of
stability of the market parameters, the optimistic scenario will
be preferred.

A comparative analysis between the proposed E-IFKP
method for portfolio optimization could not be performed be-
cause we could not find methods for similar type of problems
under conditions of high uncertainty modeled by E-IF logic.

After the results are obtained in E-IFKP portfolio method,
the question arises whether small deviations in the values of
the input parameters used change the results of the model.
Checking the robustness of the results in the developed model
and analyzing the sensitivity to the changes in the input
variables of the obtained results is a critical step for E-IFKP
portfolio problem.

The weights of the experts are of great importance on the
results of the E-IFKP portfolio problem. A sensitivity analysis
consisting of 8 different scenarios has been conducted to
analyze the effect of the change in weight of each expert on the
ranking results. In the analysis, a total of 8 different changes
have been applied in the weights of the three experts included
in the study, and the final results are different in the cases
indicated. Based on the software final results in these cases,
we can conclude that the optimal portfolio selections in the
described cases differ. The results of the software show that
there is sensitivity in the output results when including 1, 2
and 4 assets; or 1 and 4 assets; 2 and 4 assets. In some of
these cases, the optimization problem is invalid from the point
of view of IF logic.
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A sensitivity analysis was performed by changing the input
data by ±10%,±25%,±50% and ± 75% respectively. In all
these cases, the input data was invalid from the IF point of
view.

IV. CONCLUSION

A 0-1 E-IFKP approach for portfolio selection was estab-
lished in this study expanding 0-1 C-IFKP from [46] and
the classical dynamic optimization algorithm for this prob-
lem [59]. The software being developed for the performance of
the E-IFKP approach is applied to a real case for the selection
of portfolio shares of the IT companies which make up the
Dow Jones Industrial Average. Three scenarios are proposed
to the decision maker for the final choice - pessimistic, op-
timistic, and average. Future research will include expanding
this E-IFKP technique to three-dimensional intuitionistic fuzzy
data [3] as well as developing software for its implementation.
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Abstract—Choosing a successful franchise company in the ever-
changing business environment is a challenge for any investor.
The work suggests the creation of an optimal algorithm (E-IFFr)
for selecting a franchise company using the concepts of index
matrices and elliptic intuitionistic fuzzy sets for modeling this
variability in the business environment to optimally solve this
optimal problem with elliptic intuitionistic fuzzy parameters.
The E-IFFr approach involves experts with dynamic ranks
performing evaluations by the selection criteria while also taking
into consideration the relative importance of the criteria for each
investor. The efficacy of the suggested strategy is demonstrated
by a numerical example of the best franchisor selection for
the courier business. In an optimistic, average, and pessimistic
scenario, the investor has three options to choose from.

I. INTRODUCTION

A PROFITABLE company strategy for entering new mar-
kets is franchising. An entrepreneur looking for a fran-

chisor must make the best decision possible for the franchise
firm. The developed theory of fuzzy logic [34] is a useful
tool for working with incomplete or ambiguous information.
The concept of fuzzy logic has successfully been utilized
in multi-criteria decision-making problems because human
judgments are usually not precise when choosing an alternative
concerning multiple criteria with different levels of signifi-
cance. An approach that is suitable for solving multi-criteria
decision-making problems characterized by fuzzy criteria is
introduced in [18], based on linguistic criteria values. An
Analytic Hierarchical Process (AHP) and neural networks are
used in the studies [15], [16] to develop fuzzy franchisee
selection models.

Real-world situations typically involve some degree of
hesitation between membership and non-membership since
decision-makers frequently voice their opinions even when
they are undecided about them [33]. One of the first general-
izations of fuzzy sets, intuitionistic fuzzy sets (IFSs), exhibit
some hesitancy. They are a more potent tool for illustrat-
ing environmental uncertainty. We have proposed a software
application for the resolution of an optimal interval-valued
intuitionistic fuzzy multicriteria outsourced decision-making

Work on Sect. I and Sect. II is supported by the Asen Zlatarov University
through project Ref. No. NIX-486/2023 “Modeling Management Decisions
with New Analysis". Work on Sect. III and Sect. V is supported by the Asen
Zlatarov University through project Ref. No. NIX-482/2023 “Application of
Intuitionistic Fuzzy Logic in Decision Making”.

problem in the paper [28]. Additionally, utilizing the concept
of index matrices (IMs, [2]), we have developed an intu-
itionistic fuzzy approach (IFIMFr) and software to choose the
most qualified franchise candidates (see [25], [26]). The study
presents an integrated approach [19], based on stepwise weight
assessment ratio analysis (SWARA) and complex proportional
assessment (COPRAS) approaches, for the selection of optimal
bioenergy production technology alternatives. The parameters
of the contemporary economic environment are rife with
uncertainty. For modeling optimal algorithms, the apparatus of
intuitionistic fuzzy sets is insufficient. “Extensions” of the IFSs
are detailed in the study [32] and contrasted with one another.
The authors of [32] have shown that a Hesitant Fuzzy Set
can be completely described by IFS [24]. In [32], the authors
further demonstrate that interval-valued IFSs (IVIFSs) [6] can
represent the Picture fuzzy sets [14], the Cubic set [17], the
Neutrosophic fuzzy sets [22] and the Support-intuitionistic
fuzzy sets [20]. Two more generalizations of intuitionistic
fuzzy sets, known as circular [4], and elliptic IFSs [5], which
also generalize interval-valued IFSs, have emerged in recent
years.

Our work in this area is focused on creating an extension of
the franchisor selection problem that can be used with circular
and elliptic IFSs.

Circular and elliptic IFSs, two IFS extensions that are
currently increasing in popularity, can reduce accuracy and
ambiguity by enclosing the degrees of membership and non-
membership in a circle or an ellipse [4], [5]. The paper [12]
develops a novel current worth analysis based on interval-
valued IF and C-IF sets. An integrated MCDA technique
that combines the C-IF AHP and VIKOR is suggested in the
work [21]. Circular IFSs are applied in Multi-Criteria Decision
Making in [13]. The development of Circular Intuitionistic
Fuzzy Multicriteria Analysis (C-IFFr) for Petrol Station Fran-
chisor Selection is presented in [29].

E-IFSs are described as sets with an ellipse indicating the
degrees of membership and non-membership for each element
of the universe [5]. The Scopus database does not contain any
established models for elliptic intuitionistic fuzzy models for
franchisor selection with elliptic IF data. Using the toolset of
index matrices (IMs) theories and elliptic intuitionistic fuzzy
sets (E-IFSs), we enhance C-IFFr [29] in our work and create
an elliptic intuitionistic fuzzy algorithm (E-IFFr) for the best

Communication Papers of the 18th Conference on Computer
Science and Intelligence Systems pp. 337–343

DOI: 10.15439/2023F9747
ISSN 2300-5963 ACSIS, Vol. 37

©2023, PTI 337 Thematic track: Computational Optimization



selection of a franchise organization. The criteria values in
this model are determined by experts with dynamic ranks
and are expressed as E-IF numbers. The investor decides if
each criterion is significant or not. The main contributions
of the article are: definition of elliptic IF quads; extending
comparison operations and relations on IF pairs to those on
elliptic IF quads; extending the definition of three-dimensional
IF index matrix (3-D IFIM) and some operations with them to
those of 3-D elliptic IFIM (3-D E-IFIM); developed a model
for ranking franchisors on elliptical IF data, describing to a
greater extent the uncertainty in the economic environment;
in this model, the evaluation of franchisors against criteria
with weights set by the investor is carried out by dynamic
rating experts; an application of E-IFFr in selecting a chain
franchisor for the courier business in Bulgaria. The pessimistic,
optimistic, and intermediate scenarios are presented to the de-
cision maker for consideration before making a final decision.
The advantage of this model is that it can be applied to both
regular and elliptical IF data. Another advantage is that it can
be easily extended so that it can be applied to multidimensional
IF data. A numerical example of the best franchisor choice
for the courier industry in Bulgaria serves as an illustration of
the effectiveness of the suggested approach. The remainder of
our investigation is organized as follows: Section II contains
preliminary information for IM concepts and E-IF numbers.
In Section III, an optimal E-IF problem with an IM creative
solution for selecting a franchisor is provided, and also the
actual C-IFFr problem of selecting a franchisor for the courier
firm is solved by the software being developed. Future-oriented
suggestions are provided in Section V.

II. IMS AND ELLIPTIC INTUITIONISTIC FUZZY PAIRS
PRELIMINARY

In this section, the preliminaries of E-IF pairs and IMs
are introduced. One of the most modern extensions of IFS
is the elliptic IFSs, proposed by Atanasov in 2021. They are
a powerful tool for representing data fuzziness.
A. Elliptic Intuitionistic Fuzzy Quads (E-IFQs)

An intuitionistic fuzzy pair (IFP) is defined as having the
form ⟨a(p),b(p)⟩ or ⟨µ(p),ν(p)⟩: The components of an
IFP are a(p)(µ(p)),b(p)(ν(p)) ∈ [0,1] and a(p) + b(p) =
µ(p)+ν(p)≤ 1, respectively. These components are used as
an evaluation of some object or process and are interpreted
as degrees of membership and non-membership, degrees of
validity and non-validity, or degrees of correctness and non-
correctness, etc. of a proposition p. Let us define here the
elliptic IFQ (E-IFQ) as an object with the following form
based on the definition of the E-IFS [5]:

⟨a(p),b(p);u,v⟩= ⟨µ(p),ν(p);u,v⟩,
where a(p) + b(p) = µ(p) + ν(p) ≤ 1. The “truth degree”
and “falsity degree” of the statement p are considered to be
a(p)(µ(p)) and b(p)(ν(p)) and a(p)+b(p)≤ 1. The ellipse’s
semi-major and semi-minor axes are u,v ∈ [0,

√
2].

Let two E-IFQs be given: xu1,v1 = ⟨a,b;u1,v1⟩ and yu2,v2 =
⟨c,d;u2,v2⟩. Let us define an operation called ∗ ∈ {min,max}.
The operations over E-IFQs that come after are based on the

operations for E-IFSs [5].
xu1,v1 ∧∗ yu2,v2 = ⟨min(a,c),max(b,d);∗(u1,u2),∗(v1,v2)⟩;
xu1,v1 ∨∗ yu2,v2 = ⟨max(a,c),min(b,d);∗(u1,u2),∗(v1,v2)⟩;

xu1,v1 +∗ yu2,v2 = ⟨a+ c−a.c,b.d;∗(u1,u2),∗(v1,v2)⟩;
xu1,v1 •∗ yu2,v2 = ⟨a.c,b+d −b.d;∗(u1,u2),∗(v1,v2)⟩;

We suggest the following relation for comparing E-IFQs
using a formula for the distance between C-IFSs [8], the
relation for comparing two C-IFQs [27], and the distance from
the element to the ideal positive alternative [23]:

xu1,v1 ≥Relliptic yu2,v2 iff Relliptic
xu1 ,v1

≤ Relliptic
yu2 ,v2

(1)
where

Relliptic
xu1 ,v1

=
1
6
(2−a−b)

(
|
√

2−u1|+ |
√

2− v1|+ |1−a|
)

is the distance between x and the ideal positive alternative
⟨1,0;

√
2,
√

2⟩ to x.
B. Three-Dimensional Elliptic Intuitionistic Fuzzy Index Ma-

trices (3-D E-IFIM)
In 1987, according to [1], the theory of index matrices

(IMs) appeared. Over IMs, several operations, relations,
and operators are defined (see [2], [31]). Assume that
the set of indices I is fixed. Using the definition of
3-D IFIM from [2], [31], let us we define a 3-D E-IFIM
A = [K,L,H,{⟨µki,l j ,hg ,νki,l j ,hg ;r fki,l j ,hg ,rski,l j ,hg⟩}] as follows:

hg ∈ H l1 . . . ln
k1 ⟨µk1,l1,hg ,νk1,l1,hg ;r fk1,l1,hg ,rsk1,l1,hg⟩ . . . ⟨µk1,ln,hg ,νk1,ln,hg ;r fk1,ln,hg ,rsk1,ln,hg⟩
...

... . . .
...

km ⟨µkm,l1,hg ,νkm,l1,hg ;r fkm,l1,hg ,rskm,l1,hg⟩ . . . ⟨µkm,ln,hg ,νkm,ln,hg ;r fkm,ln,hg ,rskm,ln,hg⟩

,

where (K,L,H ⊂ I ) and its elements are E-IFQs.
There are many defined operations over the IMs [2]. Let E-

IFIMs A = [K,L,H,{⟨µki,l j ,hg ,νki,l j ,hg ;r fki,l j ,hg ,rski,l j ,hg⟩}] and
B = [P,Q,R{⟨ρpr ,qs,te ,σpr ,qs,te ;δ fpr ,qs,te ,δ spr ,qs,te}] be given.

We for the first time introduce some operations performed
over E-IFIM that are comparable to those performed over
IFIMs [2].
Addition-(◦1,◦2,∗):

A⊕(◦1,◦2,∗) B
= [K ∪P,L∪Q,H ∪R,{⟨φtu,vw,xy ,ψtu,vw,xy ;ηtu,vw,xy⟩}],

where ⟨◦1,◦2⟩ ∈ {⟨max,min⟩,⟨min,max⟩,⟨average,average⟩}
and ∗ ∈ {max,min}.

⟨φtu,vw,xy ,ψtu,vw,xy ;ηtu,vw,xy⟩
= ⟨◦1(µki,l j ,xy ,ρpr ,qs,xy),◦2(νki,l j ,xy ,σpr ,qs,xy);
∗(r ftu,vw,xy ,δ ftu,vw,xy ,∗(rstu,vw,xy ,δ stu,vw,xy⟩).

Multiplication:
A⊙(◦1,◦2,∗) B

= [K ∪ (P−L),Q∪ (L−P),H ∪R,{⟨φtu,vw,xy ,ψtu,vw,xy ;
η ftu,vw,xy ,ηstu,vw,xy⟩}],

where
⟨φtu,vw,xy ,ψtu,vw,xy⟩

is defined in [2],
η ftu,vw,xy = ∗(r ftu,vw,xy ,δ ftu,vw,xy)

and ηstu,vw,xy = ∗(rstu,vw,xy ,δ stu,vw,xy).
The following operations cannot be performed on these

conventional verso matrices. They are designed with the ability
to automate specific IM operations to implement different
models and algorithms.
Aggregation operation by one dimension:
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Let us extend the operations #q,(q ≤ i ≤ 3) from [30] such
that they can be applied over E-IFQs x = ⟨a,b;r f1,rs1⟩ and
y = ⟨c,d;r f2,rs2⟩:

x#1,∗y = ⟨min(a,c),max(b,d);∗(r f1,r f2),∗(rs1,rs2)⟩;
x#2,∗y = ⟨average(a,c),average(b,d);∗(r f1,r f2),∗(rs1,rs2)⟩;

x#3,∗y = ⟨max(a,c),min(b,d);∗(r f1,r f2),∗(rs1,rs2)⟩.
Let the fixed index be k0 /∈ K. The expanded definition of

the aggregation operation αK,#q,∗(A,k0) by the dimension K
over 3-D E-IFIM A utilizing that of [27], [30] is as follows:

hg ∈ H l1 . . .

k0

m
#q,∗
i=1

⟨µki,l1,hg ,νki,l1,hg ;r fki,l1,hg ,rski,l1,hg⟩ . . .

. . . ln

. . .
m

#q,∗
i=1

⟨µki,ln,hg ,νki,ln,hg ;r fki,l1,hg ,rski,l1,hg⟩
.

We may perform a super pessimistic aggregation operation
in conditions of high inflation using #∗1, an average aggregation
operation in anticipation of slight fluctuations in the market
situation using #∗2, and a super optimistic aggregation operation
in conditions of stability of the market parameters using #∗3.
Projection [2]: Let W ⊆ K, V ⊆ L and U ⊆ H. Then,

prW,V,U A = [W,V,U,{⟨Rpr ,qs,ed ,Spr ,qs,ed ⟩}],
where for each ki ∈W, l j ∈V and tg ∈U,

⟨Rpr ,qs,ed ,Spr ,qs,ed ⟩= ⟨µki,l j ,hg ,νki,l j ,hg⟩.
Reduction [2]: An IM A’s operations-reduction (k,⊥,⊥) is
defined as follows:

A(k,⊥,⊥) = [K −{k},L,H,{ctu,vw,ed}],where
ctu,vw,ed = aki,l j ,hg(tu = ki ∈ K −{k},vw = l j ∈ L,ed = hg ∈ H).
Substitution [2]:[

p
ki

;⊥,⊥
]

A =
[
(K −{ki})∪{p},L,H,{aki,l j ,hg}

]

A Level Operator for Decreasing the Num-
ber of Elements of E-IFIM: Let ⟨α,β ;r1,r2⟩
is an E-IFQ and A = [K,L,H,{aki,l j ,hg}] =
[K,L,H,{⟨µki,l j ,hg ,νki,l j ,hg ;r fki,l j ,hg ,rski,l j ,hg⟩} is a 3-D E-
IFIM, then according to [10] let us define the operator
N
>Relliptic

⟨α,β ,r1,r2⟩(A)= [K,L,H,{⟨ρki,l j ,hg ,σki,l j ,hg ;r fki,l j ,hg ,rski,l j ,hg⟩}],
where

⟨ρki,l j ,hg ,σki,l j ,hg ;r f n
ki,l j ,hg

,rsn
ki,l j ,hg

⟩

=





aki,l j ,hg if aki,l j ,hg >Relliptic ⟨α,β ;r1,r2⟩

⟨0,1;0,0⟩ otherwise
(2)

III. AN ELLIPTIC INTUITIONISTIC FUZZY METHOD FOR
SELECTING THE MOST BENEFICIAL FRANCHISOR

(E-IFFR)
This section will extend the intuitionistic fuzzy (IF) algo-

rithm for the best franchisee selection [26] to suggest an algo-
rithm for a specific type of E-IF franchisor selection problem
(E-IFFr). The Elliptical IFS is a better tool for characterizing
this fuzziness than the IFS in situations of galloping inflation

and quick changes in the economic environment because in
these situations, the degrees of truth and falsity of a given
element shift in the shape of an ellipse.

The optimal E-IF franchisor selection problem is posed: An
entrepreneurial company has created an evaluation system with
criteria {c1, . . . ,c j, . . . ,cn} (for j = 1, ...,n) for franchise com-
panies from a certain business. The business wants to choose a
successful business franchisor. It is necessary to do a profes-
sional evaluation by experts {d1, . . . ,ds, . . . ,dD} of franchise
businesses {k1, . . . ,ki, . . . ,km} in the pertinent business sector.
The ranking coefficients of the experts {r1, . . . ,rs, . . . ,rD}
are calculated based on their qualitative involvement in the
evaluation of franchise procedures and are given to the experts
in the form of IFPs ⟨δs,εs⟩(1 ≤ s ≤ D). The interpretation
of the elements δs and εs is the level of competence and
incompetence of the s-th expert, respectively. The expert
evaluations of the franchise chains are made and presented
as IF data evki,c j ,ds (for 1 ≤ i ≤ m,1 ≤ j ≤ n,1 ≤ s ≤ D). The
final estimates of the franchisors are calculated in the form of
E-IFQs f iki,ve,h f

(for 1 ≤ i ≤ m), taking into consideration the
E-IF priorities pkc j ,ve of the criteria c j (for j = 1, ...,n) from
the view of the entrepreneur ve in a given moment h f . The
optimal aim is to determine which franchise chain is the most
suitable for the entrepreneurial company.

A. Index-matrix Interpretation of the Optimal Elliptic Intu-
itionistic Fuzzy Franchisor Selection Problem

The following operations are part of the index-matrix ap-
proach to the optimal elliptic intuitionistic fuzzy franchisor
selection problem (E-IFFr), defined above:
Step 1. An IF index matrix EV [K,C,E,{evki,c j ,ds}], K =
{k1,k2, . . . ,km}, C = {c1,c2, . . . ,cn} and E = {d1,d2, . . . ,dD}
is constructed. Due to the uncertainty of the economic en-
vironment, the elements {evki,c j ,ds} = ⟨µki,c j ,ds ,νki,c j ,ds⟩ (for
1 ≤ i ≤ m,1 ≤ j ≤ n,1 ≤ s ≤ D) of the matrix EV are the
IF valuations of the ds-th expert for the ki-th franchisor by the
c j-th criterion. Next, we go on to Step 2.
Step 2. An IFP rs = ⟨δs,εs⟩,(s ∈ E), whose components might
be interpreted as showing how competent or incompetent
experts are, should be used to specify each expert’s score
coefficient.

The IM has been built by:
EV ∗[K,C,E,{ev∗ki,c j ,ds}]

= r1 prK,C,d1 EV ⊕(◦1,◦2) r2 prK,C,d2EV . . .⊕(◦1,◦2) rD prK,C,dD EV.
EV := EV ∗(evki,l j ,ds = ev∗ki,l j ,ds

, ∀ki ∈ K,∀l j ∈ L,∀ds ∈ E).

The degrees of membership and non-membership of the
E-IFQs are determined by the elements of the matrix EV
using the three aggregating operations αK,#1,∗,αK,#3,∗ and
αK,#2,∗, which provide the evaluations of the ki-th franchisor
against the c j-th criterion in a present moment h f /∈ E:

PImin[K,h f ,C,{piminki,h f ,cg}] = αE,#1(EV ∗,h f )
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=





c j h f

k1

D
#1

s=1

⟨µk1,c j ,ds ,νk1,c j ,ds⟩
...

...

km

D
#1

s=1

⟨µkm,c j ,ds ,νkm,c j ,ds⟩

| c j ∈C





;

PImax[K,h f ,C,{pimaxki,h f ,cg}] = αE,#3(EV ∗,h f )

=





c j h f

k1

D
#3

s=1

⟨µk1,c j ,ds ,νk1,c j ,ds⟩
...

...

km

D
#1

s=3

⟨µkm,c j ,ds ,νkm,c j ,ds⟩

| c j ∈C





PI∗= PImin ⊕(◦1,◦2,∗) PImax

Then the centers of the E-IFQs used to evaluate the franchise
companies are represented as elements in a matrix as follows:
PI[K,h f ,C,{piki,h f ,cg}] = αE,#2(PI∗,h f ),(h f /∈ E). Next, we
continue to Step 3.
Step 3. At this point, the evaluation system for the franchise
business candidate will be optimized. We recommend remov-
ing slower or more expensive criteria to measure that has been
found to closely connect with other criteria under intuitionistic
fuzzy settings from the franchisee evaluation system utilizing
inter-criteria analysis (ICrA, [7], [9]). Let ⟨α,β ⟩ be an IFP.
The criteria Ck and Cl are in
(α,β )-positive consonance, if µCk,Cl > α and νCk,Cl < β ;
(α,β )-negative consonance, if µCk,Cl < β and νCk,Cl > α;
(α,β )-dissonance, otherwise.

The transposed IM PIT = [K,C,h f ,{piT ki,cg,h f
}] is

searched for consonant criteria using the ICrA algorithm.
More expensive, slower, or more complicated criteria are
eliminated from the evaluation franchise system using the IM
reduction operation over matrix PIT . The following step is
Step 4.
Step 4. Now we can calculate E-IFIM A[K,C,h f {aki,cg,h f }],
which represents current assessments of the franchisors using
the methodology from [5] according to the system of criteria:

h f c1 . . . cn
k1 ⟨µa

k1,c1
,νa

k1,c1
;r f a

k1,c1
,rsa

k1,c1
⟩ . . . ⟨µa

k1,cn
,νa

k1,cn
;r f a

k1,cn
,rsa

k1,cn
⟩

...
... . . .

...
km ⟨µa

km,c1
,νa

km,c1
;r f a

km,c1
,rsa

km,c1
⟩ . . . ⟨µa

km,cn
,νa

km,cn
;r f a

km,cn
,rsa

km,cn
⟩

,

where K = {k1, . . . ,ki, . . . ,km} , i = 1, . . . ,m; C ={
c1, . . . ,c j, . . . ,cn

}
, j = 1, . . . ,n; its elements aki,cg,h f

(for i = 1, . . . ,m;g = 1, . . . ,n) are created as E-IFQs by
transforming the IFPs piT ki,c j ,h f

using the following steps

for g = 1 to n, i = 1 to m

{
µa

ki,cg,h f
= µ piT

ki,cg,h f
;νa

ki,cg,h f
= ν piT

ki,cg,h f
,

r f a
ki,cg,h f

=

√√√√√√√√√√√√

min µev
ki ,cg ,ds

2

1≤s≤D

+

{ max µev
ki ,cg ,ds

2

1≤s≤D

− min µev
ki ,cg ,ds

2

1≤s≤D

maxνev
ki ,cg ,ds

2

1≤s≤D

− minνev
ki ,cg ,ds

2

1≤s≤D

}

2

. minνev
ki ,cg ,ds

2

1≤s≤D

and rsa
ki,cg

=

√√√√√√√√√√√√

min µev
ki ,cg ,ds

2

1≤s≤D

.

{ maxνev
ki ,cg ,ds

2

1≤s≤D

− minνev
ki ,cg ,ds

2

1≤s≤D

max µev
ki ,cg ,ds

2

1≤s≤D

− min µev
ki ,cg ,ds

2

1≤s≤D

}

2

+ minνev
ki ,cg ,ds

2

1≤s≤D

}

Next, we go on to Step 5.
Step 5. At this stage, a 3-D E-IFIM PK is created, and the
coefficients used in the following operation determine the
weighting of each evaluation criterion from the view of the
entrepreneur ve for the franchise business:

PK[C,ve,h f ,{pkc j ,ve,h f
}] =

h f ve
c1 pkc1,ve,h f
...

...
c j pkc j ,ve,h f
...

...
cn pkcn,ve,h f

,

where C = {c1,c2, . . . ,cn}. The evaluation E-IFIM
FI[K,ve,h f ,{ f iki,ve,h f }] = A ⊙(◦1,◦2,∗) PK (for 1 ≤ i ≤ m)
for the entrepreneur ve includes all of the E-IF estimates for
ki-th franchisor. Go to Step 6.
Step 6. At this stage, based on the aggregation operation
αK,#q,∗(FI,k0), the business owner ve chooses the franchisor
that is the most advantageous. Depending on the value of q,
utilizing pessimistic, average, or optimistic scenarios:

αK,#q,∗(FI,k0)

=

h f ve

k0
m

#q,∗
i=1

⟨µki,ve,h f ,νki,ve,h f ,r fki,ve,h f ,rski,ve,h f ⟩
, (3)

where k0 /∈ K,1 ≤ q ≤ 3. Go to Step 7.
Step 7. The updated rating coefficients for the experts who
participated in the evaluation process are obtained in this stage.
The expert’s new score will be altered by the method used
in the work after he participates in the present procedure.
Let’s assume the expert ds (s = 1, ...,D) has participated in γs
evaluation procedures for the selection of a franchisee, based
on which his score rs = ⟨δs,εs,φ 1

s ,φ 2
s ⟩ is determined, then after

his participation in the current procedure, his new score will
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be changed by ideas from [3]:
⟨δ ′

s ,ε
′
s;φ 1

′
s,φ

2
′
s⟩

=





⟨ δγ+1
γ+1 , εγ

γ+1 ;∗(φ 1
′

s,φ 1
s ),∗(φ 2

′

s,φ 2
s )⟩, if the expert’s assessment was accurate

⟨ δγ
γ+1 ,

εγ
γ+1 ;∗(φ 1

′

s,φ 1
s ),∗(φ 2

′

s,φ 2
s )⟩, if the expert has not provided any estimates

⟨ δγ
γ+1 ,

εγ+1
γ+1 ;∗(φ 1

′

s,φ 1
s ),∗(φ 2

′

s,φ 2
s )⟩, if the expert has made an inaccurate assessment

The algorithm is complete.
If the operations ⟨◦1,◦2⟩ = ⟨min,max⟩ are used in the E-

IFFr, the pessimistic scenario has been utilized.
If ⟨◦1,◦2⟩ = ⟨max,min⟩ are applied, the optimistic sce-

nario has been obtained, and if the operations ⟨◦1,◦2⟩ =
⟨average,average⟩ are used, the averaged scenario has been
obtained. The operation “∗ = max” is used in cases of more
ambiguity, otherwise “∗ = min .” As a result, different ideal
solutions could be produced based on the investor’s viewpoint.
As a result, an investor may have more faith in the discovered
solution.

Based on the complexity of ICrA [11]), the suggested E-
IFFr method has a complexity O(Dm2n2). Crisp and E-IF data
can be used using the suggested E-IFFr approach. It can be
used without limitations and is easy to adapt to the different
kinds of data that are present in a fuzzy environment.

There is no model for the best franchise chain selection
based on elliptic IF fuzzy data in the scientific literature that
can represent ambiguous or incomplete data under situations
of significant market parameter volatility. There are three
scenarios in this model, each based on the decision-makers
attitudes. Experts evaluate franchisors to make the best choice,
and their ratings as well as the importance of the criteria are
taken into consideration during the review process. Because
of this, the proposed E-IF optimum franchisor selection task
is socially oriented and takes into account the preferences of
the decision-maker as well as the experts.

IV. USING E-IFFR APPROACH TO OVERCOME THE
DIFFICULTY OF SELECTING A COURIER FRANCHISE

COMPANY

Finding the ideal franchisor in the courier services industry
is possible with the help of the E-IFFr technique of Sect. III.
Let us formulate the following problem for this purpose:

A business investor ve wants to make an optimal choice of a
courier brand offering a franchise such as Econt, Leo Express,
Fasto Courier, and T-Post. For this purpose, he creates a system
of criteria for evaluating potential franchisors ki (for 1≤ i≤ 4)
using the expertise of experts d1,d2, and d3. The four groups
of criteria that make the system for franchisee selection using
the requirements of the four courier franchise companies are
as follows:

• C1 - the choice of a well-known, respected brand with
a significant market share with reputation, market share,
and corporate capabilities;

• C2 - expected profit in the form of commission, which
is a dynamic % of the realized turnover of the office
depending on the quality and volume of the courier
services provided.

• C3 - operational and initial costs for starting the business
model: to calculate initial and ongoing operational costs,
such as initial and monthly franchise fees; royalties and
marketing expenses; costs for satisfying the brand’s re-
quirements for the look of the offices and their equipment,
for the look of the cars and their number; costs of
providing office security measures; costs of providing
equipment for servicing large-volume shipments

• C4 - evaluation of the franchisor’s level of training and
support, including ongoing marketing and technical sup-
port.

Ranking coefficients of the experts {r1,r2,r3} are given
in the form of IFPs ⟨δs,εs⟩(1 ≤ s ≤ 3). The four
courier franchise chains’ expert assessments were made
by the criteria and presented as IF data evki,c j ,ds (for
1 ≤ i ≤ 4,1 ≤ j ≤ 4,1 ≤ s ≤ 3). The final E-IF evaluations
f iki,ve,h f

(for 1 ≤ i ≤ 4 ) of the courier brands are based on
the priorities pkc j ,ve of criteria c j (for j = 1, ...,4) from the
point of view of entrepreneur ve at time h f . The optimal
purpose is to determine which franchise structure for courier
services is the best for the startup business.
Solution of the problem:
Step 1. At this stage, the 3-D expert assessment IFIM
EV [K,C,E,{eski,c j ,ds}] is created with the expert’s
estimations in the c j-th criterion for the ki-th franchisor
(for 1 ≤ i ≤ 4,1 ≤ j ≤ 4,1 ≤ s ≤ 3), and its form is:



d1 c1 c2 c3 c4
k1 ⟨0.30,0.30⟩ ⟨0.20,0.50⟩ ⟨0.60,0.20⟩ ⟨0.20,0.50⟩
k2 ⟨0.10,0.60⟩ ⟨0.40,0.40⟩ ⟨0.40,0.50⟩ ⟨0.40,0.40⟩
k3 ⟨0.40,0.20⟩ ⟨0.10,0.70⟩ ⟨0.20,0.40⟩ ⟨0.60,0.20⟩
k4 ⟨0.10,0.75⟩ ⟨0.20,0.70⟩ ⟨0.205,0.70⟩ ⟨0.40,0.50⟩

,

d2 c1 c2 c3 c4
k1 ⟨0.40,0.40⟩ ⟨0.10,0.70⟩ ⟨0.70,0.10⟩ ⟨0.30,0.50⟩
k2 ⟨0.20,0.80⟩ ⟨0.30,0.50⟩ ⟨0.60,0.20⟩ ⟨0.60,0.10⟩
k3 ⟨0.30,0.40⟩ ⟨0.30,0.60⟩ ⟨0.10,0.70⟩ ⟨0.40,0.40⟩
k4 ⟨0.15,0.60⟩ 0.25,0.30⟩ ⟨0.20,0.60⟩ ⟨0.30,0.30⟩

,

d3 c1 c2 c3 c4
k1 ⟨0.10,0.70⟩ ⟨0.20,0.70⟩ ⟨0.40,0.40⟩ ⟨0.40,0.40⟩
k2 ⟨0.10,0.80⟩ ⟨0.30,0.60⟩ ⟨0.20,0.60⟩ ⟨0.50,0.20⟩
k3 ⟨0.30,0.50⟩ ⟨0.20,0.70⟩ ⟨0.30,0.60⟩ ⟨0.40,0.50⟩
k4 ⟨0.10,0.80⟩ ⟨0.30,0.50⟩ ⟨0.10,0.70⟩ ⟨0.30,0.60⟩





Step 2. These are the ranking experts’ rank coefficients:
{r1,r2,r3}= {⟨0.80,0.10⟩,⟨0.70,0.10⟩,⟨0.90,0.10⟩}.

The evaluation IM EV ∗[K,C,E,{ev∗}] is made using the
subsequent procedures:

EV ∗ = r1 prK,C,d1 EV ⊕(◦1,◦2) r2 prK,C,d2 EV ⊕(◦1,◦2) r3 prK,C,d3 EV ;

EV := EV ∗

Then the IMs are created:
PI∗= PImin ⊕(◦1,◦2,∗) PImax

and
PI[K,h f ,C,{piki,h f ,cg}] = αE,#2(PI∗,h f ),(h f /∈ E)

whose elements are the coordinates of the centers of the E-
IFQs evaluating the courier brands.
Step 3. At this step, we ran the ICrA over the matrix PIT with
α = 0.80 and β = 0.10. Following ICrA, it is concluded that
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TABLE I
THE IFPS PROVIDE THE INTERCRITERIA CORRELATIONS

C1 C2 C3 C4

C1 — ⟨0.76;0.20⟩ ⟨0.79;0.17⟩ ⟨0.71;0.20⟩
C2 ⟨0.76;0.20⟩ — ⟨0.73;0.23⟩ ⟨0.76;0.12⟩
C3 ⟨0.79;0.17⟩ ⟨0.73;0.23⟩ — ⟨0.65;0.26⟩
C4 ⟨0.71;0.20⟩ ⟨0.76;0.12⟩ ⟨0.65;0.26⟩ —

no consonant-dependent criteria exist. The results are shown
as an IM in µ - ν view result matrix (cf. table I):
Step 4. Now we can calculate E-IFIM A[K,C,h f {aki,cg,h f }],
which represents recent assessments of the courier brands
using the following criteria:

h f c1 c2 · · ·
k1 ⟨0.21,0.54;0.06,0.04⟩ ⟨0.14,0.68;0.04,0.02⟩ · · ·
k2 ⟨0.11,0.77;0.04,0.02⟩ ⟨0.26,0.57;0.04,0.02⟩ · · ·
k3 ⟨0.26,0.45;0.03,0.01⟩ ⟨0.16,0.62;0.04,0.02⟩ · · ·
k4 ⟨0.10,0.74;0.03,0.01⟩ ⟨0.20,0.57;0.03,0.01⟩ · · ·
· · · c3 c4
· · · ⟨0.44,0.34;0.05,0.03⟩ ⟨0.24,0.55;0.05,0.03⟩
· · · ⟨0.31,0.51;0.04,0.02⟩ ⟨0.39,0.34;0.04,0.02⟩
· · · ⟨0.16,0.62;0.03,0.01⟩ ⟨0.36,0.45;0.03,0.01⟩
· · · ⟨0.14,0.74;0.03,0.01⟩ ⟨0.26,0.54;0.04,0.02⟩

Step 5. At this stage, the priority of each evaluation criterion
from the viewpoint of the franchisor ve is determined by the
coefficients employed in the subsequent process on a 3-D
E-IFIM PK:

PK[C,ve,h f ,{pkc j ,ve,h f
}] =

h f ve
c1 ⟨0.90,0.10;0.02,0.01⟩
c2 ⟨0.80,0.10;0.02,0.01⟩
c3 ⟨0.60,0.20;0.02,0.01⟩
c4 ⟨0.80,0.10;0.02,0.01⟩

(4)
The evaluation E-IFIM

FI[K,ve,h f ,{ f iki,ve,h f }] = A⊙(◦1,◦2,min PK
(for 1≤ i≤m) includes the full estimates of the ki-th franchise
chain for the business owner ve based on the optimistic case:

and FI =

h f ve
k1 ⟨0.674,0.046;0.02,0.01⟩
k2 ⟨0.688,0.040;0.02,0.01⟩
k3 ⟨0.694,0.047;0.02,0.01⟩
k4 ⟨0.539,0.170;0.01,0.01⟩

(5)

Step 6. According to the optimistic aggregation operation
αK,#3,min(FI,k0), k3 is the best courier franchise brand in
Bulgaria from the point of view of the entrepreneur, with
a maximum acceptance degree of 0.694 and a minimum
rejection degree of 0.047. The decision-makers will select
the candidate k4 with the minimum degree of membership
0.539 and the greatest degree of non-membership 0.17 in a
pessimistic scenario if the future is unclear and the decision-
making environment is unpredictable.
Step 7. At the last step, we assume that the correctness
of the experts’ evaluations was evaluated by senior experts

and they are correct from the point of view of intuitionistic
fuzzy logic [3] and their new rating coefficients are equal to
{⟨0.82,0.09;0.02,0.01⟩,⟨0.73,0.09;0.02,0.01⟩,
⟨0.91,0.09;0.02,0.01⟩}.

The decision-maker will favor the pessimistic scenario when
there is high inflation and significant uncertainty, the averaged
scenario when there are only minor variations in the market
parameters, and the optimistic scenario when the market
parameters are stable. We were unable to locate techniques
for issues of a comparable type under circumstances of high
uncertainty characterized by E-IF logic, preventing us from
performing a comparative analysis between the suggested E-
IFKP approach for franchisor optimization.

The question of whether minor variations in the values
of the input parameters utilized impact the outcomes of the
model emerges following the results of the E-IFKP franchisor
approach. A crucial step in solving the E-IFKP franchisor
problem is to evaluate the robustness of the findings in the
constructed model and their sensitivity to changes in the input
variables.

The weights of the criteria are of great importance to the
results of the E-IFKP franchisor problem. A sensitivity anal-
ysis consisting of 8 different scenarios have been conducted
to analyze the effect of the change in weight of each criterion
on the ranking results by ±10%,±25%,±50% and ± 75%
respectively. In the analysis, a total of 8 different changes have
been applied to the weights of the criteria included in the study,
and the final results are different in the cases indicated.

The sensitivity of franchisor ranking to criteria weights is
explored, and four distinct weighting methodologies have been
taken into consideration to reveal different answers.

The results of the sensitivity analysis show that there is
sensitivity in the output results when criteria are assigned
different weights assets. The best option is candidate k3 if the
first criterion is given top priority; the best option is candidate
k1 if the second criterion is given top priority; candidate k3 if
the third criterion is given top priority; and the best option is
candidate k2 if the fourth criterion is given top priority.

V. CONCLUSION

The instruments of E-IF logic and the theory of index ma-
trices were used in the study to construct an optimal algorithm
(E-IFFr) for the most effective selection of franchise firms in
conditions of significant parameter uncertainty. Additionally,
it considered the opinions of the experts as well as the order in
which entrepreneurs should rank the evaluation criteria. A case
study of the franchisor selection for a courier brand is used
to illustrate the proposed strategy based on the criteria of 4
leading courier franchise companies in Bulgaria. The created
E-IFFr method can be used with both crisp and elliptic values.
There are no restrictions on its use, and it is simple to modify
to various types of data that are present in a fuzzy environment.
In the future, research will continue with the development
of a franchisor selection software program to automate the
proposed approach and with its extension so that it can be
applied to three-dimensional data and with its extension so
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that it can be applied to three-dimensional elliptic intuitionistic
fuzzy data.
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Abstract—Medical device interoperability enables new therapy
methods and the automation of existing ones. Due to different
medical device manufacturers and protocols, we need auxiliary
hardware and software for the interconnection. In this paper
we propose a service-oriented software architecture built on a
real-time operating system in order to create a modular medical
cyber-physical system consisting of networked embedded nodes.
In particular we highlight the need for the application of formal
methods to ensure the functional safety of the system.

I. INTRODUCTION

IN MEDICAL intensive care many different medical de-
vices from various manufacturers are used for therapies.

More and more future therapy methods are based on inter-
connected devices, called medical cyber-physical systems or
cyber-medical systems [1], [2]. One particular case is the
class of physiological closed loop control systems that aim to
control one or several physiological parameter based on sensor
measurements. These systems enable new therapies and the au-
tomation of existing ones and thus relieve the clinic personnel.
In such systems flexibility and modularity is essential. Firstly,
because clinics use different medical devices by manufacturers
with different interfaces and protocols. Secondly, because it is
always necessary to react to new insights or changes in the
patient’s condition, e.g. extend the therapy with more devices.

However due to the current legislation, a medical device
which consists of an interconnection of different medical
devices that are already authorized for the market, needs to
pass the complete authorization process again. Hence, today
many of these devices are interconnected manually by clinic
personnel, e.g. reading measurements from one device and
feeding these values into another device. Of course, for the
future this legislation issue is supposed to be solved. Once
this interconnection of authorized medical devices is integrated
in the legislation, we need a software architecture to allow
for the interconnection of these devices in a safe manner.
As it is necessary to react to new insights in an agile way
during therapy, the software architecture needs to be reliable
and modular.

Without a doubt, medical systems are safety-critical as
any fault can lead to a patient’s harm or even death. In
our opinion, it is therefore essential to apply existing state-
of-the-art formal methods for the verification and validation
of the medical software. Even though the use of formal
methods is recommended by authorities, the application is still

not enforced today [3]. Our thesis is that a future software
architecture must support verification as best as possible.

In the use-case of physiological closed loop control systems
the reaction time to external events like a change in physio-
logical parameters is crucial. It might also be necessary to
fulfill real-time constraints. This is why the vast majority of
these algorithms are executed on embedded devices. Instead
of using one centralized complex system, this allows us to
distribute the system among multiple smaller nodes. Thus,
resulting in significantly reduced software complexity on each
node without reducing the overall processing capabilities. In
this paper we present a modular extension of an existing real-
time operating system in order to create a medical cyber-
physical system consisting of networked embedded nodes.

A. Worked example

As a worked example for the next chapters we use the au-
tomation of extracorporeal membrane oxygenation (ECMO),
where a patient with severe lung failure is supported by blood-
based gas exchange outside the patient’s body [4]. Figure 1
shows a sketch of the setup.
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Fig. 1. Worked example: Automated ECMO therapy setup [5]

In the setup, a blood pump creates a blood flow through
an oxygenator. Within the oxygenator, there is a blood and
gas flow separated by a special membrane. This membrane
allows for gas exchange, in particular the enrichment of blood
with oxygen and the elimination of carbone-dioxide out of
the blood. As a second actuator besides the blood pump, the
gas-blender is in charge of controlling the gas composition
and flow through the oxygenator. The sensors in the worked
example are an online blood gas monitoring system as well
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as different pressure and flow sensors. In this setup we
also implemented an interface for the patient’s ventilator to
efficiently cover the interaction between both therapy devices.

II. STATE OF THE ART

For the related work, we will analyze three aspects. First,
we will present existing real-time operating systems (RTOS),
on which our software architecture is built. Secondly, we will
give an overview over the existing messaging protocols for the
communication between nodes. Finally, we will present several
projects working in the field of medical device interoperability.
With these three aspects in mind we can highlight the key
differences to our proposed architecture. In addition, we will
present related work from non-medical domains.

The basis for our software architecture is the operating
system underneath. For safety-critical embedded systems, the
preferred option are real-time operating systems for microcon-
trollers due to the resulting determinism. The market-leading
real-time operating system is FreeRTOS [6], which includes
a kernel and Internet of Things (IoT) libraries. An alternative
operating system is ChibiOS [7], which includes an operating
system as well as a Hardware Abstraction Layer (HAL),
peripheral drivers and a complete development environment.
Furthermore, there exist several real-time variants of the Linux
operating system, which are designed for the use in safety-
critical software but are far more complex than the previously
listed operating systems for microcontrollers [8]. These Linux
operating systems might also contain pre-compiled libraries
without source-code access.

Next, we will discuss which messaging protocols exist
for the data exchange between nodes. Here we will focus
on Ethernet for the communication between nodes. Many
current research projects use the data distribution service
(DDS) standard for interconnectivity, standardized by the
object management group (OMG) [9]. DDS allows participants
to communicate by publishing and subscribing to topics. The
data can be shared with Quality of Service (QoS) specifications
to ensure certain properties like reliability or periodicity. While
DDS is an Application Programming Interface (API) spec-
ification, there exist several different DDS implementations,
for example the C++ implementation eprosima FastDDS [10]
and embeddedRTPS [11], a portable and open-source imple-
mentation of the Real-Time Publish-Subscribe Protocol for
embedded systems. There also exist several alternative mes-
saging transport protocols such as the MQTT protocol [12],
a lightweight publish/subscribe messaging protocol which is
often used in the IoT.

After discussing the state of the art of the underlying oper-
ating system and messaging protocol, we will present related
work in medical device interoperability. Together with the
Center for Integration of Medicine & Innovative Technology
(CIMIT), the Medical Device ‘Plug-and-Play’ Interoperability
Program (MD PnP) proposed the open standards for the
Patient-Centric Integrated Clinical Environment (ICE) [13].
The standard defines the conceptual model, general require-
ments and different clinical use cases. Additional standards

like the data logger are planned and in work. In the MD
PnP program, an open source implementation of an intercon-
nection environment called OpenICE was developed [14]. In
an OpenICE system distributed network nodes are connected
via Ethernet. OpenICE Device Adapters act as bridges to
connect medical devices with the network. In addition, a
central OpenICE supervisor unit runs clinical applications
and logs data. All nodes in an OpenICE system have to be
Java-capable devices like Linux computers. OpenICE uses
DDS as the messaging protocol, in the current version the
DDS implementation by Real-Time Innovations (RTI) [15].
For the OpenICE architecture several supervisor application
examples were implemented, e.g. the synchronization between
a ventilator and the shutter of an x-ray as a closed loop control
use-case.

In the project OR.NET [16] concepts for open medical
device interoperability in the operating room and clinic were
developed. The concept of a service-oriented medical device
architecture (SOMDA) including the technical specification
was standardized in the IEEE 11073 SDC family [17], [18],
[19]. In the OR.NET project, the service-oriented device
architecture (SODA) was refined to the SOMDA paradigm.
Besides standardized interface descriptions, a standardized
way to describe provided and exchanged data was developed.
As a base technology, the Devices Profile for Web Services
(DPWS) is used for communication. Several open source
frameworks implement the IEEE 11073 SDC standards in
different programming languages, e.g. openSDC (Java) and
SDCLib/C (C++).

Another research project called Smart Cyber Operating
Theater (SCOT) works on an integrated operating room [20].
The SCOT project is based on the ORiN network interface for
robot systems [21].

From the previously mentioned projects, the ICE project
proposes concepts for the complete clinical IT infrastructure
and follows a more centralized approach, with a central ICE
Supervisor unit, that runs all applications. This differs from
our approach, where the system is distributed among multiple
smaller nodes. The OR.NET and SCOT projects mostly focus
on an integrated operating room. The focus on the operating
room results in specific requirements, e.g. a centralized con-
sole for visualization, and many scenarios have no real-time
requirements [16]. In addition, a major part of the OR.NET
project is the standardization of interfaces, to specify which
data are exchanged between devices.

In contrast to the related work, our proposed software
architecture is aimed at medical systems in the intensive care
unit. In this paper we also exclude the direct communication
with the clinical network. Notably, physiological closed loop
control systems are a special use-case as these are highly
automated. The main difference is that the patient in an
operating room is under constant human monitoring. This is
not the case for the intensive care unit, where patients are in
critical state but not always under direct monitoring by the
staff. In the future, it is even conceivable that such closed
loop control systems are used outside of the hospital without
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constant monitoring by medical professionals. In these use
cases, the safety of these systems is essential, as medical
professionals can not immediately react to faults in the system.
Our architecture therefore includes a dedicated safety layer for
various safety measures.

Additionally, we emphasize that it is necessary to use
formal methods in the development process and increase safety
through various design decisions. However, the presented
OR.NET SDC and OpenICE projects are built on conventional
Java-capable operating systems like Windows and Linux. Due
to the high complexity, the formal verification and testing of
the whole Linux operating system is still an open research
topic. With Windows the verification and testing are even
harder, as the operating system is not open-source. In addition,
the usage of the Java runtime environment further increases the
complexity and abstraction. There exists a real-time specifica-
tion for Java to be used in real-time software development,
which changes the semantics of the scheduling and memory
management [22].

In contrast, our proposed software architecture builds on
a real-time operating system for embedded systems with a
small code scope and open-source libraries. This operating
system can be verified through formal methods as it is far
less extensive and complex. In addition, we aid the usage of
formal methods through certain design decisions presented in
the later chapters.

The previously mentioned interoperability projects all focus
on the medical environment. However, the interconnection of
nodes and data exchange is also relevant in different non-
medical domains. The robot operating system 2 (ROS 2)
[23] is a middleware for building robot applications including
software libraries and tools. The second version improved
many limitations of ROS 1. Similar to our approach a ROS
system consists of a network of nodes which communicate
over DDS. However, the provided tools are specialized for
robot applications, while our proposed software is aimed
at medical applications. With ROS-Health an extension of
the Robot Operating System was developed for the use in
neurorobotics [24].

III. EMBEDDED SOFTWARE ARCHITECTURE

The software architecture proposed for interconnected inten-
sive care applications is based on a real-time operating system
(RTOS) for embedded systems. In our architecture, we use
different features of the operating system like multitasking,
timers and synchronization. In particular, the operating system
should include a hardware abstraction layer. This abstraction
allows us to freely change the used hardware platform. As
there exist several operating systems with these features, the
specific operating system can be abstracted. Figure 2 shows
the resulting software architecture.

The following chapter describes the proposed software
architecture from the top to the bottom. First, the application
layer is presented with different development methods for
data processing algorithms. Next, the data provisioning layer
with the used communication protocol is introduced. Finally,
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Fig. 2. Reference software architecture for medical applications in intensive
care

we will discuss how our software architecture supports the
application of formal methods to ensure safety.

A. Application Layer

Topmost in the architecture is the application layer. The
applications are the actual data processing algorithms. In our
architecture one node can run multiple applications depending
on the requirements, e.g. the required computational power.
Applications can also be moved between nodes without the
need to adapt the application.

Applications can either be implemented directly or be
generated from specific models. For model-based development
we create models, e.g. diagram-based, using suitable software
tools and expertise by medical personnel. From these models
we can automatically generate code which is supported by
several modern modeling tools. The generated code has to be
connected with the data retention layer. Therefore we introduce
a wrapping layer. If suitable physiological models of the
patient or models of the physiological processes are available,
we can also simulate the system and test our applications
against these models.

As the software architecture is based on an embedded real-
time operating system, each application has to be registered as
a task by the developer with a declaration of the required stack
size for this application. In addition, we do not use dynamic
memory allocation or management offered by the operating
system, in order to prevent memory allocation failures during
runtime and aid the application of formal methods in such
safety-critical systems.

B. Data Provisioning Layer

The main task of the data provisioning layer (DPL) is to
store the data needed by the applications on the individual
node. In addition, the data generated by this node needs to be
communicated throughout the network. For this the concrete
communication medium can be abstracted as it depends on the
application requirements.
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We implemented the data provisioning as a separate layer
to enable modularity. This allows us free movement of appli-
cations between the different nodes in the system without the
need to adapt the application. For this we create a global listing
of all possible measurement and internally generated values in
the system. This global listing is called communication matrix
as we adopted the name from the Controller Area Network
(CAN). The communication matrix contains unique identifiers
for each message as well as additional information like label,
description, scaling factor and unit. The wrapping layer and
the DPL are automatically generated from this matrix, so the
communication matrix will be referenced in the following
architectural parts. In our architecture each application has to
announce which data it uses, so that only the required data is
stored on each node. This is later referenced as the selective
part of the data provisioning layer.

Communication Bus

Data Provisioning

A1 A2 A3

D1 D2 D3 D6D4 D5

R
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te
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Fig. 3. Realization of the Data Retention [25]

Figure 3 shows the resulting data retention in our archi-
tecture. In this example the communication matrix consists
of six different pieces of information (data) D1 to D6. Three
different applications A1 to A3 run on the depicted node and
read and write different data. As the data D4 is not used
by any application it is locally eliminated. This methodology
facilitates the movement of applications between nodes.

1) Time Synchronization: The simplest implementation for
the data retention would be to just store the last broadcasted
measurement value. However, in addition it is also neces-
sary to store the timestamps of measurements and generated
values. As an example, we describe two scenarios from the
ECMO. First, we might want to keep track of a patient’s
body temperature during the treatment. To put the temperature
measurements in a chronological order, we need timestamps
for each measurement. However, in this scenario an accuracy
of one second is sufficient. Second, it might be necessary
to compute the patient’s dynamic lung compliance during
mechanical ventilation, which can be calculated from the tidal
volume and pressure. For the calculation of the compliance we
therefore need to correlate pressure measurements and flow
measurements. Thus, we need precise measurement times-
tamps with an accuracy in the range of few milliseconds.

To support such scenarios, we need to keep track of time
locally on each specific node, but also globally for the whole
network of nodes. This global time allows us to check if a
value is outdated but also correlate values from different nodes.
The required accuracy of the time synchronization depends on
the specific application requirements and used synchronization
protocol.

For this we define a master-node and synchronize all
other nodes to this node. There are several existing network
synchronization protocols depending on the choice of the
communication medium, for example OCS-CAN [26] for
CAN and the Precision Time Protocol (PTP) [27] for Ethernet
communication.

Overall the synchronization has to be defined in a way, such
that the local clock-error on a specific node does not exceed
an upper bound. In the example of PTP the accuracy depends
on whether we use a hardware or software implementation. In
our worked example we use a software implementation and
can achieve an accuracy of 1 millisecond. Next, we present
the data retention layer.

2) Data Retention: In medical applications it is not only
necessary to work with single measurement values but also
time series. In the calculation of the lung compliance during
mechanical ventilation, we need to store series of flow and
pressure measurements to compute the change in volume and
pressure.

In order to support such medical scenarios, the data reten-
tion is able to store a time series of data. We can configure
the length of the series as well as the sample rate. This can
be configured for each individual app with reference to the
used measurements. Since it is not always necessary to work
with the complete series of data, we realized general and
specific operations on these time series. These resulting values
are constantly calculated in the background as new generated
data is received. As general operators we implemented the
minimum, maximum, median and mean operations. These
should already address many needs during the processing
of medical data. In addition, it is also possible to define
specialized data operations tailored for specific applications.
This is realized by allowing the user to register a callback
function, which is executed on the time series.

3) Safety: As mentioned before, medical applications in
particular are safety critical. Therefore, we include an addi-
tional safety layer in the software architecture [28]. In this
layer, the control values for actuators can be safeguarded but
also measurement values of sensors can be annotated with a
metric regarding aspects like plausibility, data quality or age.

The basic approach to safeguard transmitted values are gen-
eral boundaries defined in the communication matrix. Medical
devices often have maximum ratings for their operation. In
our worked example, the used oxygenator has a maximum
rating for the set-values of gas and blood flow. Moreover,
to maintain a basic patient support in the context of the
treatment we might want to define a minimum gas and blood
flow depending on the patient’s parameters. In addition to
this, even more intelligent safeguarding is possible. We can
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derive mathematical equations from physical or physiological
models and integrate them in the safety layer. Also the usage
of artificial intelligence is possible. In a third step, it is also
important to consider the age of a measurement value. If a
measurement in our system is several minutes old, we have
to react accordingly and for example, use a fallback value.
Furthermore, we might need information about the quality of
measured data, which can be transmitted over the network with
additional messages if this information is available.

C. Formal Methods

Since software errors can lead to harm of the patient and
even death, medical software is highly safety-critical. We
therefore emphasize that the application of formal methods
in the software development process is essential.

In our embedded software architecture, we made several
design decisions, which aid the application of formal method.
These are mainly the fully static architecture and knowledge
of the underlying operating system. In the application layer we
have to declare the stack size for each registered task. With
this information we can then perform a stack size analysis to
prevent stack overflows. Many compilers already offer stack
size analysis capabilities [29] and from our point of view, this
is one of the most important measures to safeguard a medical
cyber-physical system.

Furthermore, static analysis enables us to prove the absence
of critical run-time errors without having to execute the code.
Common errors that can be found with static analysis tech-
niques are dead or unreachable code, uninitialized variables,
null pointer dereference and invalid arithmetic operations. It is
advisable to use static analysis early in the development pro-
cess as bugs are cheaper to fix compared to later development
stages. [30]

The adherence and documentation of compliance with a
suitable coding guideline, like MISRA C [31], MITRE Com-
mon Weakness Enumeration (CWE) [32] or the SEI CERT
C coding standard [33] is highly recommended when dealing
with safety-critical systems. The MISRA C coding guidelines
define a subset of the C language without parts with e.g.
undefined behavior. This is aimed at error prevention and is
supposed to increase code readability and explainability [34].
The MISRA C rules can be checked by algorithms, which will
be used in the worked example implementation.

IV. WORKED EXAMPLE IMPLEMENTATION

In our worked example, we implemented the automation
of an extracorporeal membrane oxygenation therapy for pa-
tients who suffer from Acute Respiratory Distress Syndrome
(ARDS) [35], [36]. In the setup, microcontroller nodes were
connected to medical devices and communicate over a net-
work or communication bus. Therefore, we implemented the
software architecture as presented in the previous chapter. The
implemented architecture with the used RTOS and hardware
is shown in figure 4.

The implementation of the software architecture with an
example project for an OxiMax N-560 pulse oximeter is
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Fig. 4. Implementation of software architecture

available in [37]. As the real-time operating system we use
ChibiOS as it offers a wide range of features including a
fully static architecture and hardware support for the used
STM32 microcontroller. Because of the existing hardware
abstraction layer within ChibiOS, we were able to switch
from our previous hardware platform with an Atmel AT91
microcontroller to a STM32 microcontroller with minimal
changes in the software. The communication matrix is defined
in multiple TOML (Tom’s Obvious Minimal Language) files.
Based on these TOML files we generate parts of the data
provisioning and safety layer. The selective part of the data
provisioning layer is based on the C compiler’s pre-processor.
Thus, we still only use static memory allocation.

In the first version of the architecture, the nodes were
connected via CAN. In the latest version, we added Ethernet
for the communication in order to allow better integration of
mobile devices for monitoring.

We use an existing end-to-end middleware, because we
have less code to maintain as the specification and different
implementations already exist. We decided to use DDS, as
it offers us great flexibility to control the communication
behavior through the quality of service policies and has an
integrated discovery system. With these QoS policies we can
enforce additional safety requirements like the periodicity
of measurements or the usage of redundant sensors. If the
periodicity of data is known, we can notify the user about
missing measurements. In addition, DDS is already established
in several safety-critical scenarios, like aviation or military
applications [38]. Another advantage is that DDS is suited for
the use in embedded systems and offers a wide language and
platform support, which eases the integration of other devices.
For the specific DDS implementation, we use embeddedRTPS
[11] as it is suited for embedded systems.

In our worked example implementation, it is possible to
prioritize certain messages like alarms, as these should be
treated with higher priorities. These alarm message have to
be prioritized in the software as well as in the network. Using
Ethernet, these messages are prioritized with the differenti-
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ated services code point (DSCP) in the IP header. However,
we also need infrastructure, like switches, that support this
prioritization. For CAN communication the CAN message
identifier determines the priority with a low message identifier
representing a high priority.

The actual applications, e.g. control algorithms, are either
implemented directly in the language C or generated C-Code
from Matlab Simulink (The Mathworks, Natick, MA) [39]
models is used. We automatically generate Simulink blocks
from the TOML files to allow the developer to use any data
out of the communication matrix without the need to take care
of its retention.

In the described implementation, we solely use static
memory structures. Additionally, we apply different formal
methods. First of all, we carry out a stack size analysis and
compare the results with the declared stack size registered to
the operating system. In addition, we carried out static analysis
using Polyspace (The Mathworks, Natick, MA) [40] to prove
the absence of critical run-time errors. Furthermore, we used
Polyspace to check the compliance of our software with the
MISRA C rules.

Finally, we also carried out a worst-case execution time
analysis of the used algorithms to get an over-approximation
of the total CPU consumption on a specific node in the medical
cyber-physical system. The analysis was conducted using aiT
from AbsInt [41]. One analyzed algorithm is the model-based
blood pump supervision, which can detect and predict events
like the suction of the withdrawing cannula to the wall of
the surrounding vessel or the presence of gas bubbles in the
blood tubing. This analysis leads to a worst-case CPU time
of 0.138 milliseconds on the Atmel AT91SAM7 hardware,
which makes the algorithm suited for the use in an embedded
environment. [36]

V. RESULTS

In section III, we presented a software architecture for in-
terconnected medical systems. The architecture enables mod-
ularity, as we can move applications between nodes depending
on the required memory and CPU time. However, the network
delay has to be considered. We might prefer to process sensor
data on the same node as the control algorithm, which uses
this data as it’s input. Through a loopback mechanism this data
does not need to be sent over the network, which decreases
the delay.

Additionally, the data provisioning layer provides basic
safety mechanism which can be easily extended with more
complex methods like physiological models. This goes hand
in hand with the need for precise global timestamps of
measurements or information on the time passed between mea-
surements. This enrichment of the bare data with additional
information also helps with the safeguarding of measurements.
The safety layer can be extended depending on the require-
ments, however, often the difficulty is to find physiological
models in the appropriate abstraction to derive mathematical
formulas. In addition, we highlighted the need for formal

methods in the development process and aided the application
by various design decisions.

One major advantage of the presented software architecture
is the free choice for the used hardware and operating system.
Because of the abstraction layer, we do not need to modify our
existing software when enhancing an already existing setup.

VI. CONCLUSION

In this paper, we presented a modular and verifiable software
architecture based on a real-time operating system suited
for interconnected medical systems in intensive care envi-
ronments. We presented the general concept of our proposed
entities, of which such a medical cyber-physical system can
consist of, and presented a worked example implementation
for the automation of an extracorporeal membrane oxygenation
therapy. The main component we introduced was the generated
data provisioning layer and its interactions to the other parts
of the software architecture. The DPL takes care of the data
storage, needed by the different applications and algorithms.
Additionally, the DPL offers time synchronization as well
as communicating the data between nodes. The included
safety layer allows us to safeguard transmitted values and
measurements. Finally, we enable the integration of model-
based generated code into this software architecture by a
wrapping layer.

We presented a strictly static software architecture, which
allows for the efficient use of formal methods. This allows
us to prove the absence of possibly safety related issues
like the violation of real-time constraints or memory/stack
overflows, which need to be avoided in medical systems. In
conclusion, the combination of these measures allows for the
safe operation of medical cyber-physical systems.

However, the applied formal methods presented in this work
are just the standard methods and the verification of more
properties is possible. A next step would be the validation and
verification of the control algorithms to ensure the patient’s
safety. Though, the verification in a physiological closed-loop
system requires an accurate physiological model of the system,
which is challenging due to the complexity and variability of
the human physiology.

As an further outlook, we plan to improve the safety layer
by deriving safeguarding algorithms out of publicly available
physiological models. Through the use of publicly available
databases, there is also a high potential to automatically learn
the needed relations between different physiological values by
means of artificial intelligence. In addition, we plan to add
different methods for the detection and diagnosis of hardware
faults and medical complications in the system.

VII. ACKNOWLEDGMENTS

The authors gratefully acknowledge the funding of the
German Research Foundation (PAK 138/1 and 2) and the
Federal Ministry of Education and Research (031L0253B),
which allowed for these results.

350 COMMUNICATION PAPERS OF THE FEDCSIS. WARSAW, POLAND, 2023



REFERENCES

[1] I. Lee and O. Sokolsky, “Medical cyber physical systems,” in Design
Automation Conference, pp. 743–748, ACM, 2010.

[2] G. De Micheli, “Cyber-medical systems: Requirements, components and
design examples,” IEEE Transactions on Circuits and Systems I: Regular
Papers, vol. 64, no. 9, pp. 2226–2236, 2017.

[3] S. Bonfanti, A. Gargantini, and A. Mashkoor, “A systematic literature
review of the use of formal methods in medical software systems,”
Journal of Software: Evolution and Process, vol. 30, no. 5, p. e1943,
2018.

[4] Rüdger Kopp, Ralf Bensberg, Marian Walter, Jutta Arens, Rolf Rossaint,
and André Stollenwerk, “Automation of extracorporeal membrane oxy-
genation using a combined safety and control concept.,” Intensive Care
Medicine, vol. 37, no. S1, 2011.

[5] J. Kühn, C. Brendle, A. Stollenwerk, M. Schweigler, S. Kowalewski,
T. Janisch, R. Rossaint, S. Leonhardt, M. Walter, and R. Kopp,
“Decentralized safety concept for closed-loop controlled intensive
care,” Biomedical Engineering/Biomedizinische Technik, vol. 62, no. 2,
pp. 213–223, 2017.

[6] Richard Barry, “FreeRTOS,” 2023. https://www.freertos.org/.
[7] Giovanni Di Sirio., “ChibiOS,” 2023. https://www.chibios.org.
[8] F. Reghenzani, G. Massari, and W. Fornaciari, “The real-time linux

kernel: A survey on preempt_rt,” ACM Computing Surveys, vol. 52,
no. 1, pp. 1–36, 2020.

[9] Object Management Group, “Data distribution service specification,
version 1.4,” 10.04.2015.

[10] eProsima, “Fast DDS,” 2023. https://www.eprosima.com/index.php/products-
all/eprosima-fast-dds.

[11] A. Kampmann, A. Wustenberg, B. Alrifaee, and S. Kowalewski, “A
portable implementation of the real-time publish-subscribe protocol for
microcontrollers in distributed robotic applications,” in The 2019 IEEE
Intelligent Transportation Systems Conference - ITSC, (Piscataway, NJ),
pp. 443–448, IEEE, 2019.

[12] OASIS MQTT Technical Committee, “MQTT, Version 5.0,” 07.03.2019.
[13] ASTM, “Medical devices and medical systems - essential safety require-

ments for equipment comprising the patient-centric integrated clinical
environment (ice) - part 1: General requirements and conceptual model,”
2013.

[14] J. Plourde, D. Arney, and J. M. Goldman, “OpenICE: An open, interop-
erable platform for medical cyber-physical systems,” in 2014 ACM/IEEE
International Conference on Cyber-Physical Systems (ICCPS 2014),
(Piscataway, NJ), p. 221, IEEE, 2014.

[15] Real-Time Innovations, “Connext DDS,” 2023. https://www.rti.com/.
[16] M. Kasparick, M. Schmitz, B. Andersen, M. Rockstroh, S. Franke,

S. Schlichting, F. Golatowski, and D. Timmermann, “OR.NET: a
service-oriented architecture for safe and dynamic medical device inter-
operability,” Biomedizinische Technik. Biomedical engineering, vol. 63,
no. 1, pp. 11–30, 2018.

[17] IEEE Engineering in Medicine and Biology Society, “IEEE Standard -
Health informatics – Point-of-care medical device communication - Part
10207: Domain Information and Service Model for Service-Oriented
Point-of-Care Medical Device Communication,” 2017.

[18] IEEE Engineering in Medicine and Biology Society, “IEEE Standard -
Health informatics – Point-of-care medical device communication - Part
20702: Medical devices communication profile for web services,” 2016.

[19] IEEE Engineering in Medicine and Biology Society, “IEEE Standard
- Health informatics – Point-of-care medical device communication -
Part 20701: Service-Oriented Medical Device Exchange Architecture
and Protocol Binding,” 2019.

[20] J. Okamoto, K. Masamune, H. Iseki, and Y. Muragaki, “Development
concepts of a smart cyber operating theater (scot) using orin technology,”
Biomedizinische Technik. Biomedical engineering, vol. 63, no. 1, pp. 31–
37, 2018.

[21] M. Mizukawa, H. Matsuka, T. Koyama, T. Inukai, A. Noda, H. Tezuka,
Y. Noguchi, and N. Otera, “Orin: open robot interface for the network
- the standard and unified network interface for industrial robot appli-
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Abstract—Efficient data transfer is required in various fields

such as entertainment, business communications, image process-

ing systems, and industrial  applications.  A fast  speed, low la-

tency, and stable transmission parameters are required to ensure

high-quality streaming, which is difficult to achieve with a single

data channel. Using multiple communication paths is a promis-

ing  solution  for  elevating  performance.  The  Multipath  TCP

(MPTCP) protocol  allows  for  splitting  the  application  stream

among a few connections. A key element determining the overall

transmission quality is the MPTCP congestion control algorithm.

In this paper, the most common MPTCP congestion control al-

gorithms are evaluated in the open Internet in the context of

streaming applications. The results obtained indicate that for a

streaming service that utilizes multiple paths the most effective

pair of CC algorithms are BALIA at the MPTCP level and BBR

at the path level. These algorithms provide the smallest path de-

lay and Head-of-Line blocking degree under consistent through-

put.  Delay-based  wVegas  shows  the  weakest  performance  in

terms of multipath streaming. 

Index Terms—MPTCP, congestion control,  streaming ap-

plications, tactile Internet 

I. INTRODUCTION

IP-based systems are gradually replacing other network
solutions  in  traditional  telecommunications,  medicine,  and
industrial automation, as well as in new areas like entertain-
ment, Internet of Things (IoT), and tactile Internet [13]. It
occurs despite the fact that other solutions can provide better
Quality of  Service (QoS) measures,  e.g.,  guaranteed mini-
mum bandwidth,  fault  tolerance,  or  maximum latency.  An
unquestioned advantage of IP networks is their universality
and ease of expansion, which results in economic benefits.
Unlike other network solutions, IP networks require a generic
connection to the network, only, utilizing its dynamic routing
capabilities as a transport basis. Despite continuous efforts to
improve QoS [17], a disadvantage of IP networks is the lack
of control over the transmission quality. For time-sensitive
transmissions, UDP/RTP protocols may be used. However,
due to security requirements or application restrictions, the
preferred form of data transmission is the TCP protocol.

The widespread use of mobile appliances has created new
possibilities and challenges. The link parameters vary with
time, rapidly. In addition, the movement of devices makes it
necessary to smoothly switch to another network. Although
the logical IP address of the device may remain unchanged,
the link parameters may be radically different. In the consid-

ered class, the terminals are often equipped with more than
one network interface, e.g., a cellular (LTE, 5G) and a Wi-Fi
one. Already, these two interfaces have completely different
characteristics.  In addition,  changing the location entails  a
change of the access point. Various phenomena, outside the
control of communicating agent, such as interference from
other users and appliances, aggravate the system uncertainty
and limit the available range of services. In order to address
these problems, it has been proposed to simultaneously en-
gage multiple transmission channels using different physical
interfaces [17,  18,  19], thus mitigating the impact of uncer-
tainty. However, early attempts to materialize this idea failed
[20],  until a new version of the TCP protocol tailored for
multi-interface traffic – Multipath TCP (MPTCP) was pro-
posed [21,  22]. Conveniently, the reference implementation
of MPTCP [23] addresses the general aspects of the proto-
col’s behavior, only, which allows for potential innovations
in its implementation [24], in particular the choice of conges-
tion control (CC) algorithm. 

Streaming applications, such as on-demand entertainment
or  video  systems,  often  utilize  adaptive  data  compression
methods and do not require high bandwidth. Rather, they call
for short latency, low error rate, and low jitter, while exten-
sive  buffering  is  to  be  avoided.  However,  ensuring  these
parameters  in  the  case  of  multipath  transmissions  can  be
challenging, as the constraints on delay and its variation are
difficult to impose [25]. It should also be noted that the prin-
cipal objective in the design of MPTCP CC algorithms so far
was to boost efficiency without compromising fairness [14],
rather than cope with delay constraints [15], which are criti-
cal  for  streaming  and  tactile  applications.  Although  some
research on streaming transmission in the multipath frame-
work has been carried out from the perspective of schedulers
[16], the literature lacks works investigating the role of CC
algorithms in this context. The objective of this paper is to
examine  whether  the  popular  CC algorithms  designed  for
MPTCP are suitable for streaming applications.

Frequently, the research on network protocols relies on
simulations or tests conducted in a closed environment. How-
ever, the conclusions drawn from such findings may not be
reliable.  In  this  regard,  this  article  tests  the parameters  of
various CC algorithms for their application in a real-world
setting using a public network. It follows from the conducted
study that the MPTCP CC algorithm BALIA is found capa-
ble  of  achieving  the  lowest  values  of  path  delay  and
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head-of-line degree, as well as the highest throughput among 
four tested algorithms, whereas wVegas performed the worst 
in the context of streaming applications. 

II. MULTIPATH TRANSMISSION 

The data flow in an MPTCP-capable network is 
illustrated in Fig. 1. When a request for data transfer is 
initiated, the standard TCP procedure is used to establish a 
connection. During the negotiation process, it is determined 
whether both parties support an appropriate version of the 
MPTCP protocol. When the multipath extension is available, 
an attempt is made to open as many transmission channels as 
possible. The path controller then decides on the number of 
channels and which paths to use. With multiple transmission 
channels, communication can be maintained even in the 
event of a channel failure, which would otherwise lead to a 
path break. 

The stream of data generated by the application first 
passes through Master Controller, which shapes the data 
transfer characteristics, and then to Scheduler. Scheduler 
distributes the data among the active paths that have been 
established by Path Manager. The data in each path is then 
transmitted using the single path (SPTCP) controller module. 
The Scheduler is typically adjusted to achieve a desired 
strategy, such as reducing power consumption or delay [14], 
[15]. However, it does not directly influence the intensity of 
generated traffic. Instead, it responds to signals originating 
from the logic of the ordinary single-path TCP, which 
manages the data stream separately for each path. The 
Master Controller, SPTCP controllers, and Scheduler interact 
with one another in a complex manner to meet the 
communication objectives.  

It should be noted that the TCP architecture was 
primarily designed to maximize throughput rather than 
minimize delay. However, one can shift this priority by an 
appropriate selection of SPTCP and MPTCP CC algorithms, 
which exert a significant impact on data transfer dynamics 
and the resulting quality of data streaming. 

III. CONGESTION CONTROL ALGORITHMS 

Currently, the TCP protocol serves as the foundation for 
the majority of Internet services. However, TCP versions 
operate differently in various conditions, corresponding to 
the method of adjusting the transfer speed. The default 
SPTCP CC algorithm in both Windows and Linux systems is 
Cubic. In addition to Cubic, the Linux kernel also includes 
15 other versions of SPTCP (in alphabetical order): BBR, 
BIC, CDG, DCTCP, HSTCP, Hybla, Illinois, LP, NV, Reno, 
Scalable, Vegas, Westwood+, and YeAH. With the 
deployment of MPTCP, additional algorithms become 
available [16]: BaLIA, DMCTCP, LIA, OLIA, and wVegas, 
which are the primary emphasis of this work 

None of these algorithms are specifically designed for 
streaming traffic. It presents a challenge for the transmission 
of data-intensive multimedia content, where factors such as 
low latency, low error rates, and low jitter are critical for the 
intended user experience [24]. There is a need to examine the 
performance of MPTCP CC algorithms in the context of 
multipath streaming traffic and to determine which algorithm 
is best suited for such type of content. 

The following CC algorithms were selected for analysis: 

On the SPTCP level: Reno and BBR. The legacy Reno 
algorithm [17] linearly increases the transfer speed and 
reduces it multiplicatively when packet loss is detected. 
Although it is no longer used in practical settings, it 
remains a common reference algorithm for TCP CC 
evaluation. Furthermore, both LIA and OLIA algorithms 
can be considered as multipath versions of Reno, since 
they also adjust the transmission speed in response to 
drops. In contrast, the BBR [18] algorithm operates by 
observing the speed at which the network is already 
delivering the traffic, along with the changes in the 
smoothed round-trip time (SRTT). Currently, BBR is 
promoted by Google and gains in popularity as an 
alternative to the traditional TCP CC algorithms. 

Fig. 1. Data flow in MPTCP architecture: solid lines – data, dashed lines – acknowledgements. Protocol stack and user application are sharing MPTCP 
buffer, whereas the SPTCP controllers have their own buffers. 

354 COMMUNICATION PAPERS OF THE FEDCSIS. WARSAW, POLAND, 2023



On the MPTCP level: LIA [19], OLIA [20], BALIA [21], 
and wVegas [22]. Their design premise is protocol 
fairness. LIA  increases the transmission speed faster than 
the slowest path, whereas OLIA analyzes the underlying 
SPTCP control variables and responds to channel 
disparities and fluctuations. Therefore, OLIA is better 
adapted for heterogeneous environments. BALIA is a 
hybrid algorithm that combines the strengths of LIA and 
OLIA, which allows it to perform well in both 
homogeneous and heterogeneous environments. The 
main advantage of BALIA is its ability to dynamically 
adjust the aggressiveness of CC based on the network 
conditions. Finally, wVegas is a window-based algorithm 
that modifies the congestion window size based on the 
estimated round-trip time and packet loss rate. It has been 
designed to perform well in high-speed and long-distance 
connectivity. However, it is less effective in congested or 
lossy networks. 

IV. QUALITY MEASURES 

Transmission parameters are affected by numerous 
factors, such as congestion or buffering, whose impact 
cannot be predicted a priori. Therefore, to fairly evaluate the 
performance of different CC algorithms, the following 
quality metrics have been used. 

A. Path Delay 

The path delay refers to the time it takes a packet to 
traverse the path from the sender to the receiver. The length 
of this delay depends on the distance between the sender and 
receiver, the number of routers and switches along the path, 
and the degree of congestion on the path. 

In the model developed in this paper, the total delay on 
path i, denoted by Ti, comprises the SRTT of this path τi and 
the waiting time for processing the data stream θi: 

 
i i i

T  = + . (1) 

The waiting time θi is influenced by the scheduler 
algorithm. The value of τi can be reduced by limiting the 
buffer bloat via a prudent selection of a CC algorithm, as 
studied in this work.  

As the transmission progresses, the delays on individual 
paths change, and another path may become the “slowest”. 
The path delay is a metric for assessing the quality of 
service, particularly for streaming traffic. High path delay 
can result in prolonged buffering and poor user experience.  

B. Protocol Delay 

 The protocol delay is defined as the time that a given 
piece of data, e.g., a packet, waits in the buffer for stream 
reassembly. It is measured from the instant when Master 
Controller receives the user data from the transmit buffer and 
ends when the corresponding data acknowledgment is 
received. The protocol delay is equivalent to the delay on the 
slowest path  

 ( ) max ( )
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i
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The average protocol delay is calculated as 
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and maximum protocol delay as 
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The average protocol delay for all the experiment runs is 
determined as  
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and the average maximum protocol delay as 
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1
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K represents the number of samples collected in a single 
experiment run indexed by r, while R refers to the number of 
experiment runs. Streaming performance improves with 
lowering the values of υav and υmax. 

C. HoL Degree 

In MPTCP, the Head-of-Line (HoL) blocking degree 
refers to the number of packets queuing up and waiting to be 

TABLE 1.   

IMPACT OF CONGESTION CONTROL ALGORITHMS ON STREAMING TRANSMISSION 

  LIA OLIA BALIA wVegas 

  Reno BBR Reno BBR Reno BBR Reno BBR 
Protocol delay υav 139 115 122 118 109 112 266 120 

[ms] υmax 726 565 556 526 491 533 860 556 

HoL Degree ζav 61 39 43 39 35 35 193 44 

[ms] ζmax 83 425 423 390 353 370 726 426 

SRTT [ms] τ1,av 71 69 71 71 67 68 66 69 

path 1 τ1,max 202 223 225 209 226 219 206 223 

SRTT [ms] τ2,av 64 63 65 65 62 64 60 63 

path 2 τ2,max 221 229 242 217 229 219 218 218 

Mean drop rate d1 9.6 10.2 10.3 8.2 7.9 7.8 9.6 12.3 

[seg/s] d2 8.0 12.2 12.7 13.0 10.5 11.4 8.1 9.2 

Throughput av 4.09 4.57 4.47 4.72 5.49 5.47 3.69 3.75 

[Mbps] max 10.74 12.03 11.01 11.69 13.66 13.52 8.76 9.59 
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transmitted in a certain path before the head-of-line packet 
being delivered. 

Real-time applications such as video streaming, online 
gaming, and video conferencing are highly sensitive to 
latency and packet loss, as these factors can significantly 
degrade the user experience. In particular, the HoL blocking 
[23] can have a substantial impact on the quality of service 
provided. From the application perspective, the actual visible 
value is  Tover, i.e., the delay on the slowest path. Based on 
that value, the waiting time is defined as  
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Then, the average waiting time  
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and maximum waiting time for each experiment 
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The average waiting time across all the experiments 
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and the average maximum protocol delay across all the 
experiments 
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D. Mean Drop Rate 

The mean drop rate is defined as the proportion of 
packets lost in the course of transmission. Packet drops can 
happen for a number of causes, such as route failure, network 
congestion, or packet reordering. 

V. EXPERIMENTAL SETUP 

The test setup depicted in Fig. 2 was employed to assess 
the effect of CC algorithm interoperability on the quality of 
streaming content delivery within the MPTCP framework. 
The created test setup represents a typical data transmission 
scenario in which a client device connects to a high-end 
server device to retrieve the content. The server, accessed 
through a public IP address, is located in a remote data 
center. A specialized program is utilized to generate the 
streaming content. Both the client and server devices run 
under the Linux operating system version 4.19, which had 
been patched to support MPTCP version 0.95. The client 
device has two communication interfaces – one connected to 
an LTE router through an Ethernet cable and the other linked 
through Wi-Fi 802.11bgn to the same LTE router. Two 
different LTE networks from different operators were used, 
with good signal quality ensured. The packets transmitted 
through one interface arrive at their destination after 10 hops, 
while packets transmitted through the other arrive after 12 
hops. A single scenario lasts 10 seconds and each is repeated 
30 times. 

 

Fig. 2. Experimental setup 

VI. TESTS AND RESULTS  

Two CC algorithms: Reno and BBR, were examined for 
SPTCP, and four algorithms: LIA, OLIA, BALIA, and 
wVegas, for MPTCP. The tests were performed for each 
combination, resulting in eight different scenarios. Table 1 
summarizes the obtained measurements, whereas Fig. 3 
depicts graphically a chosen test run. 

The gathered data show that using BALIA at the MPTCP 
level leads to the best overall performance. This was 
particularly visible in the case of path delays, where the 
algorithm achieved the lowest average and maximum delay 
values. The graphs reveal that the most significant 
differences occur at the beginning of transmission, where the 
path delay is nearly three times longer, and the protocol 
delay and HoL degree are almost five times higher than those 
observed after stabilization which occurred approximately 
three seconds after that period. Although peaks resulting 
from the fluctuation of network parameters were observed, 
they are negligible after averaging all test runs. 

Similar observations apply to the protocol delays, where 
BALIA also exhibits the lowest average and maximum 
delays. Moreover, BALIA happened to achieve the lowest 
HoL degree, implying the smallest proclivity to the multipath 
queue build-up.  

It is worth noting that wVegas underperformed in all the 
scenarios. Although the path delay was consistent between 
the different scenarios, the protocol delay was slightly worse 
for wVegas with BBR, and over two times worse in the 
scenario with RENO. The HoL degree was over five times 
larger for wVegas with RENO, and almost one and a half 
times larger for wVegas with BBR. The throughput was 
worse when Vegas was used, scoring 33% lower than the 
other scenarios. Consequently, the wVegas protocol is not 
recommended for use in MPTCP streaming transmissions. 

Finally, the throughput data show that the BALIA 
algorithm was more efficient in utilizing the available 
resources, resulting in a maximum value that was about 15% 
(2 Mbps) higher and an average that was about 20% (1 
Mbps) higher than the other scenarios.  

VII. CONCLUSIONS 

The paper's focus was to investigate how the main 
MPTCP CC algorithms handle streaming transmission over 
heterogeneous public networks. The use of multiple 
communication paths can be an answer for achieving high 
data speed, low latency, and stable transmission parameters, 
which are essential for quality streaming. Indeed, it was also 
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found that the choice of CC protocol is a decisive factor 
affecting the transmission quality.  

The results show that data transfer over multiple paths 
does increase latency, but this is acceptable and should not 
negatively affect streaming applications. The BALIA 
algorithm was found to be the most effective CC algorithm 

 
(a) Reno path delay 

 

 
(b) BBR path delay 

 

 
(c) Reno protocol delay 

 

 
(d) BBR protocol delay 

 

 
(e) Reno HoL blocking degree 

 

 
(f) BBR HoL blocking degree 

 
(g) Reno throughput 

 

 
(h) BBR throughput 

 
Fig. 3 Measured transmission properties – left column Reno, right column BBR acting on the paths 
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on the MPTCP level and BBR at the path level. Using these 
two algorithms together provides the lowest latency, lowest 
error, and highest throughput, making them the best choice 
out of the off-the-shelf algorithms for efficient streaming 
over multiple communication channels. In turn, mVegas 
achieved the lowest transmission parameters and its use in 
multimedia transmission is ill-advised.  
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