Different Classifier Approaches Used For Fingerprint Classification
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Abstract—Fingerprints play an important role in public safety and criminal investigations such as: B. Legal Investigations, Law Enforcement, Cultural Access, and Social Security. It can also help to give people a comfortable and secure life. Various gender segregation strategies have been proposed. In this article, the fingerprint algorithm uses a variety of Naive Bayes classifiers, SVM, Logistics Regression and Random Forest which they use to obtain the best results of gender segregation, a new fingerprint method can be created by Naive Bayes classifier, SVM, Logistics Regression and The Random Forest used and compiled proposed from different divisions obtained the best possible division of results by Random Forest, with 98% accuracy compared to Naive Bayes, SVM and Logistics Regression, based on Random. The forest is the most sensitive to gender segregation.

Index Terms—Naïve Bayes, SVM, Logistic Regression, Random Forest, Gender classification, Fingerprint database, Association Rule Mining.

I. INTRODUCTION

Separation of fingerprints refers to the separation of each fingerprint in a section in a consistent and reliable way so that anonymous fingerprints can be searched and only need to be compared with the fingers in the details of the section. Comparison of fingerprints is usually based on small finger functions, such as apex and branches, while fingerprint classification is often based on larger functions, such as the shape of the rib cage.

To identify a person, you must compare your finger with all fingerprints in the message. A common strategy is to reduce the number of comparisons in finger recognition, thereby extending the recognition process to distinguish fingerprints through the various categories described previously [1]. The actual control of human thought is based on the development of models. Advanced computers support pattern recognition. Separation is an example of pattern recognition, which attempts to assign each input value to a different category. Your main goal is to find the best role model support under certain circumstances and to differentiate one category from another. Divorce performance is very important in making good decisions. However, the function of classification depends largely on the identity of the data to be categorized. Major Headings Major headings should be typeset in boldface with the first letter of important words capitalized.

II. CLASSIFIERS USED

In this paper four classifier are used for fingerprint classification which are as follows:

A. Naive Bayes Classifier

Naive Bayesian Classifier is an algorithm that uses the Bayes theorem to separate objects. The ignorant Bayesian separator assumes strong or irrational independence between data point signals. Popular use of Bayesian naive classifiers for spam filtering, text analysis, and medical diagnostics. This separator is widely used in machine learning because it is easy to use.

Unjustified Bayesian segregation can be easy opportunities supported by Bayesian theory and with a stable sense of independence. For example, suppose domain variables are separate categories and each variable contains a limited number of values.

B. SVM Classifier

Support Vector Machine is a learning program that uses speculative space for specific tasks in large spaces. SVM is trained using a learning algorithm designed for processing that considers learning bias based on mathematical learning.
concepts. In the late 1970’s, Vapnik and colleagues introduced this learning strategy and combined it with various mathematical, mechanical, and neural networks. Risk reduction (SRM) policy is contained in SVM. It turns out that this is an improvement in the traditional goal of minimizing the high-risk (ERM) used by conservative neural networks. Compared to ERM, SRM reduces the expected amount of risk by reducing errors in training data. Therefore, SVM is unique and comes with excellent summaries and capabilities to achieve mathematical learning objectives. In fact, SVM is a binary separator.

C. Random Forest

Random Forest is a widely used machine learning engine and is a trademark of Leo Braiman and Adele Cutler. Combine results from multiple decision trees to get one result. Easy use and flexibility lead to acceptance because you can overcome differences and frustrations.

The Random Forest (or the Forest Forest) are trademarks of various species. It contains a lot of stems, the first step to removing the stem from the tree. A random forest is a group of slightly different trees.

D. Logistic Regression

Asset recovery is an independent control system algorithm used to predict the probability of target variation. The type of target or variation you rely on is dichotomous, that is, there are only two possible categories.

Simply put, the dependent variable is binary and the data is encoded as 1 (indicating success / yes) or 0 (indicating failure / no).

Statistically, the systematic model predicts $P(Y = 1)$ as the X function. It is one of the simplest ML methods used for diagnostic problems such as spam detection, diabetes diagnosis, cancer detection, etc.

III. RELATED WORK

Nithin MD et al. [3] 200 A study of the age group 18 to 30 years (100 men and 100 women) was used. Use the newly designed structure to determine left-to-left compression and perform a statistical evaluation. Tests show that women in both study areas, either individually or in combination, tend to have more than one fingerprint.

Pattanawit Soanboon et al. [4] used the size of the finger tips and also explained that males have stronger fingers than females, meaning that males have smaller glands than females in a given region and therefore less soaps. The high prevalence of female fingerprints is due to the fact that the epidermal columns of women tend to be smoother than those of men. Men tend to have stronger mountains than women, with a difference of around 10%.

Ashish Mishra et al. [5] in this article, The difference in overcrowding between men and women in some areas may be due to the fact that the proportion of men is greater than that of women, so the amount of overcrowding is the same. Placed in a larger area of males, so males are smaller in size.

Suchita Tarare et al. [6] also explain the whole process of the scheme above. The DWT modification provides multiple fingerprint structures from a data set (image reading) to create a database of functions used as a viewing table to distinguish unknown fingerprints from other fingerprints (fingerprints) used for testing. The divider Knn designates one of the two sets for testing fingerprints.

Alessandra Lumini et al. [7] describes the many systems and structures associated with the integration of biometric systems, both informal and multidisciplinary, and classifies them according to certain tax statistics. In addition, we address the issue of testing biometric systems and discuss performance indicators and processes.

Swapnil R. Shinde et al. [8] described a complete comparison of conventional domain strategies, with a particular focus on DWT and its combinations. It also uses a canvas on the edge of the Canny and a DWT-based hair filter.

Neeti Kapoor et al. [9] to find a significant difference in the strength of trend between boys and girls in most Indians, a study was conducted on 200 subjects (100 boys and 100 girls) aged 18 years to find a sexual relationship - Year 30.

Meena Tiwari et al. [10] in this work, the study used four divisions: the Bases organization, the multi-stakeholder organization, the closest neighbors, and additional vector equipment. In addition, classification was tested in four prominent studies. These are cases that are questioned with 70% correction, 30% test, 60% preparation, 20% test, finally 60% preparation, 40% test, 10 cases. From the results it can be concluded very well that all the emergence of a common division completes representation of more than 90%. However, SVM is still the best divider proposed to be counted. Fingerprints are strong evidence of legitimacy in court. With regard to the amazing power as a finger recognition system, this post tries to explore relationships between women. Reading and standing are the result of our statistics and part of the basic meaning, to see the right values for sex. This design requires a proven test structure for unique products to reduce numerical time and improve performance.

IV. RESULTS AND DISCUSSION

The purpose of this proposed project is to utilize new technologies based on mindless Bayesian classifiers, vector support machines, random forests and retrospect in order to properly train and test fingerprint scanners. The proposed system is based on the results of comparing the four categories selected by the categories: Support Vector Machines and Naive Bayes, Random Forest and Logistic Regression which are divided into left and right category categories. Specifically, it has two independent modules: a training data selection module and a fingerprint separation module. Fig. 1 shows a block diagram for the implementation of the finger splitting system.
The editorial board is edited by Naive Bayes and delivered to a unique library. Half of the information index is used for preparation, and the remaining half is used for testing. The specifications found are shown in Table 1. Repeat the same rehash system (W, X, Y), separated by fingers left (1) and right (2). These three types are a combination of X coupling, Y coupling, point, X branch, Y branch, point 1, point 2, and point 3.

Table 2. The results obtained from the Naive Bayes classification applied to the class (W, X, Y) on CASIA DB fingerprint

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>71</td>
</tr>
<tr>
<td>X</td>
<td>68</td>
</tr>
</tbody>
</table>

Table 3. The results obtained from the SVM classification are applied to 3 classes (W, X, Y) in CASIA DB fingerprint database

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>98</td>
</tr>
<tr>
<td>X</td>
<td>98</td>
</tr>
<tr>
<td>Y</td>
<td>98</td>
</tr>
</tbody>
</table>

Table 4. Results obtained from Random Forest, applied in 3 classes (W, X, Y) in CASIA DB fingerprint database

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>98</td>
</tr>
<tr>
<td>X</td>
<td>98</td>
</tr>
<tr>
<td>Y</td>
<td>98</td>
</tr>
</tbody>
</table>

Table 5. The results obtained from Logistic Regression, applied in 3 classes (W, X, Y) in CASIA DB fingerprint database

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>88</td>
</tr>
<tr>
<td>X</td>
<td>88</td>
</tr>
<tr>
<td>Y</td>
<td>88</td>
</tr>
</tbody>
</table>
A. Comparison Accuracy Naive Bayes, SVM method, Random Forest and Logistic Regression

This comparison tests the ability to distinguish by simple separators commonly used in image classification. Four classifiers were selected for the test: Naive Bayes, SVM, Random Forest, Logistic Regression and related categories to compare classification results. Compared to the Bayesian classifier class, SVM classifier and logistic regression, the random forest division has yielded excellent results. Random forest planning sets well 98% model attributes and reduced model sets. Depending on these results, it can be improved by further processing the data and synchronizing the separation. Accurate comparisons of the mindless Bayes approach, random forest and logistic SVM regression are shown in Table 2 and Table 3.

B. Confusion Matrix

Confusion matrices are used to measure the performance of a two-step task on a given data set. False negative) incorrect sample classification.

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True Positive</td>
</tr>
<tr>
<td></td>
<td>False Positive</td>
</tr>
<tr>
<td>Negative</td>
<td>True Negative</td>
</tr>
</tbody>
</table>

Total number of copies = items ordered correctly + items ordered correctly
Classification example = TP + TN
Example of misclassification = FP + FN
Table 5 uses non-statistical records. 185 cases. The fingerprint category is randomly selected from the fingerprint record. When using the algorithm for the design of the Bayesian naive in a set of data, a confusion matrix is generated in a two-digit finger class, i.e. Left thumb and right thumb.

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>185</td>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
<td>71</td>
</tr>
<tr>
<td>Negative</td>
<td>9</td>
</tr>
</tbody>
</table>

The table above is suitable for calculating the matrix of confusion of these actual and hypothetical scales, where 185 is perfectly correct in grade 71 and is not entirely accurate. True lies in seventh grade. Not at all. The absolute best result of the category was 9 and nothing. The positive result of lying in class was 41.
C. Accuracy

Described as the ratio between well-separated samples and the total number of samples. Figure 2 shows the comparative accuracy of the Naive Bayes, SVM, Random Forest and Logistic Regression.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

Fig.2. Comparative accuracy with naive Bayes, SVM method, random forest and logistic regression

VI. CONCLUSIONS

Gender segregation can be done through the Naive Bayes Classifier, SVM, Random Forest and job adjustment. By limiting the following search categories to the sixth left and right information, the search time is effectively reduced. Once the left and right face thumbs are separated, the biological features of each can be used for further separation. In this category, four categories have been selected: Naive Bayes, SVM, Random Forest and Logistic Regression. Compared to the mindless Bayesian, SVM and logistic regression classifier, the best results were obtained with random forest planning.

REFERENCES